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M A T E R I A L S  S C I E N C E

Physical origin of glass formation from  
multicomponent systems
Yuan-Chao Hu and Hajime Tanaka*

The origin of glass formation is one of the most fundamental issues in glass science. The glass-forming ability 
(GFA) of multicomponent systems, such as metallic glasses and phase-change materials, can be enormously 
changed by slight modifications of the constituted elements and compositions. However, its physical origin 
remains mostly unknown. Here, by molecular dynamics simulations, we study three model metallic systems with 
distinct GFA. We find that they have a similar driving force of crystallization, but a different liquid-crystal interface 
tension, indicating that the latter dominates the GFA. Furthermore, we show that the interface tension is deter-
mined by nontrivial coupling between structural and compositional orderings and affects crystal growth. These 
facts indicate that the classical theories of crystallization need critical modifications by considering local ordering 
effects. Our findings provide fresh insight into the physical control of GFA of metallic alloys and the switching 
speed of phase-change materials without relying on experience.

INTRODUCTION
In principle, any liquid can be solidified upon cooling into either a 
crystal or a glass. This bifurcation phenomenon can be controlled 
by the cooling rate, R. The slowest R to bypass crystallization to form 
glass is called the critical cooling rate, Rc, which characterizes how 
easily a system is to be vitrified. Glass-forming ability (GFA) is usually 
quantified by Rc and negatively correlated with it. GFA is a critical 
issue in the field of metallic glass (MG) (1–3) because it can be con-
trolled over many orders of magnitude by a slight change of its 
composition or a small addition of a specific element. Thus, MG is 
the best system to study the physical mechanism of GFA. Among 
the known MGs, Rc can differ over 16 orders of magnitude (4–6).

Because of the combination of amorphous structures and metallic 
bonds, MGs have shown many record-breaking properties that make 
themselves outstanding from traditional glasses and alloys (7, 8). Thus, 
they have been considered promising alternatives to conventional 
materials in various applications (9, 10). However, the achievable 
GFA primarily impedes this possibility. Despite the importance and 
high demand for the future development of desired MGs, the critical 
physical factor controlling GFA remains unclear. It is widely known 
that alloying is crucial for improving GFA. However, the underly-
ing physical principles are mostly unknown. Thus, the fabrication 
of MGs largely relies on empirical rules. This problem is also crucial 
for phase-change materials (11–14), which are usually multicomponent 
mixtures of chalcogenides. For phase-change materials, the rapid switch-
ing speed is generally realized by poor GFA, opposite to MGs. To 
improve this situation, the physical understanding of the mechanism 
of the GFA is critical, both fundamentally and technologically.

Several empirical rules have been proposed either by treating MGs 
as hard sphere–like models aiming to maximize disordered packing 
capability (15–17) or by correlating GFA to various thermodynamic 
parameters that can be measured after obtaining the amorphous state 
(18–21). There is also an effort to estimate thermodynamic param-
eters from the high-temperature liquid (22). More recently, many 
geometrical structural descriptors from computer simulations have 

been used to describe the GFA of model MGs (23, 24). However, these 
phenomenological models do not have general validity. From the 
most fundamental viewpoint, glass formation is the consequence of 
the avoidance of crystallization (18, 25, 26). Unveiling the origin of 
the difference in crystallization kinetics of MGs should provide a 
physical basis to understand the factors controlling GFA.

A particularly vital question concerning multicomponent alloys, 
including MGs and phase-change materials, is the specificity of these 
systems. Similar alloying is possible for hard sphere–like systems such 
as colloids, but the variety of atoms with different characters and 
their combination for metallic alloys make the dimensions of the 
parameter space to explore high GFA vast. So, we require guiding 
physical principles to design useful materials with the desired GFA.

Here, we aim to unravel the fundamental physical mechanism of 
distinct GFAs of MGs by investigating their crystallization behaviors 
by molecular dynamics (MD) simulations. By studying the physical 
factors controlling crystal nucleation and growth, we find that (i) the 
most critical factor determining the crystallization rate is the liquid- 
crystal interface energy and (ii) the interface energy increases by the 
reduction of crystal-like preordering in a supercooled liquid state, 
which is caused by the nontrivial coupling between structural and 
compositional (or “chemical” in the MG terminology) orderings that 
create frustrations against crystallization. We also reveal that the 
structural and compositional differences across the liquid-crystal 
interface are of great significance not only in the crystal nucleation 
process but also in crystal growth. These findings suggest that the 
thermodynamic driving force, i.e., the chemical potential difference 
between the liquid and crystal phases, plays a minor role in deter-
mining GFA, contrary to the widespread belief.

RESULTS
Glass-forming ability
To study the origin of GFA, we carefully choose three prototypical 
metallic systems, Cu50Zr50 (CuZr), Ni50Al50 (NiAl), and Zr, so that 
they have quite different GFAs in experiments but share similar 
physical properties (27–29). These similarities are crucial for elucidating 
the origin of GFA. First, the crystals to be formed are body-centered 
cubic (bcc)–type for all the systems (for the binary alloys, B2 structure, 
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an ordered bcc structure consisting of two simple cubic interpene-
trating sublattices, and for Zr, bcc structure). Second, these binary 
alloys have a similar atomic size ratio. Here, the atomic size ratio is 
defined as the radius ratio of the smaller element to the larger one. 
The atomic size ratios of CuZr and NiAl are around 0.81 and 0.88, 
respectively. Third, their dynamical properties are similar, charac-
terized by nearly identical liquid fragility (see Materials and Methods 
and fig. S1). Fragility characterizes how steeply the structural relax-
ation time  of glass-forming liquids increases upon cooling (30). A 
liquid with a steeper increase of  upon cooling is called a more 
fragile, or less strong, liquid. Strong and fragile liquids are charac-
terized by nearly Arrhenius and super-Arrhenius behaviors, respec-
tively. Recently, an interesting pathway of crystal nucleation through 
a chemically ordered intermediate was reported for CuAu alloys 
(31), but the crystal nucleation paths of our systems are direct and 
straightforward, which allows us to elucidate the physical origin 
controlling the GFAs.

To quantify their distinct GFA in computer simulations, we quench 
them at various cooling rates, R (see Materials and Methods for de-
tails). From the R dependence of the crystallinity of the quenched 
solids, f(Sij) (Fig. 1A), we estimate Rc of NiAl and Zr as 109.9 and 
1013.6 K/s, respectively. It is well known experimentally that CuZr is 
an outstanding bulk MG former among binary alloys (27, 28). Con-
sistently with this fact, we cannot see any crystallization in our sim-
ulations for both continuous cooling with R ≥ 109 K/s and isothermal 
annealing in the supercooled state over microseconds (see fig. S1). 
Thus, we use the experimental value of Rc of about 102.4 K/s for 
CuZr in Fig. 1A for comparison. There are 11 orders of magnitude 
difference in Rc among the three systems.

This enormously different GFA implies that these systems have 
very different crystallization resistances. From the classical nucleation 
theory (CNT) (18, 32), the homogeneous nucleation frequency I in 
a supercooled liquid is given by

  I =  k  n   Dexp (−   G  c  )  (1)

where kn is a constant, D is the translational diffusion coefficient, 
and  = 1/kBT (kB, the Boltzmann constant; T, the temperature). 
Gc is the free-energy barrier for the nucleation of a critical crystal 
nucleus. This barrier is determined by the balance between the free- 
energy gain from the chemical potential difference between the liquid 
(L) and crystal phases (S), L → S, and the free-energy cost associated 
with the formation of the interface between L and S, ϒ. More spe-
cifically, the barrier scaled by the thermal energy kBT is expressed 
solely by the dimensionless quantities as Gc ∼ (ϒ)3/(L → S)2 
(33). According to CNT, after the nucleation of crystals, their growth 
rate is given by

  U =  k  0   D [ 1 − exp (−     L→S   ) ]  (2)

where k0 is a constant. The overall crystallization rate Ξ is approxi-
mated by (IU3)1/4, which is directly linked to GFA. This relation 
tells us that three major physical factors govern how easily an MG 
can form. The first is the translational diffusion constant D, which 
appears as a prefactor for both I and U, but the difference in D 
among the three systems is so small that it has little influence on 
GFA. The second is the driving force of crystallization scaled by the 
thermal energy, L → S, and the third is the interface tension scaled 
by the thermal energy, ϒ. In the following, we will unravel the 
roles of these factors in controlling crystallization.

Crystal nucleation thermodynamics
We first characterize the free-energy profiles of crystallization for 
various degrees of supercooling by using well-tempered meta-
dynamics (see Materials and Methods). Figure 1B shows the free- 
energy profiles for CuZr as a function of the bond-orientational 
order parameter Q6v, which is the critical structural order parame-
ter of crystallization, for different temperatures (see also fig. S2). All 
the free-energy profiles show the simple double-well shape, whose 
two minima with low and high Q6v correspond to the liquid and 
crystal phases, respectively. Figure 1C shows the calculated L → S 
for the three systems. Notably, L → S is quite similar to each other 
for the same degree of supercooling, especially for shallow super-
cooling. Counterintuitively, CuZr, with the best GFA, has the largest 
driving force for crystallization. This finding is further corroborated 
by the empirical estimation of L → S through (Tm/T − 1)Hm/kBTm 
(18), where Hm is the enthalpy of fusion per particle (see fig. S2). 
Nevertheless, the barriers to prevent crystallization in the free-energy 
profiles are quite different (Fig. 1D). Consistently with the order of 
GFA, the barrier height increases in the order of Zr, NiAl, and 
CuZr. Furthermore, the decrease in the barrier with decreasing T is 
smaller in the same order. Because the driving force is similar, such 
a barrier difference must be induced by different interface energy. 
To verify this point, we directly calculate ϒ at Tm for NiAl and Zr by 
an enhanced sampling method (see Materials and Methods) (34). 
We note that the diffusive behavior on their free-energy landscapes 
is effective enough for efficient sampling (see fig. S3). However, such 
a diffusive behavior of phase transition for CuZr is very difficult to 
reach so that it is hard to obtain the converged free-energy profile. 
This difficulty stems from the strong topological and chemical frus-
trations against crystallization in CuZr (see below). The nucleation 
process of the systems we studied follows the two-step scenario 
(35, 36): The orientational symmetry develops first, followed by the 
density change (see fig. S3). Here, we note that the calculated inter-
facial energy (and also the free-energy profiles in bulk) is between 
the liquid and crystalline phases and not between the liquid phase 
and the intermediate state with high bond orientational order 
(BOO) but without translational order. From the free-energy pro-
files in Fig. 1E, ϒ of NiAl is estimated as 2.81 times of that of Zr. 
The interfacial energy of our studied systems is only weakly depen-
dent on the crystallographic plane (see fig. S3). This has also been 
supported by the previous finding (37) that the crystal growth rates 
along different crystallographic planes are barely different in both 
CuZr and NiAl (see discussion below). Because Gc is proportional 
to the cubic power of ϒ, this difference should result in a substan-
tial difference in the nucleation rate. Considering the dynamical 
properties and the driving force, we anticipate that ϒ of CuZr 
should be larger than that of NiAl.

Topological frustration against crystallization
According to the two-order-parameter model (26, 38), frustration 
against crystallization, or competing ordering, is crucial to control 
the fate of a liquid upon cooling. Concerning the local atomic arrange-
ments, there are two types of structural orderings in these metallic 
liquids. One is local icosahedral ordering (ICO), whose symmetry is 
incompatible with crystal. Its importance was first pointed out by 
Frank (39). These locally favored structures are spontaneously formed 
in the sea of the normal liquid structure. The other is crystal-like 
bond orientational ordering (CRYO), which has the same local 
orientational symmetry as the equilibrium crystal. The existence of 
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CRYO is a natural consequence of the lowest free-energy state being 
the crystalline state. While ICO acts as the source of frustration, or 
impurities, against crystallization, CRYO tends to promote the for-
mation of long-range density ordering (25, 35). The strength of the 
competition between ICO and CRYO determines the ease of crystal-
lization. For Zr, for example, local icosahedral and bcc orders were 
reported to be competing orders by ab initio MD simulations (40). 
Therefore, both ICO and CRYO and their relationship should play 
a critical role in determining GFA (25, 41, 42). The existence of ICO 
in metallic liquids and alloys has been verified by many experimen-
tal observations (43–45). The role of ICO has been widely studied 
for MGs (40, 46–51). However, the role of CRYO in determining 
GFA and the relationship between ICO and CRYO have long been 
overlooked.

To rationalize the difference in ϒ, we investigate these structural 
orderings in the supercooled metallic liquids (see Materials and 
Methods for details). In Fig. 2A, we compare the change of the frac-
tion of the atoms in the icosahedral environments with decreasing 
temperature. We can see that the faction of atoms involved in ICO 
decreases in the order of CuZr, NiAl, and Zr, and the fraction in-
creases more slowly in this order upon cooling. In particular, Zr has 
very few ICO and already becomes unstable to crystallization below 
0.8Tm. The temperature dependence of ICO can be well described 
by the two-order-parameter model (26, 38, 41, 52) (solid curves in 
Fig. 2A), which confirms the validity of this model to MGs. The 

spatial distributions of ICO are also visualized in Fig. 2C. These re-
sults demonstrate that ICO in these MGs promotes glass formation 
and leads to topological frustration against crystallization. Micro-
scopically, the more substantial amount of ICO leads to a more sub-
stantial structural contrast between the liquid and crystal, causing 
larger ϒ. Considering the similar L → S, the formation of ICO 
does not necessarily mean the weaker driving force of crystallization. 
Thus, the prevention of crystallization by ICO is not through the 
decrease in L → S, but through the increase in ϒ.

Next, we turn our attention to CRYO. Figure 2B illustrates how 
the fraction of the atoms involved in CRYO changes with lowering 
the temperature. The spatial distributions of CRYO are also shown 
in Fig. 2C together with those of ICO for the three systems. The 
order of the degree of CRYO is the opposite of that of ICO. We can 
see that the faction of atoms involved in CRYO increases in the 
order of CuZr, NiAl, and Zr, and the fraction increases much faster 
in this order upon cooling. Zr has the highest fraction of CRYO, and 
its growth upon cooling is the fastest. In contrast, CuZr has only a 
tiny fraction of CRYO. Moreover, with decreasing T/Tm, the spatial 
correlation of CRYO in Zr grows quickly, whereas it almost does 
not change in CuZr (see fig. S4). It is worth emphasizing that the 
appearance of CRYO in MGs reflects the formation of CRYO 
(i.e., crystal precursors) but does not mean the formation of crystals 
(26, 35, 36, 52, 53). Because CRYO has the same local orientational 
symmetry as the equilibrium crystal, its formation reduces ϒ and 

A B

C D E

Fig. 1. GFA and crystallization thermodynamics. (A) Fraction of the crystalline atoms of the solid phase, f(Sij), obtained upon cooling for various Rs. The filled symbols 
are the data obtained from MD simulations, whereas the open symbols represent the experimental data for CuZr. The gray stars locate Rc for each material estimated from 
the criterion of f(Sij) = 0.5. The lines are fits to the data. (B) Free-energy profiles of CuZr liquids with respect to the collective variable Q6v at different temperatures. 
(C) Temperature dependence of the thermodynamic driving force scaled by the thermal energy for crystallization per particle, L → S. (D) Thermal energy–scaled free-energy 
barriers for the liquid-to-crystal transformation,     L→S  barrier  , measured from the corresponding free-energy profiles. (E) Free-energy profiles of NiAl and Zr at Tm with the 
presence of planar crystal/liquid interfaces (A, the interface area). The blue stars indicate the position of the corresponding free energy of the equilibrium liquid phase.
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results in the reduction of the crystallization resistance, contrary to 
ICO. Thus, suppressing CRYO should help with glass formation.

Therefore, the competition between these geometrical structures 
is of great importance in determining the GFA by affecting ϒ. 
However, the topological orderings alone are not enough to under-
stand the GFA of metallic systems, unlike the other systems previ-
ously studied (33, 35, 36), as will be shown below.

Chemical frustration against crystallization
It is widely known that besides topological ordering, chemical order-
ing (54, 55) plays a substantial role in GFA: For example, a large 
negative heat of mixing is one of the empirical criteria for the high 
GFA of MGs (2, 3). The direct evidence of the atomic-scale hetero-
geneity caused by chemical ordering was recently reported (56). 
However, the microscopic understanding of the effect of chemical 
ordering on crystallization and its link to topological ordering has 
remained elusive. The difference in the character between the two 
types of orders makes the physical understanding of their precise 
roles difficult: Topological order, mainly driven entropically, grows 
rapidly upon cooling, but chemical order has only a weak tempera-
ture dependence because attractions far beyond the thermal energy 
stabilize it. Here, we focus on this issue.

In the equilibrium B2 crystal, the nearest neighbors of each atom 
consist of eight other-type atoms as the closest, and another six 
same-type atoms located a bit farther. A substantial deviation from 
this crystalline chemical order should frustrate crystallization. To 
see this effect, we introduce a variable c, which is the fraction of the 
atoms of type  in the first coordination shell of a center of type . 
Figure 3 (A and C) shows the distributions of c for perfectly coor-
dinated ICO and CRYO, respectively, around Cu and Ni (see fig. S4 
for typical examples of atomic configurations of ICO with chemical 

inhomogeneity seen in CuZr). The corresponding distributions for 
all types of such orderings, including the imperfect ones, are depicted 
in Fig. 3 (B and D). Obviously, both CRYO and ICO in both systems 
have a strong chemical preference, but which is quite different 
between them. In CuZr, both CRYO and ICO tend to prefer the 
composition CuZr2, which significantly deviates from the targeted 
crystal composition (Cu:Zr = 1:1). In contrast, for NiAl, they tend to 
prefer the local composition close to the crystal one. This fact indi-
cates that the transformation of CRYO and ICO to the crystal should 
be much easier for NiAl than CuZr from the aspect of chemical order. 
For CuZr, CRYO looks like a crystalline precursor topologically, 
but it is not chemically. Adjustment of local composition delays 
crystal nucleation. Furthermore, because of the composition differ-
ence between ICO and CRYO, as shown in Fig. 3B, the transforma-
tion of ICO to CRYO should not be easy. Therefore, ICO in CuZr is 
unique and generates a stronger hindrance to crystallization. Although 
with almost the same geometry, the properties of ICO in different 
MGs can be significantly different.

To further highlight the importance of chemical frustration in 
determining the GFA, we additionally study the CuZr2 system, which 
has a GFA lower than CuZr but better than NiAl in experiments 
(57–59). The better GFA of CuZr2 than NiAl is further confirmed 
directly by our simulations (see fig. S5). However, the topological 
orderings in Fig. 2 (A and B) tell us that CuZr2 has less ICO and 
more CRYO than NiAl. This topological feature would suggest CuZr2 
as a poorer glass former than NiAl, but which is against the truth. 
Now, we turn our attention to the chemical compositions of these 
structural orders. Figure 3 (E and F) shows that ICO and CRYO in 
CuZr2 have the chemical compositions similar to those of NiAl. 
However, the critical fact is that these preferred local compositions 
strongly deviate from the target crystal one, which is different from 
NiAl. Therefore, we can conclude that it is the chemical frustration 
rather than topological frustration that leads to the better GFA of 
CuZr2 than NiAl: The effect of chemical ordering overwhelms that 
of the topological one in preventing crystallization of CuZr2.

The results in Fig. 3 represent three possible relationships between 
chemical and topological orderings: (i) ICO and CRYO have different 
chemical preferences, and both deviate from the equilibrium crystal 
(the case of CuZr); (ii) ICO and CRYO have similar chemical pref-
erences, and both deviate from the crystal (the case of CuZr2); (iii) 
ICO and CRYO have similar chemical preferences and both close to 
the crystal (the case of NiAl). These findings demonstrate the critical 
role of the nontrivial coupling between topological and chemical 
orderings in governing the GFA of metallic alloys, which has not 
been recognized before. This chemical effect may be unique to atomic 
glasses such as bulk MGs and chalcogenide glasses because they are 
usually made of multiple elements with distinct pair interactions.

We also calculate the SD of the local composition from the crystal, 
c, for all atoms in CuZr and NiAl. As shown in Fig. 4A, the com-
positional deviation is smaller for NiAl than CuZr. The deviation 
tends to decrease upon cooling for Ni, Al, and Zr, but increase for 
Cu. This tendency indicates that ICO in CuZr more strongly acts 
against crystallization at large supercooling. The presence of chem-
ical ordering is further validated from the partial structure factors, 
which of the Cu-Cu and Ni-Ni pairs are shown in Fig. 4B (see others 
in fig. S6). Unlike topological orderings, chemical ordering is weakly 
dependent on temperature (see fig. S6). This fact indicates that the 
appearance of chemical ordering is mainly determined by the inter-
atomic potentials among different pairs (see fig. S7). For example, 

A

C

B

Fig. 2. Topological orderings in supercooled liquids. (A) Temperature depen-
dence of the fraction of atoms in the icosahedral environments (ICO) in the four 
systems: CuZr, NiAl, Zr, and CuZr2. The solid lines for the data of CuZr, NiAl, and 
CuZr2 are fits to the two-order-parameter model. (B) Temperature dependence of 
the fraction of atoms involved in crystal-like environments (CRYO). The order of the 
quantity and growth speed of fCRYO is opposite to that of fICO. (C) Snapshots of 
supercooled states with red atoms in ICO and blue atoms in CRYO environments at 
0.6Tm for CuZr (left) and NiAl (middle), and at 0.8Tm for Zr (right).
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in CuZr, there is a substantial difference in the interaction strength 
and range among different pairs: The Cu-Cu pair has the weakest 
interaction and shortest range. Thus, Cu has a strong preference to 
have Zr as its nearest neighbors. It explains why there is always ex-
cess Zr in the first coordination shell of Cu in both CuZr and CuZr2. 
In contrast, the pair interactions in NiAl are very similar and induce 
only weak chemical preferences, making the arrangements of dif-
ferent species toward a specific crystal lattice easy to take place. In 
the context of CNT, the fact that CuZr suffers from much stronger 

chemical frustration than NiAl indicates that the compositional 
gradient at the liquid-crystal interface is much larger in CuZr than 
in NiAl, which results in the larger ϒ in the former than in the 
latter. Our study demonstrates that chemical frustration plays a 
substantial role in driving glass formation in a previously unknown 
manner, i.e., through its nontrivial coupling to topological order.

The free energy of a liquid can be reduced by local orientational 
and chemical orderings. How these orderings grow upon cooling is 
determined by the balance between the interaction energy and 

A

C

B

D

E F

Fig. 3. Chemical orderings on top of topological orderings in supercooled liquids. (A and C) Distributions of the local compositions c of perfectly coordinated ICO 
(with 12 nearest neighbors) and CRYO (with 14 nearest neighbors) for CuZr (A) and NiAl (C) at 0.6Tm, respectively. The dashed line marks the equilibrium B2 crystal com-
position.  represents the smaller atom (i.e., Cu or Ni). In CuZr and NiAl, both ICO and CRYO prefer to have smaller species as their centers. (B and D) Corresponding dis-
tributions of c of all ICO and CRYO (including both perfect and imperfect ones) for CuZr (B) and NiAl (D), respectively. ICO and CRYO show distinct c distributions in CuZr, 
but similar distributions in NiAl. (E) Distributions of c of perfectly coordinated ICO (with 12 nearest neighbors) and CRYO (with 14 nearest neighbors) centered at Cu in 
CuZr2 at ∼0.6Tm. The dashed line indicates the composition of the equilibrium crystal (body-centered tetragonal lattice) of CuZr2. (F) Corresponding distributions of c of 
all ICO and CRYO (including both perfect and imperfect ones) in CuZr2. As in the case of NiAl, ICO and CRYO in CuZr2 prefer to have similar local compositions. We note 
that the basic trend for all composition distributions is rather independent of the temperature.

A B

Fig. 4. Chemical frustration during cooling. (A) Temperature dependence of the overall SD of c from the ideal B2 crystal, c, for CuZr and NiAl.  represents both 
species in this analysis. (B) Structure factors of the Cu-Cu pair of CuZr and the Ni-Ni pair of NiAl at 0.6Tm. Similar results are obtained at other temperatures. The presence 
of a pre-peak at low q manifests chemical ordering in the supercooled liquid. The length scale corresponding to the pre-peak position of CuZr is longer than that of NiAl.



Hu and Tanaka, Sci. Adv. 2020; 6 : eabd2928     11 December 2020

S C I E N C E  A D V A N C E S  |  R E S E A R C H  A R T I C L E

6 of 12

entropy. Our study shows that the degree of crystal-like ordering 
formed under the frustration effects of noncrystalline orientational 
(e.g., ICO) and chemical orderings determines the thermal energy–
scaled interface energy and thus the GFA. We note that the differ-
ence in the interaction potential among various atom pairs and the 
non-additivity of the potential common in metallic alloys play a 
critical role in chemical ordering. We further speculate that the 
chemical ordering effect may become even more prominent in 
multicomponent alloys of very high GFA.

The kinetics of crystal growth
In principle, the growth kinetics is also important in crystallization 
(20, 32). Equation 2 suggests that there may be little difference 
among these materials because the values of D and L → S are 
quite similar. Nevertheless, we check this possibility below. To do 
so, we used the seeding method (see Materials and Methods for details) 
because spontaneous crystallization is hard to see in simulations, 
especially for CuZr. First, we identify the critical nucleus size, for 
which the chance of the seed to grow or dissolve becomes equal (fig. 
S8). Table 1 shows the number of atoms in the critical nucleus, Nc. 
For the same degree of supercooling, Nc is larger in the order of 
GFA, consistently with the higher critical nucleation barrier. The 
ratio of the corresponding critical nucleus size rc at 0.8Tm between 
NiAl and Zr is 1.60, which is close to the ratio of 1.29 estimated 
from the CNT prediction of rc = 2ϒ/(SL → S) (S is the number 
density of the solid phase) and the results of metadynamics simula-
tions. Nc of Zr becomes very small below 0.8Tm, and thus, the liquid 
becomes unstable against crystallization, which is consistent with 
our MD simulation results. Considering the similar L → S for the 
three systems, the difference in Nc should originate from ϒ, as we 
discussed above.

 Now, we investigate how the seeded critical nucleus grows with 
time. The crystal growth rate is determined by the balance between 
particles attaching to and detaching from the nucleus. To see the net 
effect, we consider the net number of atoms attached at every 
moment, Nattach, as the number of particles crystallized from the 
initial liquid state. The growth of Nattach is shown in Fig. 5A for 
CuZr, NiAl, and Zr. We can see that Nattach of CuZr increases with 
time much slower than NiAl, consistently with the previous study 
(37). CuZr exhibits a linear growth mode, while NiAl shows faster 
exponential growth. For Zr, the particle attachment is so fast that 
crystallization finishes almost instantaneously once it starts after 
the short incubation. This behavior is a consequence of the fact that 
Nc is so small that the critical nucleus cannot be stable.

To account for the different kinetics among the three systems, 
we study how the precursors defined as CRYO in the liquid state 
influence the rate of particle attachment to the crystal. We show in 
Fig. 5B the temporal changes in the fraction of the crystallized 

atoms, f(Sij), and that of the precursors, f(CRYO), during isothermal 
annealing at 0.7Tm for CuZr, NiAl, and Zr. This result indicates that 
the precursors always mediate the crystal growth, but the degree and 
nature of preordering (both topological and chemical) are signifi-
cantly different among the three systems, as discussed above. For 
CuZr, the amount of CRYO around the nucleus is so low that it 
cannot wet the crystal nucleus, as visualized in the left panel of 
Fig. 5C. Furthermore, the chemical composition of the preorder is 
different from that of the crystal. Thus, the crystal phase cannot 
quickly grow into the liquid because of the substantial structural 
and compositional differences between the two phases across the 
interfaces. In contrast, there is much more CRYO for NiAl (the 
middle panel of Fig. 5C). In the early stage before the crystal starts 
to grow, crystal precursors form around the critical nucleus. The 
fraction of the particles in CRYO becomes higher than that of crys-
talline particles. In the very late stage, they approach each other due 
to the finite-size effect. The amount of CRYO in Zr is even higher, 
and the surrounding liquid has a strong tendency to form crystal- 
like preordering. The chemical frustration is also absent in the mono-
atomic system. This fact indicates that the nucleus is thoroughly wet 
by CRYO during its growth (the right panel of Fig. 5C). These re-
sults indicate that CRYO also plays a critical role in determining the 
crystal growth kinetics by tuning the properties of the liquid-crystal 
interfaces.

Because the factors D and L → S in Eq. 2 are so similar in these 
systems, CNT predicts that the crystal growth rate should also be 
similar. In contrast, our study shows that their particle attachment 
rates are significantly different, and even the underlying growth 
mechanisms are different. This result shows the severe failure of 
CNT in predicting the crystallization kinetics of metallic liquids at 
large supercooling. This failure may originate from ignorance of the 
preordering in the liquid phase near the growth front of the crystal 
in CNT. More specifically, enhancement of the liquid phase’s wetta-
bility to the crystal through preordering has been overlooked in the 
previous theories of crystal growth, including CNT. We note that 
the structural ordering in the liquid phase becomes more substan-
tial at larger supercooling. Our finding suggests that classical theory 
needs fundamental modifications to take structural and chemical 
orderings into account. It may be of substantial importance for 
phase-change materials (11–13, 20).

DISCUSSION
We have studied all the physical factors controlling the crystalliza-
tion kinetics for the three typical metallic systems, with the critical 
cooling rates (i.e., GFAs) differing over 10 orders of magnitude. 
Previously, Tang and Harrowell (37) found that the maximum U in 
NiAl is about 20 times that in CuZr, which is consistent with our 
estimation from the particle attachment rates we measured. This 
difference leads to the 9.46 times difference in Ξ, but which is far 
smaller than the actual eight orders of magnitude difference. Thus, 
I should be dominant in the difference of Ξ. Furthermore, L → S 
is similar among the three systems, and its weak difference is com-
pensated by the difference of U in determining Ξ. Thus, we con-
clude that the substantial difference of I, and thus the GFA, i.e., Ξ, is 
primarily determined by the interface tension scaled by the thermal 
energy, ϒ.

Our conclusion that the interface energy is the dominant factor 
controlling GFA should hold general validity in various glass-forming 

Table 1. The number of atoms in the critical nucleus, Nc, estimated 
from the seeding simulations. The systematic error is determined by the 
crystal structure and lattice constant. 

T/Tm CuZr NiAl Zr

0.8 307 229 51

0.7 113 89 9

0.6 89 51 –
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systems, although its source may differ (33). Thus, we infer that it 
can be used as a guiding physical principle to control the GFA of 
any materials. The scenario based on the competing orderings 
between CRYO and ICO supports the validity of the two-order- 
parameter model (26, 52) for crystallization and vitrification. Our 
study reveals that the unique feature of metallic alloys stems from 
the importance of chemical ordering in these systems on top of 
topological ordering. Both substantial structural and compositional 
differences across the liquid-crystal interface contribute to the in-
crease of ϒ, which favors glass formation. It should be stressed that 
the impact of chemical ordering is not only the source of the thermo-
dynamic frustration but also the kinetic constraint. The crucial 
point is that the adjustment of the chemical composition requires a 
long time that scales as   𝓁 c  

2  / D , where   𝓁  c    is the characteristic length of 
the chemical heterogeneity that is larger than the interatomic dis-
tance (see, for instance, Fig. 4B).

Concerning the topological frustration, enhancing ICO and sup-
pressing CRYO would promote glass formation if they are incom-
patible. Thus, both ICO and CRYO, and their relationship, should 
be considered to determine the GFA. This point has been over-
looked so far. If a metastable icosahedral phase tends to nucleate or 
the Laves phase or quasicrystal is the primary crystalline phase, the 
competing ordering effects disappear because ICO becomes com-
patible with CRYO (42). Then, ϒ would be largely reduced so that 
(quasi-)crystallization proceeds efficiently if the chemical frustration 
effects are weak. The nucleation barrier reduction for the metastable 
quasicrystal phase by ICO in melts has been experimentally observed 
in metallic systems such as TiZrNi and MgZnYb (43, 60). Devitrifi-
cation toward quasicrystals triggered by extremely small interface 
tension has also been observed by experiments in some Zr-based 
bulk MG with rich ICO (48). This also solves the controversy in 
simulations (23, 61, 62), concerning how ICO affects the GFA in 

A

B

C

Fig. 5. Crystal growth kinetics and its structural mechanism in supercooled liquids. The figures of each row from left to right are for CuZr, NiAl, and Zr, respectively. 
(A) Temporal change in the net number of particles attached to the crystal nucleus, Nattach, at different undercooling. CuZr exhibits a linear growth mode, as indicated by 
the solid lines from linear fits. For NiAl, the data at 0.6Tm are multiplied by a factor of 5 for clarity. The solid curves are exponential fits. The deviations of the data from the 
solid curves are due to the finite sizes of the systems. For Zr, we show the temporal change of Nattach for 10 independent simulation runs at 0.7Tm. The system crystallizes 
quickly after some incubation, and then, the growth finishes almost instantaneously. (B) Comparisons of the fraction of the crystallized atoms (dashed curve) and that of 
the precursors (or CRYO) (solid curve) in the remaining liquid phase at 0.7Tm. (C) Snapshots of the spatial distribution of the crystalline phase (magenta atoms) and the 
precursors (or CRYO) (blue atoms). The degree of wettability of the precursors to the crystal increases with a decrease in GFA.
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some CuZr-based alloys. Therefore, it is not just the amount of 
ICO, but its competition with CRYO is critical in glass formation.

We note that an empirical GFA indicator, Trg (=Tg/Tm), is esti-
mated as 0.525 and 0.499 for CuZr and NiAl, respectively, from our 
MD simulations. The small difference of Trg cannot explain a con-
siderable higher GFA of CuZr than NiAl. This indicates that a larg-
er ϒ can enhance the GFA even for an alloy with low Trg (18). This 
mechanism explains why bulk MGs with high GFA sometimes have 
a moderate or even low Trg (21). Elevating the interface energy on 
the basis of the mechanism found here shall serve as a more effec-
tive route to design new MGs. Here, we show an example of two 
multicomponent bulk MGs from experiments, Pd40Ni40P20 and 
Mg65Cu25Y10 (21). The situations are quite similar to CuZr versus 
NiAl that we studied. The GFA is higher for PdNiP than for 
MgCuY. However, their fragility is very similar, being 48 and 44.5, 
respectively. The difference of Trg is also small, which is 0.589 for 
PdNiP and 0.562 for MgCuY. The reduced thermodynamic driving 
force, Hm/kBTm, of PdNiP is 1.42, which is larger than the value 
0.89 of MgCuY (63, 64). These demonstrate that the interface ener-
gy is the critical factor in differentiating their GFAs. Furthermore, 
Busch et al. (65) reported that several multicomponent MGs have 
similar chemical potential differences in the supercooled state, but 
their critical cooling rates differ by many orders of magnitude. In 
some cases, better glass formers have a higher chemical potential 
difference. These results further indicate the primary importance of 
the interfacial energy in governing the GFA of metallic alloys. How-
ever, whether the interface energy is always the more dominant factor 
than the chemical potential difference in controlling GFA should be 
studied carefully in the future.

Here, we unravel the fundamental physical mechanism of glass 
formation from binary metallic alloys. As for the practical implications 
for glass design, our findings indicate that increasing the liquid- crystal 
interfacial energy can effectively improve the GFA. Microscopically, 
this can be realized by increasing the contrast of topological and 
chemical properties of the liquid structure with respect to those 
of the crystalline solid to be formed. On the one hand, our find-
ing provides the physical rationalization for the Inoue’s empirical 
rules of glass formation (3), i.e., multicomponent systems, large 
atomic size ratio, and negative heats of mixing. In the Inoue’s rules, 
what was missing is the information concerning the crystal to be 
nucleated. For example, we propose that increasing the degree of 
contrast in the cohesive energy of the constituents from the one fa-
vored to form the crystal would elevate chemical and topological 
frustration against crystallization and enhance the GFA. Further 
refinements taking this point into account are essential to increase 
the predictive power of the GFA. How to exactly transfer our theo-
retical findings to practical design rules is a promising topic for 
future study.

In summary, we have examined the roles of the thermodynamic 
driving force, the interface energy, and the particle attachment rate 
in crystallization in determining the GFAs of typical MG formers, 
based on numerical simulations. We have identified the thermal 
energy–scaled interface energy as the critical factor controlling 
GFA. It is determined by both topological and chemical frustrations 
induced by local structural orderings with symmetry and composi-
tion incompatible to the crystal, respectively, and their coupling. 
Furthermore, we show that it is crucial not only in crystal nucleation 
but also in crystal growth, indicating the fundamental deficiency of 
the classical theory of crystal growth, in which the interface tension 

plays no role (see Eq. 2). Our findings reveal the physical principle 
behind the GFA of multicomponent systems and provide a guiding 
rule for future glass design. Our results shed fresh light on the glass 
formation of not only metallic alloys but also broad classes of mate-
rials, including phase-change materials (chalcogenides) (11–14, 20), 
oxides, molecular and ionic systems, pharmaceuticals, cryopro-
tectants, and frozen foods. For example, phase-change materials have 
recently been shown to be incipient metals, governed by a bonding 
mechanism that is distinctively different from metallic bonding (14). 
Revealing similarities and potential differences in crystallization 
and vitrification behaviors for these different material classes is an 
interesting topic for further study.

MATERIALS AND METHODS
MD simulations
All the computer simulations were performed using the open-source 
MD simulation engine, large-scale atomic/molecular massively par-
allel simulator (LAMMPS) (66). To describe the atomic interactions 
of the materials studied, we used the many-body embedded-atom 
method (EAM) potentials (67, 68). In simulations, periodic boundary 
conditions in three directions were applied, and the time step for in-
tegration was 0.002 ps. The isobaric-isothermal ensemble (NPT) with 
zero external pressure was generally used unless otherwise stated. The 
temperature and pressure were controlled by using the Nose-Hoover 
thermostat and barostat. To study the structural and dynamical 
characteristics of these materials in equilibrium, we carried out 
extensive simulations in their supercooled liquid states. We first 
equilibrated the initial configuration of N = 4000 atoms with the 
desired composition at a temperature much higher than the melting 
temperature Tm for 0.5 ns. Tm is obtained from the literature as 1340, 
1535, and 2110 K for CuZr, NiAl, and Zr, respectively (37, 69). The 
liquid was then instantaneously quenched to a supercooled state and 
relaxed at a target temperature for ∼100 (: structural relaxation 
time; see below) under NPT. The ensemble was then switched to the 
Canonical ensemble (NVT) to relax for another ∼100 for production.

Supercooled liquid dynamics
As for CuZr and NiAl, we characterized  of the supercooled 
liquids by computing the self-part of the intermediate scattering 
function defined as

   F  s  (q, t ) =   1 ─ N   〈    
j=1

  
N

  exp [ iq ⋅ ( r  j  (t ) −  r  j  (0 ) ) ] 〉  (3)

where N is the total number of atoms and rj(t) is the position vector 
of atom j at time t. The wave number q used to estimate  corre-
sponds to the first-peak position of the structure factor S(q), which 
was calculated directly from

  S(q ) =   1 ─ N   〈   
k
      
j
     e   −iq( r  j  − r  k  )  〉  (4)

Then,  was determined as the time at which Fs(q, t) decays to e−1.
The estimated  can be well fitted by the Vogel-Fulcher-Tammann 

equation,  = 0 exp (B/(T − T0)), in which B and T0 are fitting 
parameters (see fig. S1A). We determine the fragility parameter 
from   m =   dlog       _ d( T  g   / T)  |    T= T  g  

    (30). The glass transition temperature, Tg, is 
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referenced as the temperature at which  = 10 ns. Here, Tg is 704 
and 766 K for CuZr and NiAl, respectively. We found that these two 
systems have rather similar fragilities: The fragility parameter m is 
33.7 and 34.2 for CuZr and NiAl, respectively. In fig. S1B, we show 
the temperature dependence of  scaled by Tm. We can easily see 
that at the same degree of undercooling, the dynamics of CuZr is 
only slightly slower than NiAl.

GFA characterization
To show the GFA difference of the materials in simulations, we first 
performed trial MD simulations at different cooling rates, R. Then, 
the temperature dependence of the potential energy E during cool-
ing was calculated (see fig. S1C). We can see that the first-order 
phase transition, i.e., crystallization, occurs for Zr and NiAl at R = 
1012 K/s and R = 109 K/s, respectively. These cooling rates are then 
lower than their critical cooling rates Rc. For CuZr at R = 109 K/s, on 
the other hand, the change of the potential energy has no discontin-
uous jump, indicating glass formation instead of crystallization. To 
further prove the high GFA of CuZr in simulations, we isothermal-
ly annealed a sample of N = 8192 atoms at 800 K for nearly 2 s and 
found that no crystallization happens (see fig. S1D). In our study, 
the cooling rate was ranged from 109 to 1015 K/s. The slowest rate of 
109 K/s is limited by the current computational capability.

To quantitatively measure Rc, MD simulations were performed 
by cooling melts from high to low temperature at various R. Specif-
ically, an initial configuration of 2000 atoms with a designed com-
position was created in the form of a bcc lattice in a cubic box. The 
initial melt state was then equilibrated for 300 ps at 2500, 2500, and 
3000 K for CuZr, NiAl, and Zr, respectively. Then, they were cooled 
to 100 K at a constant R. The final temperature configuration was 
used to judge whether the system is crystallized or not, with the 
BOO parameters (see below). The lowest cooling rate that we could 
access in our simulations was ∼109 K/s, which takes 2.4 s for a 
single run. Two to 10 independent simulations were performed for 
the ensemble average, depending on the computational resource. 
The total simulation time to characterize the Rc values is over 16 s. 
We calculated the crystallinity of the low-temperature solids, f(Sij), 
by measuring the BOO parameter s(i, j). Obviously, for R > Rc, the 
melt is to be vitrified, and thus, f(Sij) = 0. In contrast, it is to be fully 
crystallized [f(Sij) = 1] for R < Rc. Therefore, the R dependence of f(Sij) 
behaves like a “sigmoid” function. By fitting the function f(Sij) = c − d 
tanh (a · R + b) to the data, where the variables other than R are fitting 
parameters, Rc is defined as the R value at which f(Sij) = 0.5.

Free-energy profile calculation by metadynamics 
simulations
In MD simulations, crystallization is usually a rare event, and thus, 
it is often hard to observe in the computational time scale. It is espe-
cially true for the good glass former CuZr. To accelerate crystalliza-
tion, an advanced sampling technique, such as metadynamics, is 
necessary. The free-energy landscape of the phase transition, which 
is inaccessible with conventional simulation methods, is now accu-
rately measurable with enhanced sampling. To the best of our knowl-
edge, there has so far been no study on the GFA of MGs using such 
a state-of-the-art technique, and thus, the free-energy landscapes of 
MGs concerning crystallization remain unknown.

Metadynamics encourages the system to explore a wide range of 
conformational space by continuously adding an external history- 
dependent Gaussian bias potential to the selected degrees of free-

dom (70), i.e., collective variables. The ideal collective variable should 
capture the slowest degree of freedom of the physical behavior un-
der study. The periodically adding bias potential to the slow degree 
of freedom makes it possible to reach a time scale much longer than 
that is achievable by standard MD simulations. Therefore, the 
high-dimensional free-energy landscape can be projected onto one 
dimension by the representative collective variable, which is recon-
structed by removing the bias through reweighting (71, 72). In the 
well-tempered variant of metadynamics, the Gaussian height decreases 
with the bias accumulated over time by rescaling, ensuring the bias 
to converge more smoothly (73). The choice of a suitable collective 
variable is also critical to improve the efficiency of enhanced sampling.

We chose to do all-atom acceleration simulations by using the 
plug-in PLUMED 2 patched to LAMMPS (71). We performed well- 
tempered metadynamics with the BOO parameter Q6v as the collec-
tive variable relevant to crystallization. Since we are interested in 
the liquid-to-crystal phase transition, Q6v should be adequate be-
cause it can quantitatively reveal the degree of the ordering and dif-
ferentiate the disordered-liquid phase and the ordered-solid phase 
(see fig. S2A). We scaled the studied temperatures by Tm so that the 
results at the same undercooling can be directly compared. To de-
fine the collective variable, we first calculated a complex vector for 
each atom as

   q  6m  (i ) =   
   j   s( r  ij   )  Y  6m  ( r  ij  )  ─    j   s( r  ij  )

    (5)

where Y6m is the sixth-order spherical harmonics. s(rij) is a switch-
ing function that determines whether atom j is the nearest neighbor 
of atom i or not based on their distance. Q6v is the norm of the mean 
vector over all atoms. We set the bias factor of the well-tempered 
metadynamics ensemble to be 50 to 200, depending on the free-energy 
barrier to be surmounted. The bias potential was constructed by 
depositing the Gaussian every 2 ps with a width of 0.008 and an 
initial height of 10kBT. In simulations, the initial state of N = 432 
atoms with the desired composition was equilibrated at a target tem-
perature under the NPT ensemble (P = 0) for 1 ns. The well-tempered 
metadynamics with optimized parameters (by compromising the effi-
ciency and accuracy) were then switched on to enhance the config-
uration space sampling. To assure the convergence of the free-energy 
profile, extremely long time metadynamics simulations were carried 
out until the diffusive behavior of phase transformation was ob-
served (see fig. S2B); it generally takes 4000 ns at many state points. 
The total simulation time of metadynamics is ∼62 s. Because of 
the high complexity of the collective variable, which needs to be 
calculated at every time step, a huge amount of computational resources 
have been consumed in all these simulations. From the measured 
free-energy profiles G(Q6v), we can calculate the Gibbs free-energy 
difference per particle between the liquid and the crystal by

      L→S   = −    1 ─ 

   log   

 ∫ 
L
     d  Q  6v   exp (− G( Q  6v   ) )

  ──────────────  
 ∫ 
S
     d  Q  6v   exp (− G( Q  6v   ) )

    (6)

The free-energy barrier to crystallization,     L→S  barrier  , was estimated 
by the barrier preventing the liquid phase from transforming to the 
crystal in the free-energy profiles. It is thus different from the 
critical barrier in CNT and should rely on the collective vari-
able (74).
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Interface energy calculation by enhanced sampling
We carried out enhanced sampling simulations with Q6v (see above) 
as the collective variable to calculate the interface energy between 
the crystal and liquid phases. This simulation was only performed at 
Tm, at which the liquid phase and crystal phase have the same free 
energy. A perfect B2/bcc crystal lattice of 2304 atoms (18 × 8 × 8 
unit cells) with the desired composition was first constructed and 
divided into two groups. We pinned one group and melted the other 
at a high temperature by heating. After equilibration, we released 
the pinned atoms and relaxed all atoms at Tm to make a configura-
tion of crystal-liquid coexistence. After that, we constructed two collec-
tive variables, Q6v, for the liquid and crystal phases. On the one hand, 
to keep the crystal phase during the simulation, we limited its acces-
sible phase space by adding restraint potential. This bias potential is 
expressed as k0((Q6v − 0.50)/s0)e0, where k0 is an energy constant, s0 
is a rescaling factor, and e0 is the exponent of the power law. We 
selected 0.50 as a lower limit, below which the restraint potential 
starts acting on the system to prevent it from exploring the other 
phase space (71, 75). We chose k0 = 100, s0 = 0.008, and e0 = 2 such 
that this bias potential can effectively constrain the crystal phase so 
that the bcc/B2 structure cannot be melted during the simulation 
(see fig. S3). On the other hand, the liquid phase is free to visit its 
full phase space, which was accelerated by well-tempered metady-
namics. The bias potential was constructed by depositing the Gauss-
ians every 2 ps with a width of 0.008 and an initial height of 10kBT. 
We chose a large bias factor of 500 because of the large system size. 
During the simulations, the cell was only allowed to expand or con-
tract along the long axis upon vitrification or crystallization. The 
free-energy profile of phase transformation of the liquid phase was 
reconstructed by reweighting. Because the liquid and crystal phases 
have the same free energy at Tm, the additional free-energy differ-
ence between the two phases (G) should originate from the crystal- 
liquid interface. The interface energy was then computed as G/2A, 
where A is the interface area. A is  23.89 × 23.89   A ̊     

2
   for NiAl and  

29.46 × 29.46   A ̊     
2
   for Zr. The above description is explicit for calcu-

lating the interface energy along the (100) crystallographic interface, 
while the process is similar for the (110) crystal plane calculation.

Seeding technique simulations
The seeding method is very efficient in evaluating the critical nucle-
us size of a material. It is especially true for the good glass former 
CuZr. To determine the critical nucleus size, we embedded a perfect 
crystalline seed with various sizes in a liquid, and its probability of 
growing or dissolving was determined. In our study, the seed’s crys-
tal structure should be B2 and bcc for the alloys and the pure metal, 
respectively, which are the equilibrium crystal structures. In detail, 
a perfect crystal of a designed composition and suitable lattice con-
stant was initially constructed in a cubic box. The total number of 
atoms was 8192 (16 × 16 × 16 unit cells). Then, we grouped the at-
oms in a spherical volume of a designed radius in the center of the 
box as a seed. The seed was pinned, whereas the rest was equilibrated 
at a high temperature as aforementioned for 1 ns. Following that, 
the liquid was instantaneously quenched to an undercooled state 
and relaxed for ∼10  ps to adjust the thermal condition. Last, the 
seed and liquid were relaxed at the undercooled temperature for 
another 1 ns, during which the configurations were produced for 
analyses. By tuning the seed size and monitoring whether it grows 
or dissolves, we could measure the temperature-dependent critical 
nucleus size rc. At the critical size, the nuclei have an equal chance 

of growing or dissolving. The seed will disappear quickly below the 
critical size, whereas it grows very fast above the critical size. Ten 
independent simulations were carried out at each state point. The 
BOO parameters (see below) were used to characterize the behavior 
of the system. We also study the crystal growth kinetics by isother-
mal annealing of a supercooled liquid with a critical crystal nucleus 
embedded.

Structure analysis
The atomic-level structure was characterized by the radical Voronoi 
tessellation and the BOO parameters developed by Steinhardt et al. 
(76). The nearest neighbors and the face area of each polyhedral of 
each atom determined by the Voronoi analysis were used for the 
BOO analysis. To calculate the BOO parameters, first, a 2l + 1 vec-
tor of the l-fold symmetry for atom i was computed as

   q  lm  (i ) =   1 ─  N  i  
       
j=1

  
 N  i  

     
 A  j   ─  A  tot  

    Y  lm  (( r  ij   ) , ( r  ij   ) )  (7)

where Ni is the number of the nearest neighbors of atom i, m are 
integers from −l to l, and Ylm is the spherical harmonics. In our 
calculations, the contribution from the spherical harmonics of each 
neighbor was weighted by the fraction of the Voronoi face area sep-
arating the two atoms Aj in the total face area of the polyhedral Atot 
(77). The order parameter q6 was calculated as

   q  l   =  √ 
________________

    4 ─ 2l + 1       
m=−l

  
l
    ∣ q  lm  ∣   2     (8)

To evaluate whether the local environment of each atom is crys-
talline or not, we calculated the normalized scalar product of qlm 
with l = 6 as

  s(i, j ) =   
  m=−l  

l    q  lm  (i )  q lm  *  (j)
   ─────────────────────   

 √ 
______________

    m=−l  
l    ∣ q  lm  (i )∣   2     √ 

______________
    m=−l  

l    ∣ q  lm  (j )∣   2   
    (9)

In this formula, atom j is one of the nearest neighbors of atom i 
and * means conjugate complex. When the value s(i, j) is larger than 
0.7, the bond between i and j was considered as crystalline otherwise 
disordered. If the crystalline bond of an atom exceeds 10, then it was 
treated as crystalline. Therefore, the fraction of crystalline atoms, 
f(Sij), in a sample was obtained. It was used to evaluate Rc in Fig. 1A 
and to monitor the growth of the critical nucleus in Fig. 5. The pa-
rameter w6 is defined as

    w  6   =     
 m  1  + m  2  + m  3  =0

   (    6  6  6   m  1     m  2     m  3    )    q   lm  1      q   lm  2      q   lm  3       (10)

in which the term in parentheses is the Wigner 3-j symbol. In addi-
tion, the complex vector Qlm(i) coarse grained over its nearest 
neighbors was computed as

    Q  lm  (i ) =   1 ─  N  i   + 1   (    q  lm  (i ) +     
j=1

  
 N  i  

    q  lm  (j )  )     (11)

where Ni is the coordination number of particle i. The correspond-
ing rotational invariant was then calculated from

   Q  l   =  √ 
_________________

    4 ─ 2l + 1       
m=−l

  
l
    ∣ Q  lm  ∣   2     (12)
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W6 was calculated similar to w6 and     ̂  W    6   =  W  6   /   (     m=−6  6    ∣ Q  lm  ∣   2  )     
3/2

  . 
The combination of these order parameters is useful to detect structural 
orderings in the disordered liquid state. We treated atoms with w6 < 
− 0.023 as the central atoms of icosahedral clusters. To identify the 
CRYO, we combined Q6 and     ̂  W    6   . We found that the threshold val-
ue Q6 = 0.25 can well differentiate ordered configurations from dis-
ordered ones. Furthermore, the crystal-like ordering of bcc-type 
prefers to have a positive     ̂  W    6   . These cutoffs have been verified in 
(36, 78) and in figs. S9 and S10. One advantage of using the BOO 
parameters is that both perfect and distorted ones are taken into 
consideration. Note that they are all important for crystallization and 
glass formation. Furthermore, because we are investigating the crys-
tallization resistance that resulted from competing structural order-
ings, the atomic cluster running over the first coordination shell, 
based on which the local symmetry is built, should be considered to 
characterize both the icosahedral and crystal-like environments.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/6/50/eabd2928/DC1
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