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Background. Leukemia is fatal cancer in both children and adults and is divided into acute and chronic. Acute lymphoblastic leukemia
(ALL) is a subtype of this cancer. Early diagnosis of this disease can have a significant impact on the treatment of this disease.
Computational intelligence-oriented techniques can be used to help physicians identify and classify ALL rapidly. Materials and Method.
In this study, the utilized dataset was collected from a CodaLab competition to classify leukemic cells from normal cells in microscopic
images. Two famous deep learning networks, including residual neural network (ResNet-50) and VGG-16 were employed. These two
networks are already trained by our assigned parameters, meaning we did not use the stored weights; we adjusted the weights and
learning parameters too. Also, a convolutional network with ten convolutional layers and 2 * 2 max-pooling layers—with strides 2—was
proposed, and six common machine learning techniques were developed to classify acute lymphoblastic leukemia into two classes.
Results. The validation accuracies (the mean accuracy of training and test networks for 100 training cycles) of the ResNet-50, VGG-16,
and the proposed convolutional network were found to be 81.63%, 84.62%, and 82.10%, respectively. Among applied machine learning
methods, the lowest obtained accuracy was related to multilayer perceptron (27.33%) and highest for random forest (81.72%).
Conclusion. This study showed that the proposed convolutional neural network has optimal accuracy in the diagnosis of ALL. By
comparing various convolutional neural networks and machine learning methods in diagnosing this disease, the convolutional neural
network achieved good performance and optimal execution time without latency. This proposed network is less complex than the two
pretrained networks and can be employed by pathologists and physicians in clinical systems for leukemia diagnosis.

1. Introduction

Leukemia is a type of cancer that affects the bone marrow
and is divided into four main categories: acute lymphoblastic
leukemia (ALL), acute myeloid leukemia (AML), chronic
lymphoid leukemia (CLL), and chronic myeloid leukemia
(CML) [1, 2]. Acute lymphoblastic leukemia is a type of
cancer that affects the lymphocytes and lymphocyte-pro-
ducing cells in the bone marrow and is the second most
common acute leukemia in adults [3]. ALL is also the most

common cancer in children, and although it is treated in
90% of children, it remains still one of the leading causes of
death in children and adults [4].

If ALL is diagnosed earlier, the treatment process will be
immediate, and the patient survival rate will increase sig-
nificantly. Depending on the patient’s symptoms and level of
risk, various treatment options are available, including
chemotherapy, radiotherapy, anticancer drugs, or a com-
bination of these [5]. Various treatment options can reduce
the disease’s symptoms or lead to a complete cure for the


mailto:so.saeediii@gmail.com
https://orcid.org/0000-0001-7423-8853
https://orcid.org/0000-0001-7586-9227
https://orcid.org/0000-0003-3842-3554
https://orcid.org/0000-0003-1315-794X
https://orcid.org/0000-0001-8796-8513
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/5478157

patient. These treatment options significantly increase sur-
vival and improve patients’ quality of life [6].

Correct diagnosis is crucial in choosing the type of
treatment (radiation therapy, medication, and chemother-
apy) and planning. All the methods used to diagnose leu-
kemia are manual, which depends entirely on trained and
experienced medical professionals. Microscopic evaluations
of blood cells are an essential step in the diagnosis. This
assessment requires an expert pathologist to identify ab-
normal patterns in blood cells. Medical images are one of the
most important diagnostic tools in the field of medicine.
Because the information in these images is hidden in the
pixels, the images cannot be used without analysis and
interpretation; therefore, they need to be processed [7].
Unfortunately, the possibility of errors in the interpretation
of medical images is not negligible; tissue and cell diversity,
lack of specialists, long working hours, eye fatigue, and lack
of concentration are some of the factors that negatively affect
the accuracy of the diagnosis [8]. Extensive research has been
done today to mechanize medical images’ interpretation to
limit these problems. Computer-assisted image analysis can
be practical in the early detection of diseases [9, 10].

Due to recent advances in pathological and microscopic
image analysis, algorithms and techniques have been de-
veloped for clinical diagnosis and evaluation. Recently, ar-
tificial intelligence has shown remarkable success in
analyzing medical images due to the rapid development of
deep learning and machine learning algorithms. These
successes have increased the power to solve complex real-
world problems and image analysis [11]. Machine learning is
one of the most important topics in the field of medicine due
to its role in improving diagnosis and sensitivity in classi-
fying diseases; however, some researchers consider feature
engineering to be a significant weakness of machine learning
[12]. In other words, feature extraction methods are often
designed manually and then applied to the image. Deep
learning eliminates the weakness of feature engineering and
is a subset of machine learning methods that, by auto-
matically extracting features from the image and increasing
the system’s accuracy, make it possible to solve very complex
problems to a large extent. However, these networks learn
features directly from the input data [7].

Due to the multiple challenges in diagnosing acute
lymphoblastic leukemia, pathological examination of blood
slides by intelligent algorithms can help physicians definitively
diagnose, and pathologists can use these methods to analyze
microscopic images and treatment measures. Therefore, this
study aims to provide accurate and immediate diagnosis and
classification of acute lymphoblastic leukemia by processing
patients’ microscopic images. This diagnostic approach will be
based on deep learning and machine learning techniques. In
other words, by developing and designing image classification
models, the distinction between normal and cancer cells will be
identified. Although the purpose of these research studies is
achieving high accuracy, using types of parameters and
hyperparameters to assess their role in network training is
important issue. Therefore, we proposed these networks to
evaluate and compare different networks based on their ar-
chitecture and their parameter.
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1.1. Our Contribution. The main contributions of this study
are listed as follows:

(i) A large number of pathological images related to
acute lymphoblastic leukemia and healthy cells are
chosen.

(ii) The preprocessing methods such as resizing, seg-
menting, and normalizing algorithms are applied to
prepare the chosen dataset.

(iii) Extracted critical features are used to classify acute
lymphoblastic leukemia and healthy cells by two
pretrained networks, i.e., ResNet-50 and VGG-16
and a novel proposed convolutional network. Six
common machine learning techniques are also
utilized.

(iv) Our proposed convolutional network has a sim-
pler architecture than employed pretrained
networks.

(v) We have also trained pretrained networks with our
assigned parameters, ie., we have not used the
stored weights in these networks, and only their
architectures were considered in our study.

(vi) Validation accuracies of developed network and
pretrained ones are optimal. Accuracy of ResNet-
50, VGG-16, and proposed convolutional net-
work is approximately 81.63%, 84.62%, and
82.10%, respectively, and areas under the receiver
operating characteristic (AUROC) curves are 0.9
or 0.8. Performance analysis suggests a renovation
of our proposed approaches by comparing related
works.

1.2. Related Works. A study conducted by Thanh et al. in
2018 aimed to establish a decision support system for the
early diagnosis of patients with acute leukemia in the early
stages of the disease for treatment. The focus of this study
was on the diagnosis of acute myeloid leukemia. This paper
proposed a convolutional neural network-based method
containing seven layers for detecting normal and abnormal
images of blood cells. This method, with a dataset containing
1188 images of blood cells, had an accuracy of 96.6. The first
five layers perform feature extraction, and the other two
layers (fully connected and softmax) classify the extracted
features [13].

In another research conducted in 2018 by Shafique and
Tehsin, a deep convolutional neural network (CNN) has
been used for automatic diagnosis of ALL and classification
of its subgroups into four classes, namely, L1, L2, L3, and
normal. AlexNet has been adopted for training; the last
layers of the trained network have been replaced with new
layers that can classify the input images into four classes. To
reduce overtraining, the data augmentation method has
been developed. For the diagnosis of ALL, the sensitivity was
100%, the specificity was 98.11%, and the accuracy was
99.50%. Moreover, for the classification of ALL subtype, the
sensitivity was 96.74%, the specificity was 99.03%, and the
accuracy was 96.06% [14].
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A new method for detecting different types of leukemia
from microscopic images of blood cells using convolutional
neural networks has been considered in a study by Ahmed
et al. The effects of data augmentation on an increasing
number of combined training samples have also been in-
vestigated. The study used two publicly available leukemia
data sources: ALL-IDB and ASH Image Bank. In the next
step, seven different image transformation methods are used
as data augmentation. A CNN architecture is then designed
that can detect all subtypes of leukemia. Also, popular
machine learning algorithms such as Naive Bayes, support
vector machine, k-nearest neighbor, and decision tree have
been used; 5-fold cross-validation has been applied to
evaluate performance. The results showed that the CNN
model’s performance was 88.25 and 81.74% in the patient
and healthy groups, respectively. This study shows that the
CNN model performs better than popular machine learning
algorithms [15].

2. Materials and Methods

2.1. Data Acquisition. The dataset used in this study was
collected from a CodaLab competition to classify leukemic
cells from normal cells in microscopic images. The dataset
contains images of leukemic B-lymphoblast cells (malignant
cells) and normal B-lymphoid cells [16]. The dataset has
been preprocessed as cells have been normalized and seg-
mented from the original images. The images have a final
size of roughly 300 x 300 pixels. Nevertheless, for this study,
we changed the images size to 70 x 70. The complete dataset
is composed of images from 118 patients. In each folder,
there are cell images from each patient. After images pre-
processing, the dataset contains a total of 73 patients, of
which 47 have cancer and 26 are healthy. The separation of
images in training and testing will be done by images of
malignant and healthy cells instead of by patients. By doing
s0, we mix images from the same patient in the training and
testing. Finally, 12,528 images which included 4,037 healthy
and 8,491 leukemia cells were used to train networks. Given
that the applied dataset is imbalanced, the number of images
related to cancer cells is more than the number of images
related to healthy cells. In coding, we used the weighting
method, which is a standard way to overcome data imbal-
ances. In this technique, the effect of data in the training
process is based on its number. This indicates that the weight
of a class with more data is less than the weight of a class with
fewer data. So finally, all data have the same effect, and
obtained results are reliable. However, the difference in
weights will affect the classification of the classes during the
training stage; the chief purpose is to penalize the mis-
classification made by the minority class by setting a higher-
class weight and at the same time reducing weight for the
majority class. Figure 1 shows images of a healthy cell and
leukemic cell from the dataset.

2.2. ResNet-50 Neural Network. Residual neural network
(ResNet) is a type of convolutional neural network pro-
posed by Microsoft Corporation that won first place in the

ILSVRC 2015 competition. With a depth of 152 layers, this
architecture was named the deepest at that time. The
network consists of multiple residual modules stacked
upon each other to form the main building block of ResNet
architecture. The residual module has two options; it can
either perform a series of operations on the input or skip all
of them. These stacked residual modules fit a complete
network [17]. Figure 2 describes this neural network ar-
chitecture. “ID BLOCK?” in the diagram stands for “Identity
block,” and “ID BLOCK x 3” means stack 3 identity blocks
together.
The details of this ResNet-50 model are as follows:

(i) Zero-padding pads the input with a pad of (3, 3).
(ii) Stage I:

(i) The 2D convolution has 64 filters of shape (7, 7)
and uses a stride of (2, 2). Its name is “convl.”
(ii) BatchNorm is applied to the channel’s axis of
the input.
(iii) Max-pooling uses a (3, 3) window and a (2, 2)
stride.

(i) Stage 2:

(i) The convolutional block uses three set of filters
of size [64, 64, 256], “” is 3, “s” is 1, and the
block is “a.”

(ii) The 2 identity blocks use three set of filters of
size [64, 64, 256], “f” is 3, and the blocks are “b”

« _ »

and “c.
(i) Stage 3:

(i) The convolutional block uses three set of filters
of size [128, 128, 512], “f” is 3, “s” is 2, and the
block is “a.”

(ii) The 3 identity blocks use three set of filters of
size [128, 128, 512], “f” is 3, and the blocks are
“b,” “c,” and “d.”

(i) Stage 4:

(i) The convolutional block uses three set of filters
of size [256, 256, 1024], “f” is 3, “s” is 2, and the
block is “a.”

(ii) The 5 identity blocks use three set of filters of
size [256, 256, 1024], “f” is 3, and the blocks are
“b,” “c,” “d,” “e,” and “f.”

(i) Stage 5:

(i) The convolutional block uses three set of filters
of size [512, 512, 2048], “f” is 3, “s” is 2, and the
block is “a.”

(ii) The 2 identity blocks use three set of filters of
size [512, 512, 2048], “f” is 3, and the blocks are
“b” and “c.”

(i) The 2D average pooling uses a window of shape (2,
2), and its name is “avg_pool.”

(ii) The flatten layer does not have any hyperparameters
or name.
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FIGURE 1: Sample of cell images: (a) healthy and (b) leukemic.

Stagel

Stage2

Input

IZERO
PAD

|
v

n
v
ID: x2

Batchnormalization ()

Zeropad
Conv2D ()
Maxpooling2D
Conv-block
Conv-block

ID: x2

Stage3

Stage4 Stage5

l Output

ID: x2

| -

ID: x3
v
ID: x5

Averagepooling2D (

Conv-block
Flatten ()

Conv-block

ID: x3
ID: x5
ID: x2

- Convolution layer
kdlBatch-normalization layer ] Maxpooling layer

sl 1D Block

S Flatten layer

FiGUre 2: The architecture of the ResNet-50 network.

(iil) The fully connected (dense) layer reduces its input
to two classes using a softmax activation.

From the total number of 12,528 images, 80% (10022
numbers) were used as training data and 20% (2506
numbers) as test data. The activation for all layers except the
last layer was ReLU function. Adam, with a learning rate of
0.0001, was selected for the optimization function. This
network was trained over 100 training epochs, and data
were transmitted to the network in batches of 16 size
(batch-size). The duration of each epoch was 28s. The

stages of ResNet-50 in the form of pseudocode are given in
Figure 3.

2.3. VGG-16 Neural Network. 1t is also called the OxfordNet
model, named after the Visual Geometry Group from Ox-
ford. Number 16 refers that it has a total of 16 layers that
have some weights. The architecture for VGG-16 network is
shown in Figure 4. From the total number of 12528 images,
80% (10022 numbers) were used as training data and 20%
(2506 numbers) as test data. The input to the main VGG-16
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ResNet50

# Define the input as a tensor with shape input_shape

X_input = Input (input_shape)

# Zero-Padding

X = ZeroPadding2D ((3, 3))(X_input)
# Stage 1

X = Conv2D (64, (7, 7), strides=(2, 2), name='"conv1’, kernel_initializer=glorot_uniform (seed=0))(X)
X = BatchNormalization (axis=3, name='bn_conv1')(X)

X = Activation ('relu’) (X)
X = MaxPooling2D ((3, 3), strides=(2, 2))(X)
# Stage 2

X = convolutional_block (X, f=3, filters=[64, 64, 256], stage=2, block="a', s=1)
X = identity_block (X, 3, [64, 64, 256], stage=2, block="b")
X = identity_block (X, 3, [64, 64, 256], stage=2, block='c")

### START CODE HERE ###
# Stage 3 (=4 lines)

X = convolutional_block (X, f = 3, filters = [128, 128, 512], stage = 3, block = 'a’, s = 2)
X = identity_block (X, 3, [128, 128, 512], stage=3,block="b")
X = identity_block (X, 3, [128, 128, 512], stage=3,block='c")
X = identity_block (X, 3, [128, 128, 512], stage=3,block="d")

# Stage 4 (= 6 lines)

X = convolutional_block (X, f=3, filters = [256, 256, 1024], stage = 4, block="a’, s = 2)
X = identity_block (X, 3, [256, 256, 1024], stage=4, block="b")
X = identity_block (X, 3, [256, 256, 1024], stage=4, block='c")

X = identity_block (X, 3, [256, 256, 1024

]
]
X = identity_block (X, 3, [256, 256, 1024]
]

, stage=4, block="d")
, stage=4, block='e")

X = identity_block (X, 3, [256, 256, 1024], stage=4, block=")

# Stage 5 (=3 lines)

X = convolutional_block (X, f = 3, filters = [512, 512, 2048], stage = 5, block="a’, s = 2)
X = identity_block (X, 3, [512, 512, 2048], stage=5, block="b")
X = identity_block (X, 3, [512, 512, 2048], stage=5, block='c")
# AVGPOOL (=1 line). Use "X = AveragePooling2D (...)(X)"

X = AveragePooling2D ((2,2), name="avg_pool")(X)

### END CODE HERE ###
# output layer
X = Flatten ()(X)

X = Dense (classes, activation='softmax’, name="fc'+str (classes), kernel_initializer = glorot_uniform (se

ed=0))(X)
# Create model

model = Model (inputs = X_input, outputs = X, name="ResNet50')

opt = Adam (Ir=0.0001)

model.compile (optimizer = opt, loss='categorical_crossentropy’, metrics=['accuracy'])

return model

FIGURE 3: The stages of ResNet-50 in the form of pseudocode.

model is 224 x 224 x 3 pixels images. However, we changed it
to 70 x 70 x 3. Then, there are two convolution layers with
each 70 x 70 x 64 size, two convolution layers of 128 filter
length, three convolution layers of 256 filter length, and
three convolution layers of 512 filter length. Then again,
there are three convolution layers of 512 filter length. The
Kernel size is 3 x 3, and the pool size is 2 x 2 with step 2 x 2
for all the layers. The output of the last pooling layer is 2D
which must be converted into a 1D layer so as to be sent to
fully connected layers, done by a flatten layer. After the
convolution layers, two 4096 fully connected layers and two
tully connected layers were used to classify data into two
classes by softmax activation function. The activation for all
layers except the last layer was ReLU function. Adam, with a
learning rate of 0.0001, was selected for the optimization
function. Also, the same padding is used for all convolution
layers. This network was trained over 100 training epochs,
and data were transmitted to the network in batches of 32
size (batch-size). The duration of each epoch was 22s.

2.4. Convolutional Neural Network. Convolutional neural
networks (CNNs) are a critical class of deep learning
methods in which multiple layers are strongly trained. These
networks have very efficient and widespread applications in
neural computer vision. In general, a CNN consists of three
main layers: a convolution layer, a pooling layer, and a fully
connected layer. Different layers function in different ways,
which leads to ultimate learning. This network can be ap-
plied alone or alongside other networks for data classifi-
cation [18]. The proposed architecture for the convolutional
neural network is shown in Figure 5. Also, from the total
data, 80% were used as training data and 20% as test data.
The network includes two convolution layers of 128 filter
length, two convolution layers of 64 filter length, two
convolution layers of 32 filter length, two convolution layers
of 16 filter length, and two convolution layers of 8 filter
length. The 2 2 kernel function was considered for all
layers. In this architecture, the 2 * 2 max-pooling layer is
considered with strides 2. The output of the last pooling layer
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FIGURE 5: Architecture of the proposed convolutional neural network.

is 2D and is converted to a 1D layer by a flattened layer. The
same padding has been used for all convolution layers. A
1024 fully connected layer and two fully connected layers
have been used to classify data into two classes by softmax
activation function after the flatten layer. In order to prevent
overfitting, batch-normalization layers were considered after
all convolution layers and dropout layers with a rate of 0.1
considered after all max-pooling layers. Adam, with a
learning rate of 0.0001, was selected for the optimization
function. This network was trained over 100 training epochs,
and data were transmitted to the network in batches of 32
size (batch-size). The duration of each epoch was 14s.

Our entire implementation is done in Keras with ten-
sorflow backend. The networks in this research run on
Google Colaboratory (Colab) environment. Colab provides
a platform for running Python codes, especially machine
learning, deep learning, and data analysis.

3. Experimental Results

As mentioned, the main purpose of this study was to classify
cell images into healthy and leukemic classes. The dataset
included 12,528 images of 4,037 healthy cells and 8,491
leukemic cells. One of the main criteria for evaluating
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artificial neural networks is network classification accuracy.
By dividing data into training and test data, one accuracy for
the training data and one for the test data are achieved
during each cycle. The mean accuracy of training and test
networks for 100 training cycles to classify into two classes of
healthy and leukemia is calculated for the final evaluation of
the network as validation accuracy. Also, common evalua-
tion criteria such as precision, recall, and F-measure were
calculated for three networks. Table 1 summarizes the results
of these three networks. The training accuracy of the ResNet-
50 is found to be 95.76%, and validation accuracy is 81.63%.
The training accuracy of the VGG-16 is 97.41%, and vali-
dation accuracy is 84.62%. Also, the training accuracy of the
proposed convolutional network is 85.79%, and validation
accuracy is 82.10%.

The precision, recall, and F-measure of two classes ob-
tained from the ResNet-50, VGG-16, and convolutional
neural network are summarized in Tables 2-4, respectively.

A confusion matrix is needed to measure classification
performance. In Figure 6, there are confusion matrices for
ResNet-50, VGG-16, and proposed convolutional neural
network models in test data. The test data include 814
healthy and 1,692 leukemia images. In the ResNet-50 model,
the number of TP is 606 and FN is 208. In this pretrain CNN
model, 153 out of 1,692 leukemia data were misclassified.
When the results obtained by the VGG-16 model are ex-
amined, 616 images were classified correctly in the healthy
class and 201 images were classified incorrectly. In this
model, 141 out of 1,692 leukemia data were misclassified.
Another network in the study is proposed CNN. For the
metric evaluation of this network, 571 TP, 243 EN, 137 FP,
and 1555 TN values were reached.

Figure 7 includes the receiver operating characteristic
(ROC) value of pretrained CNN models and CNN model.
The ROC curve area values of the ResNet-50 model for the
healthy class are 0.91, and for leukemia, the class is 0.90. The
0.90 ROC curve area value is obtained using VGG-16 for
both the healthy class and leukemia class. For the proposed
CNN model, ROC curve area values were obtained 0.88 for
both classes.

The use of machine learning (ML) algorithms that can
learn from data without the need for explicit programming
offers a promising avenue for meeting the high costs and
shortages surrounding cell imaging. In this study, the ac-
curacy obtained from machine learning classifiers such as
support vector machine (SVM), nearest neighbor (NN),
random forest (RF), stochastic gradient descent (SGD),
logical regression (LR), and multilayer perceptron (MLP)
was compared for classification into two classes (Figure 8).
The obtained accuracy was 81.72% for RF, 79.88% for LR,
79.28% for SVM, 77.89% for KNN, 68.91% for SGD, and
27.33% for MLP.

The precision, recall, and F-measure for each set of
healthy and leukemic cell images were calculated by these
classifiers and are summarized in Table 5. For the healthy
group, the highest precision of 83% was obtained with RF,
the highest recall of 66% with KNN, and the highest F1-score
of 68% with RF and LR. For leukemic, the highest precision
of 83% was obtained with LR and KNN, the highest recall of

94% with RF, and the highest F1-score of 87% with RF.
Comparison of proposed networks with other developed
machine learning-based classifiers is presented in Table 6.

4. Discussion

In this study, the main objective was to develop three deep
learning networks and famous machine learning techniques
to classify acute lymphoblastic leukemia into two classes; the
applied dataset contains leukemic B-lymphoblast images
cells (malignant cells) and normal B-lymphoid cells. Finally,
12,528 images which included 4,037 healthy and 8,491
leukemia cells were utilized to train networks. The weighting
technique has been utilized to overcome the problem of
inequality in the number of data. In the present study, we
developed a convolutional network for image classification.
This convolutional network has a simpler architecture than
pretrained networks, and due to the used parameters, its
validation accuracy result is relatively less than the accuracy
of VGG-16. Notably, in this study, we trained pretrained
networks with new assigned parameters; in other words, we
did not apply the stored weights in these networks and we
adjusted the training parameters ourselves; in fact, we only
used their architecture in our study to classify the images.

In [14], acute lymphoblastic leukemia detection was
conducted using a pretrained AlexNet deep learning neural
network. This network contains five convolutional layers
with three max-pooling layers. Each convolutional layer in
AlexNet architecture is followed by rectified linear unit
(ReLU). Data augmentation technique to reduce overfitting
was used. Acute lymphoblastic leukemia subtype classifi-
cation’s sensitivity was 96.74%, specificity was 99.03%, and
accuracy was 96.06%. The highest accuracy obtained from
this study (96.06%) with a value of 0.98 is less than the
applied convolutional network (VGG-16) of our research
for 100 training cycles. Our research’s execution time was
longer due to the complexity and more layers of the used
networks (VGG-16=22s for each epoch, ResNet=28s,
and proposed CNN =14s), which justifies the good ac-
curacy obtained [11]. For three networks, we applied
several layers of convolution and created complex net-
works, which can be justified by the large volume of data at
hand and the goal of increasing classification accuracy.
Compared with our work that is done in Keras with ten-
sorflow backend and runs on Google Colaboratory (Colab)
environment, but in this study, the MATLAB environment
has been used.

In another work [15], two open access data sources:
ALL-IDB and the American Society of Hematology (ASH)
Image Bank, were applied. Several image transformation
approaches like rotation, flipping, and shifting were uti-
lized to obtain different versions of original images. The
CNN architecture contained different convolutional layers
(32 feature map with the size of 3 * 3), a max-pooling layer
with the size of 2 %2, flatten layer, and fully connected
layers with ReLU and softmax activation functions; they
setup two types of optimizers such as SGD (stochastic
gradient descent) and Adam optimizers one type at a time.
The results obtained from experiments demonstrated that
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TaBLE 1: Results from ResNet-50, VGG-16, and the proposed convolutional neural network for classification into two classes of healthy and leukemia.

Network Training accuracy Test accuracy Train loss Test loss
ResNet-50 0.9576 0.8163 0.1064 0.7592
VGG-16 0.9741 0.8462 0.0653 0.9236
Proposed convolution 0.8579 0.8210 0.3356 0.4517
TABLE 2: Precision, recall, and F-measure of ResNet-50.
Precision Recall F-measure
Healthy 0.80 0.74 0.77
Leukemia 0.88 0.91 0.90
TABLE 3: Precision, recall, and F-measure of VGG-16.
Precision Recall F-measure
Healthy 0.81 0.75 0.78
Leukemia 0.89 0.92 0.90
TABLE 4: Precision, recall, and F-measure of the proposed convolutional neural network.
Precision Recall F-measure
Healthy 0.81 0.70 0.75
Leukemia 0.86 0.92 0.89
Confusion matrix, without normalization Confusion matrix, without normalization
Healthy 1400 Healthy 1400
“ 208 1200 1200
- 1000 1000
Q0 =)
< <
i 800 o 800
: E
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600
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FiGure 6: Confusion matrix analyses of the proposed model representing TP, TN, FP, and FN ratio obtained from the testing dataset

of (a) ResNet-50, (b) VGG-16, and (c) proposed convolutional neural network.
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Figure 7: ROC plot of (a) ResNet-50, (b) VGG-16, and (c) convolutional neural network.
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TABLE 5: Precision, recall, and F1-score of machine learning classifiers for two classes of healthy and leukemia.
Health Leukemia

Method Y

Precision Recall Fl-score Precision Recall Fl-score
RF 0.83 0.57 0.68 0.81 0.94 0.87
LR 0.73 0.63 0.68 0.83 0.88 0.85
SVM 0.77 0.54 0.64 0.80 0.92 0.86
KNN 0.67 0.66 0.67 0.83 0.84 0.83
SGD 0.53 0.65 0.58 0.80 0.71 0.75
MLP 0.26 0.63 0.37 0.33 0.09 0.15

TaBLE 6: Comparison of proposed networks with other machine
learning-based classifiers.

Classifier Training accuracy
VGG-16 0.9741
ResNet-50 0.9576
Proposed CNN 0.8579
RF 0.8172
LR 0.7988
SVM 0.7928
KNN 0.7789
SGD 0.6891
MLP 0.2733

the proposed CNN model performance has 88.25% accu-
racy in leukemia versus healthy. This model in CNN has the
third-best score, which is 88.25% in accuracy. Studies by
Shafique and Tehsin [14] and Thanh et al. [13] out-
performed this developed CNN model in the binary
classification problem; considering they did not practice
any cross-validation in evaluation, it is unknown how test
and training sets were chosen.

In a work conducted by Kasani et al. [6], novel en-
semble methods based on deep convolutional networks
were applied. The researchers employed different data
augmentation techniques like horizontal and vertical flips,
contrast adjustments, and brightness correction to enlarge
the dataset. Using data augmentation methods enables
researchers to yield better performance compared with
nonaugmented data. The obtained experimental results
demonstrated that the proposed approach could fuse
features extracted from the best deep learning models and
outperformed individual networks with a test accuracy of
96.58% in leukemic B-lymphoblast detection. The chosen
ensemble yielded a higher overall accuracy, of 96.58%; in
contrast to our work, the computation time of the proposed
architecture for each epoch during the training phase was
approximately 130 min, while the execution time in our
work is less than this. In our study, VGG-16 network
performed the best compared with the proposed CNN and
ResNet-50. The reason for the high accuracy of VGG-16 is
its straightforward architecture. It has got two contiguous
blocks of two convolution layers followed by a max-
pooling, then it has three contiguous blocks of three
convolution layers followed by max-pooling, and at last we
have three dense layers. VGG-16 has a remarkable feature
extraction capability so that it can obtain a good effect in
image classification. VGG-16 has a better feature learning
ability than ResNet-50 because it is deeper than ResNet-50,

and it can get more sparse features [12]. A proposed deep
learning-based hybrid approach, which is enriched by
complex data augmentation procedures, is able to elicit
high-level features from input images [19]. Experimental
results confirm that the developed model yields better
prediction than individual models [8, 20] for leukemic
B-lymphoblast classification with 96.17% overall accuracy.

Another leukemia diagnosis technique was developed
by Rehman et al. [8]. The proposed method using the
AlexNet model with CNN is configured according to the
selected data. Three last layers of this network are fully
connected, and the classification layer is fine-tuned to the
new layers of the classifier and is set according to the new
data. Other classifiers like KNN, Naive Bayesian, and SVM
are also checked for the performance evaluation. Experi-
mental results show that the proposed network achieved
97.78% accuracy while support vector machine classifier
reached 90.91% accuracy. In this work, experimental results
from machine learning-based classifiers function revealed
that random forest has achieved the maximum accuracy of
81.72% compared with other applied classifiers. Random
forest is great with high dimensional data since we are
working on subsets of data. It is faster than other tech-
niques because we are working on a subset of main features
in this method; this algorithm is robust to outliers and
nonlinear data by essentially binning outliers [21]. Re-
markably that because our used dataset was not very large,
RF achieved optimal accuracy. Our methods were imple-
mented on Python 2.7, based on the Keras library, and
Adam optimizer was used too, while in the before men-
tioned work, the proposed architecture is implemented in
MATLAB 2017a. Result analysis and comparison of pre-
vious works are shown in Table 7.

The developed networks in this study have the following
advantages and disadvantages:

(i) The proposed convolutional network has a simpler
architecture or less complexity than two pretrained
networks.

(ii) The execution time (the duration of each epoch) or
the runtime of the proposed convolutional network
is less than pretrained nets. Therefore, the use of
ordinary hardware and memory can be enough to
run our proposed convolutional network.

(iii) By using the proposed CNN, a simpler architectural
design with low latency can rapidly classify two
classes of leukemia and healthy cells at the start of
the development stage.
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TaBLE 7: Results analysis and comparison of previous works.

Reference Features employed Classifier (s) d;isste ¢ Technical environment Optimal accuracy (%)

Thanh et al, [13]  Morphological - CNN (with 7 357 MATLAB 96.60
features layers)

Shaﬁ.que and Color features AlexNet (with 8 306 MATLAB 99.50

Tehsin [14] layers)

Morphological CNN (with 6 Anaconda 3 with spider 3.3

Ahmed et al. [15] features layers) >1 and Python 3.6 88.25

Rehman et al, [g]  MOrphological - CNN (with 7 330 MATLAB 97.78
features layers)

. Morphological An aggregated Keras package, with

Kasani et al. [6] features CNN () 2100 tensorflow 96.58

Kasani et al, [19]  Morphological CNN (-) 1454 Keras package, with 96.17
features tensorflow

Proposed Three various Keras package, with VGG-16: 97.41, ResNet-50: 95.76,

approaches CNN features CNNs 2506 tensorflow proposed CNN: 85.79

(iv) If a relatively higher performance accuracy is
considered, VGG-16 network which we have
trained with our adjusted parameters can be ap-
plied. Nevertheless, the remarkable thing about
ResNet-50 network is that it runs twice as long as
the developed convolutional network. In systems
with normal (not very strong) hardware and soft-
ware specifications, the implementation of this
network may be slightly delayed.

(v) However, there is a trade-off between high-per-
formance accuracy and longer execution times that
one can be chosen.

(vi) The average accuracy (validation accuracy) in
VGG-16 is more than that of the other two net-
works (ResNet and proposed CNN). Our proposed
convolutional network has a relatively good average
accuracy, which is higher than the performance
accuracy of ResNet-50.

(vii) It is true that the proposed network has less per-
formance accuracy (validation accuracy) than
VGG-16, but the simpler architecture, more efhi-
cient execution time, and the need for fewer
computations will result in its use being considered.

5. Conclusion

One of the areas of adopting artificial intelligence and
machine learning is in the health industry. Deep networks
are currently being designed and developed to detect various
diseases based on the images. In this paper, we investigated
applications of deep CNNs in which we developed pre-
trained VGG-16 and ResNet for the diagnosis and classi-
fication of ALL and discerned between healthy and cancer
cases. Furthermore, a novel CNN for this before mentioned
target was configured. By performing image preprocessing
techniques, we were able to reach 95.76% training accuracy
of ResNet, 97.41% of VGG-16, and 85.79% of proposed
CNN. In addition to the three applied deep networks

adopted in this investigation, six machine learning tech-
niques have been developed to classify ALL. In this study, the
convolutional neural nets and machine learning techniques
are used to understand deep features of images, and they can
classify the images taking advantage to gain an increase in
classification accuracy and precision. Our ultimate goal in
this study was to compare the performance of three net-
works that we can use to classify based on priorities such as
runtime, accuracy, architecture, or complexity. Pretrained
networks are robust and have unique architecture, so it is
quite expectable to obtain better results. Also, running time
is an important criterion to evaluate neural networks.
Pretrained networks often take a long time to run, so they are
slow, but our proposed network was fast, and despite its
simple architecture, obtained results were promising. The
proposed approaches are assistance for the laboratory ex-
perts and pathologists, which has a tremendous clinical
impact on leukemia patients. In our study, we have used a
limited amount of training and evaluation dataset, which can
affect the training process of deep neural networks.
Therefore, we plan to configure deep learning to learn from
scratch with larger image datasets in the future direction.
These computational systems can be utilized in everyday life
and help the specialist and oncologist detect leukemia ef-
fectively. Furthermore, the more leukemia images CNN can
manage, the higher accuracy reached.

In future directions, consequently, the requirement
for a large enough dataset to build an effective CNN
architecture in leukemia diagnosis is exceptionally im-
pressive. Because the used dataset was obtained from just
one type of leukemia disease—the acute lymphoblastic
leukemia (ALL)—we would prefer to practice a new
dataset including four types of leukemia to assess our
architectures.
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