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A B S T R A C T

Background: The parallel-group randomized controlled trial (RCT) is commonly used in Phase-3 clinical
trials to establish treatment effectiveness but requires hundreds-to-thousands of subjects, making it difficult to
implement, which leads to high Phase-3 trial failure rates. One approach to increasing power of a trial is to
augment data collected from an RCT with external data from prospective studies or prior RCTs. However, this
requires that external data be comparable to data from the study of interest, a condition that does not hold
for new interventions or populations being studied. Another approach is to lower sample size requirements
by using the cross-over design, which measures individual treatment effects (ITEs) to remove inter-subject
variability; however, this design is only suitable for chronic conditions and interventions with effects that
wash out rapidly.
Method: We propose a novel and practical framework called SECRETS (Subject-Efficient Clinical Randomized
Controlled Trials using Synthetic Intervention) to increase power of any parallel-group RCT by simulating
the cross-over design using only data collected from the study. SECRETS first estimates ITEs across all
subjects recruited to the RCT by using a state-of-the-art counterfactual estimation algorithm called synthetic
intervention (SI). Since SI induces dependencies among the ITEs, we introduce a novel hypothesis testing
strategy to test for treatment effectiveness.
Results: We show that SECRETS can increase the power of an RCT while maintaining comparable significance
levels; in particular, on three real-world clinical RCTs (Phase-3 trials), SECRETS increases power over the
baseline method by 𝟔 − 𝟓𝟒% (average: 21.5%, standard deviation: 15.8%), thereby reducing the number of
subjects needed to obtain a typically desired statistical operating point of 80% power and 5% significance
level by 𝟐𝟓 − 𝟕𝟔% (10-3,957 fewer subjects per arm). Our analyses show that SECRETS increases power by
consistently reducing the variance of the average treatment effect, thereby mimicking the effects of a cross-over
design.
Conclusion: SECRETS increases subject efficiency of an RCT by simulating the cross-over design using only
data collected from the RCT; therefore, it is a feasible solution for increasing the trial’s power, especially under
settings where satisfying sample size requirements is difficult.
1. Introduction

The randomized controlled trial (RCT) is the gold-standard ap-
proach to estimating the population-level or average treatment effect
(ATE) of a drug, therapy, or other medical interventions [1,2]. It is
generally used in Phase-3 clinical studies to establish a treatment’s ef-
fect [1,3]. The typical RCT, i.e., the two-arm, parallel-group, superiority
trial [1], evaluates whether a treatment is superior to or worse than
standard treatment or placebo by estimating the ATE and determining

Abbreviations: RCT, Randomized Controlled Trial; ATE, Average Treatment Effect; ITE, Individual Treatment Effect; SECRETS, Subject-Efficient Clinical
Randomized Controlled Trials using Synthetic Intervention; SI, Synthetic Intervention; VT, Virtual Twins; NINDS, National Institute of Neurologic Disease and
Stroke
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E-mail addresses: slala@princeton.edu (S. Lala), jha@princeton.edu (N.K. Jha).

whether the estimation is statistically significant. To estimate the ATE,
the RCT first recruits subjects representing the population of interest
and randomly divides them between a control arm and a treatment arm,
in which subjects receive the standard care/placebo and treatment of
interest, respectively. Then, it monitors a pre-specified health metric
across both groups in parallel till the end of the study, evaluates the
average treatment outcome (defined by the health metric) under each
arm, and reports their difference as the ATE. The random allocation
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is crucial to accurately estimating the ATE because it removes con-
founders by producing more comparable cohorts between the control
and treatment arms and allows for standard statistical hypothesis test-
ing to be used to detect target ATEs at desired accuracies [1]. However,
as a consequence of between-subject variability in responses, RCTs
typically require hundreds-to-thousands of subjects to detect a clinically
significant ATE with high accuracy [3,4], making them expensive (a
Phase-3 trial costed a median of $21.4M USD over Years 2010–2015
[5]) and difficult to implement, with recruitment generally being the
‘‘most difficult task’’ [1]. Consequently, a large fraction of Phase-3 trials
fail because of inadequate sample size [6].

One approach to making RCTs more subject-efficient is to use
large external datasets obtained from previous clinical trials, electronic
health records, patient registries, etc. [7], to augment or replace ex-
isting RCT data, since they can be cheaper and easier to acquire [1,
8]. However, ATE estimation from the integrated dataset is difficult
because the data are no longer randomized. In particular, since ex-
ternal data can differ from the RCT data of interest in several ways,
e.g., subject characteristics, medical protocol, etc., merging the two
datasets can introduce confounders [1,7], which precludes accurate
ATE estimation [2]. Consequently, external control data need to be
carefully curated, preferably from historical RCTs with comparable
data collection methods, study endpoints, and study populations, to
reduce discrepancies from the RCT of interest [7]. In addition, to reduce
the effect of confounders on ATE estimation, Bayesian algorithms or
propensity-based matching can be used to construct comparable control
and treatment groups [9]. However, the former approach requires
concurrent control data while the latter approach requires that there
are no hidden confounders and that there is overlap in the covariate
distribution between the control and treatment groups [2], conditions
that are unlikely to hold since verifying that there are no hidden
confounders would require domain expertise and operating over high-
dimensional datasets reduces overlap [10]. Consequently, attempts to
estimate ATEs from nonrandomized data, whether combined with an
existing RCT data or alone, require even larger sample sizes than
RCTs [8,11].

Another approach to making RCTs more subject-efficient is to use
the cross-over design, which increases power over a parallel RCT by
reducing the variance of the ATE estimate [12]. It does this by measur-
ing the individual treatment effect (ITE), defined as the difference in
the individual’s response under the treatment and control conditions,
per subject, and averaging over the ITEs. The variance of the ATE
estimate is lower than that under the parallel RCT because the number
of observations is doubled (two per subject) and the variance of the
outcome measure is expectedly lowered by removing between-patient
variability [1,12]. While capable of lowering the sampling complexity
relative to that of the parallel RCT [12,13], the cross-over design faces
some constraints that preclude its widespread usage. To appreciate
these limitations, we consider the simplest version, i.e., the two-period
cross-over design. This design compares the two treatments (e.g., stan-
dard care/placebo and treatment of interest) by assigning each patient
to a random sequence of treatments, in which the patient receives
the standard care or treatment of interest in the first period and the
opposite in the second period; the randomized sequence is used to
rule out any temporal effects. Importantly, a washout phase is inserted
between the two periods to remove any carryover effects from the
treatment administered in the first period. The need for a washout
restricts the types of condition-intervention pairs that can be studied
under the cross-over, making it only suitable for chronic conditions for
which treatments have effects that rapidly wash out [1,12].

To overcome the practical limitations of using external control
datasets and implementing a cross-over design, we propose simulat-
ng the cross-over design using only data from the conducted RCT
o increase the trial’s power, especially under settings with insuf-
icient sample size. Specifically, we implement our proposal in a
2

ew framework called SECRETS (Subject-Efficient Clinical RandomizEd o
Controlled Trials using Synthetic Intervention) that estimates ITEs
across all subjects from concurrent control and treatment groups of a
parallel-group RCT by using a state-of-the-art counterfactual estimation
algorithm called synthetic intervention (SI) [14] and applies a novel hy-
pothesis testing algorithm suitable for the estimated ITEs. We validate
SECRETS on three real-world clinical RCT datasets, showing that it can
boost power over the baseline approach by 6%–54% (average: 21.5%,
standard deviation: 15.8%), thereby reduce the sample size needed to
match a typical target statistical operating point (i.e., 5% significance
level, 80% power) by 25%–76% or 10–3,957 for both the control and
treatment groups. We empirically establish the premises underlying our
framework; we show that SECRETS successfully simulates the cross-
over design by analyzing its effect on the distribution of the ATE
and also demonstrate the importance of each component underlying
SECRETS through ablation studies.

The rest of the article is organized as follows. We describe our pro-
posed framework in Section 2 and evaluation methodology in Section 3.
We present and analyze experimental results in Section 4 and draw
conclusions in Section 5.

2. Methods

In this section, we first provide an overview of the SECRETS frame-
work and then describe each step of the framework in detail. We
present it in the context of a conventional parallel-group RCT design,
i.e., a two-arm, superiority trial.

2.1. Overview

The SECRETS framework, illustrated in Fig. 1, improves power at
a given sample size and thereby reduces the sample size required to
reach a target power 1 − 𝛽𝑡𝑎𝑟𝑔𝑒𝑡 for a target ATE 𝜇1,𝑡𝑎𝑟𝑔𝑒𝑡 and signifi-
cance level 𝛼𝑡𝑎𝑟𝑔𝑒𝑡, compared to the RCT. It simulates the cross-over
esign in order to reduce the variance of the ATE estimate. Given
ata collected from the RCT of interest, i.e., the observed control data
𝑐𝑡𝑟𝑙 ∈ R𝑛𝑎×𝑛𝑡 and observed treatment data 𝑋𝑡𝑟𝑒𝑎𝑡 ∈ R𝑛𝑎×𝑛𝑡 , where
𝑎 is the arm size and 𝑛𝑡 is the duration of the trial with 𝑡 = 1
ndexing the pre-intervention timepoint (i.e., baseline visit) and 𝑡 > 1
ndexing the post-intervention timepoints, along with parameters for SI
uning and a function get_outcome that calculates the health outcome of
nterest from a patient’s response trajectory under some intervention
i.e., get_outcome: R𝑛𝑡 → R), SECRETS first estimates the ITEs across
ll patients per arm, i.e., 𝑌𝑐𝑡𝑟𝑙 ∈ R𝑛𝑎 and 𝑌𝑡𝑟𝑒𝑎𝑡 ∈ R𝑛𝑎 , using SI. Then,
ecause SI induces dependencies among the estimated ITEs, the ITEs
iolate the independence assumption of conventional hypothesis testing
trategies [15]; hence, SECRETS uses a novel bootstrapping procedure
o implement a two-sided hypothesis test using the control data, the
erged ITEs, the parameters for SI tuning, the function get_outcome,

he number of samples to generate from the null distribution (𝑇 ), and
dditional parameters for testing (see Appendix A, Alg. 1 for input
escriptions). Next, we describe each step of SECRETS in detail.

.2. Step 1: Estimate the individual treatment effects

To estimate the ITEs 𝑌𝑐𝑡𝑟𝑙 and 𝑌𝑡𝑟𝑒𝑎𝑡, SECRETS uses the estimate_ITEs
ubroutine, shown in Fig. 2. Given data from an arm exposed to
he target intervention (𝑋𝑡𝑎𝑟𝑔𝑒𝑡) and data from an ‘‘unexposed’’ arm

(𝑋¬𝑡𝑎𝑟𝑔𝑒𝑡), i.e., one exposed to a different intervention, estimate_ITEs first
performs min–max normalization and calls get_counterfactual to calcu-
ate the counterfactual response for subjects from the unexposed arm
nder the target intervention (𝑋¬𝑡𝑎𝑟𝑔𝑒𝑡,𝑐). Specifically, it sets the pre-
ntervention counterfactual response to the pre-intervention observed
esponse, i.e., 𝑋¬𝑡𝑎𝑟𝑔𝑒𝑡,𝑝𝑟𝑒,𝑐 = 𝑋¬𝑡𝑎𝑟𝑔𝑒𝑡,𝑝𝑟𝑒, where 𝑋¬𝑡𝑎𝑟𝑔𝑒𝑡,𝑝𝑟𝑒,𝑐 , 𝑋¬𝑡𝑎𝑟𝑔𝑒𝑡,𝑝𝑟𝑒 ∈
𝑛𝑎 , and then uses SI [14] to estimate the counterfactual response over

he post-intervention period; it does this by taking linear combinations

ver corresponding observed responses from subjects exposed to the
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Fig. 1. Flowchart of the SECRETS framework. Note that both calls to estimate_ITEs take
in SI_tuning_params and get_outcome but we have omitted the arguments for brevity.

arget intervention (i.e., the ‘‘donor’’’’ group) as shown in Eq. (1), where
¬𝑡𝑎𝑟𝑔𝑒𝑡,𝑝𝑜𝑠𝑡,𝑐 ∈ R𝑛𝑎×(𝑛𝑡−1) indexes the post-intervention counterfactual
easurements, 𝑊 ∈ R𝑛𝑎×𝑛𝑎 contains weights over the donor subjects,

nd 𝑋𝑡𝑎𝑟𝑔𝑒𝑡,𝑝𝑜𝑠𝑡 ∈ R𝑛𝑎×(𝑛𝑡−1) indexes the post-intervention observed
easurements of the donor subjects.

¬𝑡𝑎𝑟𝑔𝑒𝑡,𝑝𝑜𝑠𝑡,𝑐 = 𝑊𝑋𝑡𝑎𝑟𝑔𝑒𝑡,𝑝𝑜𝑠𝑡 (1)

𝑊 is learned by performing linear regression using the pre-
ntervention data along with regularization. We implement the regular-
zation scheme from [16], which first denoises the donor data matrix
sing low-rank approximation and also incorporates ridge regulariza-
ion. Specifically, estimate_ITEs first tunes hyperparameters (𝜆𝑠𝑣𝑡, the
ingular value threshold used for low-rank approximation and 𝜆𝑟𝑖𝑑𝑔𝑒,

the ridge regularization strength) used to learn 𝑊 on 𝑋𝑡𝑎𝑟𝑔𝑒𝑡 with the
tune_SI_hyperparams subroutine and the SI tuning parameters (see Ap-
pendix A, Alg. 2) and then runs SI with 𝑋𝑡𝑎𝑟𝑔𝑒𝑡 as the donor group, the
tuned hyperparameters, and each unit from 𝑋¬𝑡𝑎𝑟𝑔𝑒𝑡 as the target unit
for which to calculate the counterfactual outcome (see Appendix A, Alg.
3). After unnormalizing 𝑋¬𝑡𝑎𝑟𝑔𝑒𝑡,𝑐 , estimate_ITEs calls get_ITE, which takes
the difference between the outcomes under the target and observed
interventions, calculated with get_outcome (vectorized) on 𝑋¬𝑡𝑎𝑟𝑔𝑒𝑡,𝑐 and
𝑋¬𝑡𝑎𝑟𝑔𝑒𝑡, respectively. In particular, SECRETS calculates 𝑌𝑐𝑡𝑟𝑙 by setting
𝑋¬𝑡𝑎𝑟𝑔𝑒𝑡 to 𝑋𝑐𝑡𝑟𝑙 and 𝑋𝑡𝑎𝑟𝑔𝑒𝑡 to 𝑋𝑡𝑟𝑒𝑎𝑡 and vice versa to calculate 𝑌𝑡𝑟𝑒𝑎𝑡.

2.3. Step 2: Conduct a data-driven hypothesis test

After calculating the ITEs, SECRETS conducts a hypothesis test that
uses the ITEs to determine whether to reject or not reject the null
hypothesis. The standard two-sided one-sample tests are unsuitable
because the estimated ITEs are not independent of each other, given
that SI uses the same donor pool, i.e., the treatment (control) group,
to estimate the counterfactuals per target unit in the control (treat-
ment) group. In addition, existing methods to deal with dependent
samples, e.g., testing based on the effective sample size [17], estimating
confidence intervals from learned parametric models of sample depen-
dencies [17], and blockwise bootstrapping [18], assume that samples
reflect the full dependency structure of the distribution; however, this
is not the case with SECRETS because we only have access to one
sample of ITEs for a single RCT rather than the full distribution of
ITEs generated from different realizations of the RCT (i.e., different
samples for the control and treatment groups); specifically, the ITEs
for a single RCT exhibit dependencies while ITEs across trials are inde-
pendent. Therefore, SECRETS uses a new hypothesis testing procedure
run_hypothesis_test, shown in Fig. 3, that can accurately measure the
variance of the distribution from a single sample of ITEs.

In particular, run_hypothesis_test implements the critical-value test
procedure used in the two-sided one-sample t -test but uses the data to
3

tune the critical value 𝑡. To tune 𝑡, run_hypothesis_test first approximates
the null distribution of the test statistic (𝑠̂𝑛𝑢𝑙𝑙) by sampling 𝑇 times
from it with 𝑠𝑎𝑚𝑝𝑙𝑒_𝑛𝑢𝑙𝑙. To generate the 𝑖th sample, sample_null first
simulates a random trial where the treatment effect is null by bootstrap
sampling from the original control data (𝑋𝑐𝑡𝑟𝑙) using random_sample
to construct control and treatment groups with an equal number of
subjects as the original control and treatment groups and with compa-
rable responses (𝑋𝑐𝑡𝑟𝑙,𝑠𝑎𝑚𝑝𝑙𝑒𝑖 and 𝑋𝑡𝑟𝑒𝑎𝑡,𝑠𝑎𝑚𝑝𝑙𝑒𝑖 ). Then, as in Step 1, it runs
estimate_ITEs (with the SI tuning parameters and function get_outcome)
to calculate the ITEs for the constructed control and treatment groups.
Since the constructed control and treatment groups were exposed to the
same intervention (i.e., the control condition), the corresponding ITEs,
𝑌𝑛𝑢𝑙𝑙,𝑐𝑡𝑟𝑙,𝑖 and 𝑌𝑛𝑢𝑙𝑙,𝑡𝑟𝑒𝑎𝑡,𝑖, are samples from the null distribution. Given
the merged set of ITEs, get_test_stat calculates the resulting test statistic,
̂𝑛𝑢𝑙𝑙,𝑖, using the test statistic formula from the one-sample t -test.

Afterwards, run_hypothesis_test tunes the test’s critical value with
tune_critical_value, which uses 𝑠̂𝑛𝑢𝑙𝑙 and a set of testing parameters that
includes the target significance level 𝛼𝑡𝑎𝑟𝑔𝑒𝑡 and search range parameters
o find the critical value 𝑡 attaining the target significance level, in a
ashion similar to binary search (see Appendix A, Alg. 4).

Finally, run_hypothesis_test runs the two-sided test by calculating
he test statistic from the ITEs derived from the original control and
reatment groups (𝑌 ) in Step 1 and comparing its magnitude against
he tuned critical value 𝑡, rejecting the null hypothesis if 𝑑 = 1 and
therwise failing to reject it.

. Performance evaluation setup

In this section, we describe the experimental setup used to evaluate
ECRETS. First, we present the performance metrics. Then, we describe
he baseline method and ablations used to understand the framework.
inally, we describe the datasets used to conduct the experiments along
ith implementation details.

.1. Metrics

To assess sample efficiency, we compare the powers obtained for
given sample size of 𝑛𝑎 subjects per arm (i.e., control and treatment

roups) and target significance level 𝛼𝑡𝑎𝑟𝑔𝑒𝑡. We also report the sample
ize required to obtain a desired power 1 − 𝛽𝑡𝑎𝑟𝑔𝑒𝑡. To measure power
− 𝛽 and significance level 𝛼, we follow the approach from [13],
hich simulates many trials under the alternative and null settings
nd calculates the percentage of trials where the test procedure returns
reject, respectively. Details of how we simulated trials under each

etting are described in Appendix B.1.
To understand how changes in the distribution (mean and variance)

f the estimated ATE, i.e., the sample statistic, under the alternative and
ull settings contribute to changes in power, we consider the power
quation for a two-sided z-test [15], i.e., Eq. (2), as a model.

− 𝛽 ≈ 𝛷

[

−𝑧1−𝛼𝑡𝑎𝑟𝑔𝑒𝑡∕2 +
|𝜇̂0 − 𝜇̂1|

𝜎̂

]

(2)

The equation states that if the underlying distribution of the sample
statistic is normal, then the power of the test, 1 − 𝛽, is approximately
given by the cumulative distribution function 𝛷, evaluated at the
negative of the critical value 𝑧1−𝛼𝑡𝑎𝑟𝑔𝑒𝑡∕2, i.e., the (1 − 𝛼𝑡𝑎𝑟𝑔𝑒𝑡∕2)% of a
standard normal distribution, shifted by a constant, which we refer to
as the shift term. The shift term is given by Eq. (3). The equation implies
that for a given 𝛼𝑡𝑎𝑟𝑔𝑒𝑡, power increases as shift term increases, which
occurs if the means get further separated and/or the variance of the
distributions decreases. Hence, if the equation estimates power well,
we can interpret differences in power in terms of differences in the
means and variance of the distributions. Details of how 𝜇̂0, 𝜇̂1, and 𝜎̂ are
alculated using results from simulated trials are given in Appendix B.2.

ℎ𝑖𝑓𝑡 𝑡𝑒𝑟𝑚 =
|𝜇̂0 − 𝜇̂1| (3)
𝜎̂
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Fig. 2. Flowchart of the estimate_ITEs subroutine.
Fig. 3. Flowchart of the run_hypothesis_test routine. Note that both calls to estimate_ITEs in sample_null take in the SI_tuning_params and get_outcome function but we have omitted
he arguments for brevity.
.2. Baseline

Next, we describe the baseline method against which SECRETS
s benchmarked. This method, which we refer to as Standard, is the
pproach used by two-arm, parallel-group, superiority RCT studies to
etermine a treatment’s effect [1]. Its flowchart is shown in Fig. 4. First,
iven the control and treatment data, it calculates the corresponding
utcome data, 𝑂𝑐𝑡𝑟𝑙 and 𝑂𝑡𝑟𝑒𝑎𝑡, using 𝑔𝑒𝑡_𝑜𝑢𝑡𝑐𝑜𝑚𝑒 (vectorized). Then it
onducts a two-sample t -test for independent samples with unequal
4

variances [15] using the outcome data and desired significance level,
𝛼𝑡𝑎𝑟𝑔𝑒𝑡.

3.3. Ablation studies

In this section, we describe the ablation studies used to evaluate the
efficacy of each step underlying SECRETS.

First, we run ablations on Estimate_Ites by swapping the counter-
factual estimation algorithm of SECRETS, i.e., SI, with the Virtual
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Fig. 4. Flowchart of the Standard baseline.

Twins (VT) algorithm [19], which estimates counterfactual outcomes
using a regression model fit on covariates. We conduct this ablation
to evaluate the advantage of SI, which learns patient-specific models
rather than shared models. In particular, we fit two shared models,
i.e., one model to predict responses under the control condition and
one to predict responses under the treatment condition, using all the
patient data (i.e., pre-intervention/baseline outcomes) from control
and treatment groups, respectively, and use the models to predict the
post-intervention counterfactual response of each patient under the
treatment and control groups, respectively. As with SI, we use the ridge
regression estimator and tune the regularization strength using the
validation set performance. We refer to this version of the framework
as SECRETS-VT.

Then, we run ablations on Run_Data_Driven_Hypothesis_Test by swap-
ing the hypothesis testing algorithm of SECRETS with standard ones.
e conduct this ablation to evaluate the need for a suitable hypothesis

esting strategy, given the dependencies among the estimated ITEs.
irst, we try the one-sample t -test for the mean of a normal distri-
ution [15], which we denote as SECRETS-T; this test assumes that
he underlying samples (i.e., the estimate ITEs) are independent and
dentically distributed from a Gaussian distribution. Then, to assess
f non-Gaussianity of the samples is an issue, we try the bootstrap
ypothesis test, which we denote as SECRETS-B; this test still assumes
hat the samples are independent but relaxes the normality assumption,
nly requiring that samples be drawn from populations where the
arameter being estimated is the same under the null hypothesis [20].
e specifically use the bias-corrected and accelerated version [21]

ince it yields better estimates of the parameter of interest [20]. Then,
o assess whether data dependence across samples is an issue, we try a
ariant of SECRETS-T, called SECRETS-T-P, in which we first permute
amples across the trials to remove dependencies and then run the one-
ample t -test. After comparing against these standard test strategies, we
ssess how well the proposed hypothesis testing strategy performs by
omparing against an ‘‘oracle’’, which we denote as SECRETS-O. While
ECRETS constructs the null distribution per trial (via the sample_null

subroutine), SECRETS-O constructs the null distribution using the es-
timated ITEs across all the trials under the null setting, allowing it to
identify the correct critical value that attains the significance level of
𝛼𝑡𝑎𝑟𝑔𝑒𝑡.

3.4. Clinical RCT datasets

We evaluate the framework on Phase-3 parallel-group RCTs as
they typically require hundreds-to-thousands of subjects to establish a
treatment’s effect. We focus on the two-arm, superiority trial design
typically adopted in clinical RCTs [1] to assess the general utility of
5

our method. We obtained datasets for three such RCTs, i.e., CHAMP l
(NCT01581281) [22,23], ICARE (NCT00871715) [24,25], and MGTX
(NCT00294658) [26], from the National Institute of Neurologic Disease
and Stroke (NINDS) [27], which approved the use of these datasets; the
datasets are described in Appendix C.

3.5. Implementation details

In this section, we specify the evaluation parameters used
to perform our experiments. Algorithmic parameters are detailed
in Appendix D.1 and computing configurations are specified in
Appendix D.2.

For evaluation, we set 𝛼𝑡𝑎𝑟𝑔𝑒𝑡 to 5%, and, for sample size require-
ments, we additionally set 1 − 𝛽𝑡𝑎𝑟𝑔𝑒𝑡 to 80%, since this statistical
perating point is commonly used in clinical RCTs [1]. We set the
umber of trials 𝐿 used to measure power 1 − 𝛽 and significance level
to 1000, since we empirically found this sufficient for the methods to

onverge close to 𝛼𝑡𝑎𝑟𝑔𝑒𝑡 and 1 − 𝛽𝑡𝑎𝑟𝑔𝑒𝑡 within reasonable computation
ime. For the null setting, we set 𝜇 = 𝜇0 = 0, and for the alternative
ettings, we set 𝜇 = 𝜇1,𝑡𝑎𝑟𝑔𝑒𝑡, with 𝜇1,𝑡𝑎𝑟𝑔𝑒𝑡 given by the ATE measured

on each dataset, i.e., −3.17 for CHAMP, −3.00 for ICARE, and −2.70
for MGTX.

4. Results and discussion

This section presents the results from our experiments. First, we
show that SECRETS outperforms the baseline method, Standard, by con-
sistently reducing the variance of the ATE. Then, we demonstrate the
importance of each component underlying SECRETS through ablation
studies.

4.1. SECRETS vs. Baseline

Across all datasets, SECRETS obtains better power and compara-
ble significance level compared to Standard, and the gains in power
translate into reductions in the number of subjects required to obtain
a desired power 1 − 𝛽𝑡𝑎𝑟𝑔𝑒𝑡 and significance level 𝛼𝑡𝑎𝑟𝑔𝑒𝑡. For example,
on the CHAMP dataset ( Table 1), for an arm size (𝑛𝑎) of 550, Standard
has a power (1 − 𝛽) of 53% and a significance level (𝛼) of 5.0% while
SECRETS has a power of 78% and a significance level of 5.1%. By
increasing the power at a given arm size, SECRETS is able to converge
close to the desired statistical operating point of 80% power (1−𝛽𝑡𝑎𝑟𝑔𝑒𝑡)
and 5% significance level (𝛼𝑡𝑎𝑟𝑔𝑒𝑡) at an arm size of 550 while Standard
does so at an arm size of 1130. Hence, SECRETS reduces the number
of required samples by almost 51% or 580 subjects per arm.

On some datasets, Standard appears to have significance levels
below the target 5% while SECRETS appears to have significance
levels slightly above it (e.g., CHAMP with 𝑛𝑎 of 1130 in Table 1), a
performance gap which might explain why SECRETS has higher power
than Standard. However, this gap in the significance levels is explained
away by experimental limitations and is expected to vanish upon
removing them while maintaining the power gains under SECRETS (see
Appendix E).

To assess the factors contributing to the increased power under
SECRETS, we analyze the distributions of the ATE estimates using the
power estimation model (Eq. (2)), given that it estimates the measured
power well, e.g., under an arm size of 550, the model estimates a
power (1 − 𝛽) of 52% and 73% compared to the measured powers
1 − 𝛽) of 53% and 78% for Standard and SECRETS, respectively. First,
e note that the means are further separated under Standard, i.e., the

distance between the means (|𝜇̂1 − 𝜇̂0|) is 3.27 and 1.85 under Standard
nd SECRETS, respectively. Compared to SECRETS, Standard better
eparates the means because it has lower error in the ATE estimate
nder the alternative setting (𝜇̂1−𝜇1,𝑡𝑎𝑟𝑔𝑒𝑡) while both have comparably
ow error in the ATE estimate under the null setting (𝜇̂0 − 𝜇0). Despite
heir enhanced mean separation under Standard, the distributions have

ower variance under SECRETS than under Standard, i.e., the average
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Table 1
Standard vs. SECRETS and SECRETS vs. SECRETS-VT.

Dataset 𝑛𝑎 Method 1 − 𝛽 (%) 𝛼 (%) 1 − 𝛽 (%) |𝜇̂1 − 𝜇̂0| 𝜇̂1 − 𝜇1,𝑡𝑎𝑟𝑔𝑒𝑡 𝜇̂0 − 𝜇0 𝜎̂ (std.) Shift term

CHAMP

550
Standard 53 5.0 52 3.27 −0.06 0.03 1.63 (0.01) 2.01
SECRETS 78 5.1 73 1.85 1.31 −0.01 0.72 (0.04) 2.58
SECRETS-VT 58 5.4 57 3.08 0.07 −0.02 1.43 (0.06) 2.15

1130
Standard 81 3.8 84 3.20 −0.06 −0.03 1.09 (0.04) 2.93
SECRETS 97 6.3 95 2.03 1.15 0.01 0.56 (0.04) 3.62
SECRETS-VT 91 5.8 90 3.10 0.05 −0.02 0.95 (0.03) 3.25

ICARE

1250
Standard 27 4.1 30 3.02 −0.01 0.01 2.12 (0.03) 1.43
SECRETS 81 5.5 81 3.37 −0.33 0.04 1.19 (0.03) 2.83
SECRETS-VT 73 6.5 72 4.96 −1.93 0.04 1.94 (0.02) 2.56

5207
Standard 81 5.8 81 2.98 −0.04 −0.06 1.05 (0.01) 2.83
SECRETS 100 5.7 100 3.74 −0.77 −0.02 0.67 (0.07) 5.56
SECRETS-VT 100 6.2 100 4.87 −1.91 −0.04 0.94 (0.01) 5.16

MGTX

30
Standard 70 5.1 63 2.69 −0.09 −0.10 1.17 (0.06) 2.30
SECRETS 79 5.7 69 1.33 1.33 −0.04 0.54 (0.03) 2.45
SECRETS-VT 71 5.1 77 2.49 0.17 −0.04 0.92 (0.01) 2.70

40
Standard 81 4.8 75 2.67 −0.06 −0.09 1.01 (0.02) 2.63
SECRETS 87 5.2 80 1.32 1.34 −0.04 0.47 (0.01) 2.80
SECRETS-VT 85 5.5 87 2.45 0.20 −0.04 0.79 (0.02) 3.09
𝛼
𝑇

standard deviation (𝜎̂) is 1.63 and 0.72 under Standard and SECRETS,
respectively. The lower variance under SECRETS outweighs the ad-
vantage of better mean separation under Standard, giving SECRETS
a higher shift term of 2.58 compared to 2.01 under Standard, which
translates into higher power. Similar trends hold for an arm size of
1130, as well as on the ICARE and MGTX datasets ( Table 1).

4.2. Ablation studies

Having demonstrated the ability of SECRETS to increase power and
thereby reduce sampling complexity, we assess the importance of each
design choice in the framework. First, we show that ITE estimation
with SI outperforms ITE estimation with VT, by comparing the per-
formance of SECRETS against SECRETS-VT. Then, we show that our
data-driven hypothesis testing strategy is essential to the performance
of SECRETS by comparing against alternative standard test strategies.
We also show that our test strategy performs well, converging close to
the performance obtained by an oracle version of the strategy.

4.2.1. Synthetic intervention vs. Virtual twins
Compared to SECRETS, SECRETS-VT has higher variance in the ATE

estimate, giving it lower power but comparable significance levels, in
general. For example, on the CHAMP dataset ( Table 1), for an arm
size of 550, SECRETS and SECRETS-VT both have significance levels
near 5% but score 78% and 58% power, respectively. Applying the
power equation model shows that, despite being better at separating
the means, SECRETS-VT increases the variance of the ATE estimates,
thereby lowering its shift term compared to that under SECRETS. Similar
trends hold for the ICARE dataset ( Table 1). Although the model is un-
suitable for the MGTX dataset given its small sample size, SECRETS-VT
still has higher variance than SECRETS, likely explaining the reduced
power ( Table 1). Our results attest that SI is better able to reduce the
variance of the distributions compared to standard regression (i.e., the
VT algorithm). SI’s advantage stems from its nonparametric framing
of the problem, in which it learns how to weight responses of donor
units to predict the target unit’s response, unlike the VT algorithm that
predicts responses using parametric models based only on the baseline
measurement.

4.2.2. Data-driven hypothesis testing vs. Alternative standard hypothesis
testing strategies

Next, we show that our hypothesis testing strategy is essential
for SECRETS to keep significance levels close to 𝛼𝑡𝑎𝑟𝑔𝑒𝑡 by comparing
against conventional testing strategies, with results reported in Table 2.
6

SECRETS-T, which uses the one-sample t -test, achieves an average
𝛼 of 1.8% across the datasets and arm sizes (𝑛𝑎), which suggests
that the test’s assumptions, i.e., observations are drawn independently
and identically from a Gaussian distribution, fail to hold. First, we
check if Gaussianity is violated by swapping the one-sample t -test with
the bootstrap hypothesis test, i.e., SECRETS-B. SECRETS-B obtains a
slightly higher average 𝛼 of 1.9%, implying that non-Gaussianity is
not the problem. To show that the samples (ITEs) are dependent, we
run a version of the one-sample t -test, i.e., SECRETS-T-P, in which
the estimated ITEs are shuffled across the trials to remove the sample
dependencies existing within a single trial. SECRETS-T-P obtains an
average 𝛼 of 5.5%, which is significantly closer to 𝛼𝑡𝑎𝑟𝑔𝑒𝑡; this result
affirms that the sample dependency induced under SI is the violation
incurred under conventional hypothesis tests. To address the sample
dependency problem, SECRETS implements a hypothesis test that uses
the data to construct a null distribution that captures the dependencies
in the samples and thereby obtains an average 𝛼 of 5.6%. Increasing 𝑇
is expected to help significance levels of SECRETS converge to 5% by
fitting more accurate null distributions. For example, on the CHAMP
dataset with 𝑛𝑎 of 1130, increasing 𝑇 from 100 to 500 samples reduced

from 6.3% to 5.8%, and on the MGTX dataset with 𝑛𝑎 of 40, increasing
from 100 to 1 K samples reduced 𝛼 from 20.7% to 5.2%. In addition,

the oracle version of SECRETS, i.e., SECRETS-O, which constructs the
null distribution using ITEs across all the trials, obtains nearly 5%
significance level across all datasets and arm sizes, suggesting that
SECRETS can benefit from more diverse samples of ITEs under the null
hypothesis, which may be obtained by increasing 𝑇 .

5. Conclusions

In conclusion, we have developed SECRETS, a novel framework
that, for the first time, simulates the cross-over design using only data
from the RCT of interest in order to boost its power (i.e., subject
efficiency). It does this by using SI to estimate ITEs per patient across
both control and treatment groups in order to reduce the variance of
the ATE estimate. Then, it implements a novel data-driven hypothesis
testing strategy suitable for the estimated ITEs since their properties
violate the independence assumption under conventional hypothesis
testing schemes. Evaluated on three real-world Phase-3 clinical RCTs,
i.e., the CHAMP, ICARE, and MGTX studies, SECRETS improves power
over the baseline approach by 6%–54% with an average improvement
of 21.5% (standard deviation of 15.8%) while maintaining comparable
significance levels. In addition, the gains in power reduce the number
of subjects required to obtain a typically desired statistical operating
point of 80% power and 5% significance level by 51% or 580 subjects

per arm on the CHAMP dataset, 76% or 3957 subjects per arm on
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Table 2
Significance level, 𝛼 (%), under different hypothesis testing strategies.

Dataset 𝑛𝑎 SECRETS-T SECRETS-B SECRETS-T-P SECRETS SECRETS-O

CHAMP 550 2.2 2.5 6.8 5.1 5.0
1130 5.3 5.6 5.4 6.3 5.0

ICARE 1250 0.0 0.0 4.3 5.5 5.0
5207 3.5 3.5 5.8 5.7 5.0

MGTX 30 0.0 0.0 5.3 5.7 5.1
40 0.0 0.0 5.3 5.2 5.1

Average – 1.8 1.9 5.5 5.6 5.0
the ICARE dataset, and 25% or 10 subjects per arm on the MGTX
dataset. Our empirical results demonstrate that SECRETS can feasibly
increase success rates for any completed parallel-group Phase-3 RCT, in
contrast to prior approaches that either require external data or impose
conditions on the intervention-condition pairs, thereby saving millions
of US dollars [5]. In addition, while we presented SECRETS in the
context of a typical setup for a Phase-3 parallel-group RCT (i.e., a two-
arm, superiority design [1,3]), SECRETS extends to multi-arm settings
since they reduce to pairwise comparisons between select arms [28]
and extends to equivalence or non-inferiority studies since they just
require appropriate modification of the test design [29]. To further
increase trial success rates, we plan to develop a scheme for sample
size estimation under SECRETS as a study planning aide.
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Appendix A. Secrets pseudocode

tune_SI_hyperparams (Alg. 2) first initializes the set of best hyperpa-
rameters (lines 3–5) and then sweeps over a wide range of candidate
values for 𝜆𝑟𝑖𝑑𝑔𝑒 and 𝜆𝑠𝑣𝑡, tracking the validation performance under
each hyperparameter configuration (lines 6–19), where the validation
performance is the 𝑅2 score between the true validation data and
corresponding SI-derived predictions. To obtain the SI-derived pre-
dictions per unit, tune_SI_hyperparams runs SI (Alg. 3) with the given
candidate hyperparameters and 𝑋𝑡𝑟𝑎𝑖𝑛 as the donor data, and 𝑋𝑣𝑎𝑙[𝑖] as
the target unit data (lines 9–11). After estimating the trajectories across
the validation units, tune_SI_hyperparams calculates the validation per-
formance; if the validation performance improves, it updates the best
hyperparameter configuration (lines 12–17). It concludes by returning
the best hyperparameter configuration over the search range.

SI (Alg. 3) estimates the counterfactual post-intervention trajectory
for the target unit by denoising the donor data with singular value
thresholding (lines 3–5), learning the donor weights with ridge regres-
sion on the pre-intervention (i.e., baseline) data (line 6), and using the
learned donor weights to estimate the target unit’s post-intervention
trajectory from the donors’ post-intervention data (line 9). Since SI is
used to predict the post-intervention trajectory of the target unit, the
unit’s ‘‘counterfactual’’ pre-intervention data is initialized to its original
pre-intervention data (line 8).

tune_critical_value (Alg. 4) searches over critical values to find the
one yielding significance level params.𝛼𝑡𝑎𝑟𝑔𝑒𝑡. First, it sweeps over a
range of candidate critical values, 𝑡𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑠, defined by params.𝑛𝑠,
params.𝑡𝑙𝑜𝑤𝑒𝑟, and params.𝑡𝑢𝑝𝑝𝑒𝑟, and checks if any value obtains the
desired significance level params.𝛼𝑡𝑎𝑟𝑔𝑒𝑡 (lines 9–18). For each 𝑡, it esti-
mates the resulting significance level 𝛼̂ by calling Get_alpha (line 13),
which calculates 𝛼̂ by evaluating the two-sided test with the candidate
critical value 𝑡. Get_alpha (lines 1–8) runs the test on each sample from
the null distribution 𝑠𝑛𝑢𝑙𝑙 (line 4) and calculates the fraction of samples
on which the test returns a reject (line 7). If the critical value yields 𝛼̂
close to params.𝛼𝑡𝑎𝑟𝑔𝑒𝑡 (i.e., based on the error tolerance params.𝛿𝛼𝑡𝑎𝑟𝑔𝑒𝑡 ),
tune_critical_value returns the critical value (lines 14–16); otherwise, it
stores the corresponding significance level and resumes the sweep (line
17).

If none of the candidate values yield significance levels close to
params.𝛼𝑡𝑎𝑟𝑔𝑒𝑡, tune_critical_value updates its search range in a fashion
similar to binary search. First, it identifies the significance level of the

https://www.ninds.nih.gov/sites/default/files/migrate-documents/sig_form_revised_508c.pdf
https://www.ninds.nih.gov/sites/default/files/migrate-documents/sig_form_revised_508c.pdf
https://www.ninds.nih.gov/sites/default/files/migrate-documents/sig_form_revised_508c.pdf
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Algorithm 1 SECRETS
Input:
𝑋𝑐𝑡𝑟𝑙 ∈ R𝑛𝑎×𝑛𝑡 : control group data, where 𝑛𝑎 is the arm size, 𝑛𝑡 is the duration of the study, where 𝑡 = 1 is the pre-intervention timepoint and
𝑡 > 1 is the post-intervention period
𝑋𝑡𝑟𝑒𝑎𝑡 ∈ R𝑛𝑎×𝑛𝑡 : treatment group data, where 𝑛𝑎 is the arm size, 𝑛𝑡 is the duration of the study, where 𝑡 = 1 is the pre-intervention timepoint
and 𝑡 > 1 is the post-intervention period
SI_tuning_params: dictionary containing the following arguments for SI tuning

𝑟𝑡𝑟𝑎𝑖𝑛,𝑣𝑎𝑙: ratio of training to validation set size for tuning SI’s hyperparameters
𝑔𝑒𝑡_𝑜𝑢𝑡𝑐𝑜𝑚𝑒 ∶ R𝑛𝑡 → R: function that calculates the outcome of interest from a patient’s response trajectory under some intervention over the
study duration 𝑛𝑡
𝑇 : number of samples to generate from the null distribution
Testing_params: dictionary containing the following arguments for tuning the test’s critical value

𝛼𝑡𝑎𝑟𝑔𝑒𝑡: target significance level
𝑡𝑙𝑜𝑤𝑒𝑟: critical value search lowerbound; ≥ 0 (because of two-sided testing)
𝑡𝑢𝑝𝑝𝑒𝑟: critical value search upperbound; ≥ 𝑡𝑙𝑜𝑤𝑒𝑟
𝑡𝑙𝑖𝑚𝑖𝑡,𝑒𝑥𝑝: critical value search limit expansion term
𝑛𝑠: number of candidate critical values to search over
𝛿𝛼𝑡𝑎𝑟𝑔𝑒𝑡 : significance level error tolerance

Output:
𝑑: test outcome, 1 means reject and 0 means do not reject the null hypothesis

1: 𝑌𝑐𝑡𝑟𝑙 = estimate_ites(𝑋𝑐𝑡𝑟𝑙 , 𝑋𝑡𝑟𝑒𝑎𝑡, SI_tuning_params, 𝑔𝑒𝑡_𝑜𝑢𝑡𝑐𝑜𝑚𝑒)
2: 𝑌𝑡𝑟𝑒𝑎𝑡 = estimate_ites(𝑋𝑡𝑟𝑒𝑎𝑡, 𝑋𝑐𝑡𝑟𝑙 , SI_tuning_params, 𝑔𝑒𝑡_𝑜𝑢𝑡𝑐𝑜𝑚𝑒)
3: 𝑌 = 𝑐𝑜𝑛𝑐𝑎𝑡𝑒𝑛𝑎𝑡𝑒(𝑌𝑐𝑡𝑟𝑙 , 𝑌𝑡𝑟𝑒𝑎𝑡)
4: 𝑑 = run_hypothesis_test(𝑋𝑐𝑡𝑟𝑙 , 𝑌 , SI_tuning_params, 𝑔𝑒𝑡_𝑜𝑢𝑡𝑐𝑜𝑚𝑒, 𝑇 ,

Testing_params)
5: return 𝑑
Algorithm 2 tune_SI_hyperparams
Input:
𝑋 ∈ R𝑛𝑎×𝑛𝑡 : data from a group exposed to a single intervention, where 𝑛𝑎 is the number of subjects in the group, 𝑛𝑡 is the duration of the study,
where 𝑡 = 1 is the pre-intervention timepoint and 𝑡 > 1 is the post-intervention period
params: dictionary containing the following arguments for SI tuning

𝑟𝑡𝑟𝑎𝑖𝑛,𝑣𝑎𝑙: ratio of the training to validation set size for tuning SI’s hyperparameters
Output:
𝜆𝑟𝑖𝑑𝑔𝑒,𝑏𝑒𝑠𝑡: tuned ridge regularization strength
𝜆𝑠𝑣𝑡,𝑏𝑒𝑠𝑡: tuned truncation threshold for singular value thresholding

1: 𝑋𝑡𝑟𝑎𝑖𝑛, 𝑋𝑣𝑎𝑙 = 𝑠𝑝𝑙𝑖𝑡_𝑡𝑟𝑎𝑖𝑛_𝑣𝑎𝑙(𝑋,params.𝑟𝑡𝑟𝑎𝑖𝑛,𝑣𝑎𝑙)
2: 𝑠𝑖𝑧𝑒, 𝑛𝑡 = 𝑠ℎ𝑎𝑝𝑒(𝑋𝑣𝑎𝑙)
3: 𝑏𝑒𝑠𝑡_𝑠𝑐𝑜𝑟𝑒 = −∞
4: 𝜆𝑟𝑖𝑑𝑔𝑒,𝑏𝑒𝑠𝑡 = NIL
5: 𝜆𝑠𝑣𝑡,𝑏𝑒𝑠𝑡 = NIL
6: for 𝜆𝑟𝑖𝑑𝑔𝑒 ∈ 𝑙𝑜𝑔𝑠𝑝𝑎𝑐𝑒(−3, 3, 7) do
7: for 𝜆𝑠𝑣𝑡 ∈ 𝑙𝑖𝑛𝑠𝑝𝑎𝑐𝑒(0.1, 1, 10) do
8: 𝑋𝑣𝑎𝑙,𝑝𝑟𝑒𝑑 = 0𝑠𝑖𝑧𝑒×𝑛𝑡
9: for 𝑖 = 1, 𝑠𝑖𝑧𝑒 do
0: 𝑋𝑣𝑎𝑙,𝑝𝑟𝑒𝑑 [𝑖]=SI(𝜆𝑟𝑖𝑑𝑔𝑒,𝜆𝑠𝑣𝑡,𝑋𝑡𝑟𝑎𝑖𝑛,𝑋𝑣𝑎𝑙[𝑖])

11: end for
12: 𝑠𝑐𝑜𝑟𝑒 = 𝑔𝑒𝑡_𝑟𝑠𝑞𝑢𝑎𝑟𝑒𝑑(𝑋𝑣𝑎𝑙 , 𝑋𝑣𝑎𝑙,𝑝𝑟𝑒𝑑 )
13: if 𝑠𝑐𝑜𝑟𝑒 > 𝑏𝑒𝑠𝑡_𝑠𝑐𝑜𝑟𝑒 then
14: 𝑏𝑒𝑠𝑡_𝑠𝑐𝑜𝑟𝑒 = 𝑠𝑐𝑜𝑟𝑒
15: 𝜆𝑟𝑖𝑑𝑔𝑒,𝑏𝑒𝑠𝑡 = 𝜆𝑟𝑖𝑑𝑔𝑒
16: 𝜆𝑠𝑣𝑡,𝑏𝑒𝑠𝑡 = 𝜆𝑠𝑣𝑡
17: end if
18: end for
19: end for
20: return 𝜆𝑟𝑖𝑑𝑔𝑒,𝑏𝑒𝑠𝑡, 𝜆𝑠𝑣𝑡,𝑏𝑒𝑠𝑡
middle candidate critical value 𝛼𝑚 (lines 19–20). If params.𝛼𝑡𝑎𝑟𝑔𝑒𝑡 is
less than 𝛼𝑚, tune_critical_value updates its search range to the right
half of the original critical value search space since increasing the
critical value would decrease the significance level (lines 21–22). In ad-
dition, if params.𝛼𝑡𝑎𝑟𝑔𝑒𝑡 is less than the 𝛼̂ associated with params.𝑡𝑢𝑝𝑝𝑒𝑟,
8

arams.𝑡𝑢𝑝𝑝𝑒𝑟 needs to be sufficiently increased (i.e., by params.𝑡𝑙𝑖𝑚𝑖𝑡,𝑒𝑥𝑝)
to ensure the updated search range contains a critical value yielding
𝛼𝑡𝑎𝑟𝑔𝑒𝑡 (lines 23–24). Analogously, if params.𝛼𝑡𝑎𝑟𝑔𝑒𝑡 is greater than 𝛼𝑚,
tune_critical_value updates its search range to the left half of the original
critical value search space since decreasing the critical value would in-
crease the significance level (lines 26–27). In addition, if params.𝛼𝑡𝑎𝑟𝑔𝑒𝑡

is greater than 𝛼̂ associated with params.𝑡𝑙𝑜𝑤𝑒𝑟, params.𝑡𝑙𝑜𝑤𝑒𝑟 needs to
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Algorithm 3 SI
Input:
𝜆𝑟𝑖𝑑𝑔𝑒: ridge regularization strength
𝜆𝑠𝑣𝑡: truncation threshold for singular value thresholding
𝑋𝑑𝑜𝑛𝑜𝑟 ∈ R𝑛𝑑×𝑛𝑡 : donor data, where 𝑛𝑑 is the number of donor subjects, 𝑛𝑡 is the duration of the study, where 𝑡 = 1 is the pre-intervention
timepoint and 𝑡 > 1 is the post-intervention period
𝑋𝑢𝑛𝑖𝑡 ∈ R𝑛𝑡 : target unit data, where 𝑛𝑡 is the duration of the study, where 𝑡 = 1 is the pre-intervention timepoint and 𝑡 > 1 is the post-intervention
period
Output:
𝑋𝑢𝑛𝑖𝑡,𝑐 ∈ R𝑛𝑡 : target unit’s counterfactual data (under the intervention assigned to the donor group) over the study duration

1: 𝑛𝑑 , 𝑛𝑡 = 𝑠ℎ𝑎𝑝𝑒(𝑋𝑑𝑜𝑛𝑜𝑟)
2: 𝑋𝑢𝑛𝑖𝑡 = 𝑟𝑒𝑠ℎ𝑎𝑝𝑒(𝑋𝑢𝑛𝑖𝑡, (1, 𝑛𝑡))
3: 𝑈, 𝑠, 𝑉 𝑇 = SVD(𝑋𝑑𝑜𝑛𝑜𝑟)
4: 𝑆 = {𝑖 ∶ 𝑠[𝑖] ≥ 𝜆𝑠𝑣𝑡}
5: 𝑋𝑑𝑜𝑛𝑜𝑟,𝑡𝑟𝑢𝑛𝑐 =

∑

𝑖∈𝑆 𝑠[𝑖]𝑈 [𝑖]𝑉 [𝑖]𝑇

6: 𝑤 = argmin𝑤 ‖𝑋𝑢𝑛𝑖𝑡[∶, 1] −𝑤𝑇𝑋𝑑𝑜𝑛𝑜𝑟,𝑡𝑟𝑢𝑛𝑐 [∶, 1]‖22 + 𝜆𝑟𝑖𝑑𝑔𝑒‖𝑤‖

2
2

7: 𝑋𝑢𝑛𝑖𝑡,𝑐 = 0𝑛𝑡
8: 𝑋𝑢𝑛𝑖𝑡,𝑐 [1] = 𝑠𝑞𝑢𝑒𝑒𝑧𝑒(𝑋𝑢𝑛𝑖𝑡)[1]
9: 𝑋𝑢𝑛𝑖𝑡,𝑐 [2 ∶] = 𝑠𝑞𝑢𝑒𝑒𝑧𝑒(𝑤𝑇𝑋𝑑𝑜𝑛𝑜𝑟,𝑡𝑟𝑢𝑛𝑐 [∶, 2 ∶])

10: return 𝑋𝑢𝑛𝑖𝑡,𝑐
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be sufficiently decreased (i.e., by params.𝑡𝑙𝑖𝑚𝑖𝑡,𝑒𝑥𝑝 but lowerbounded by
0 because of two-sided testing) to ensure the updated search range
contains a critical value yielding 𝛼𝑡𝑎𝑟𝑔𝑒𝑡 (lines 28–29). After updating
the search range, tune_critical_value continues searching by recursing
with the updated search parameters and returning the identified critical
value (line 32).

Appendix B. Metrics

B.1. Power and significance level

First, we define the target ATE under the alternative setting, i.e., 𝜇 =
𝜇1,𝑡𝑎𝑟𝑔𝑒𝑡, as the ATE measured on the full RCT dataset, and define 𝜇 =
𝜇0 = 0 as the ATE under the null setting. Then, to measure power, 1−𝛽,
iven a sample of size 𝑛𝑎 subjects per arm, we run 𝐿 trials; we simulate
trial under the alternative setting by constructing new control and

reatment groups by sampling 𝑛𝑎 subjects with replacement from the
riginal RCT’s control and treatment groups, respectively. Likewise, we
easure the significance level 𝛼 with 𝐿 trials by simulating the null

etting, in which we construct both the control and treatment groups by
ampling 𝑛𝑎 subjects with replacement from the original RCT’s control
roup.

.2. Power formula evaluation

To evaluate the power formula (Eq. (2)), we set 𝜇̂0 and 𝜇̂1 as the
ean of the distribution of the ATE estimate (derived from the trials)
nder the null and alternative settings, respectively. We estimate 𝜎̂ by
veraging over the standard deviations of the distribution of the ATE
stimate under the null and alternative settings and also report the
tandard deviation in this estimate (std.) to show that the standard devi-
tions of the distributions are comparable. To assess whether the power
ormula is a good model of performance, we report the model’s estimate
f power, 1 − 𝛽, given 𝛼𝑡𝑎𝑟𝑔𝑒𝑡, 𝜇̂0, 𝜇̂1, and 𝜎̂. While the equation may
ot predict measured power, 1 − 𝛽, exactly because of non-normality
f the ATE estimate under a small sample size and differences in the
est procedure, we can still use it to compare methods and qualitatively
ssess how differences in distributions explain differences in power.

We also assess the quality of the estimated ATEs since they may
e of interest [1]. We calculate the errors in the ATE estimates
nder the null and alternative settings by measuring the difference
etween the means of the distribution of the estimated ATEs from
heir corresponding true values, given by 𝜇̂0 − 𝜇0 and 𝜇̂1 − 𝜇1,𝑡𝑎𝑟𝑔𝑒𝑡,
espectively.
9

B

ppendix C. Clinical RCT datasets

.1. CHAMP

The CHAMP study [22] evaluated whether different medications
ould reduce headache frequency and heachache effects among chil-
ren and adolescents suffering from migraines. To assess this, the study
mplemented an RCT containing a placebo group and two treatment
roups receiving amitriptyline and topiramate, respectively. At the end
f the trial, treatment effects were measured on various outcomes,
ncluding change in headache frequency, number of headache days,
nd headache-related disability scores, all relative to baseline measure-
ents. Based on data from 328 subjects collected over 24 weeks, the

tudy did not find any clinically significant between-group differences
cross the health outcomes.

For our experiments, we use the change in the Pediatric Migraine
isability Assessment (PedMIDAS) score as the outcome metric defining

he ATE and the amitriptyline and topiramate as the control and
reatment groups, respectively, because the corresponding ATE was
ore statistically significant among the ATEs defined by other contin-
ous metrics and arm pairs [22,23]. To calculate this ATE, the study
nalyzed a subset of subjects monitored over two visits, i.e., one at
aseline and another near the 24-week endpoint, which comprised 211
ubjects with 107 and 104 subjects in the amitriptyline and topiramate
roups, respectively. After applying the same criterion, we extracted
04 subjects from the original dataset, with 106 in the amitriptyline
roup and 98 in the topiramate group. From our extracted dataset, we
alculated the ATE to be −3.17 units, somewhat comparable to the −4.3
nits reported in the study [23].

.2. ICARE

The ICARE study [24] evaluated whether a new motor training
rogram (Accelerated Skill Acquisition Program or ASAP) could re-
uce upper extremity disability among patients with motor stroke
ore effectively than usual customary care (UCC). To assess this, the

tudy implemented an RCT containing a treatment group exposed to
SAP, a control group exposed to dose-equivalent usual customary care

DEUCC), and another control group exposed to UCC with no constraint
n the dose. At the end of the trial, treatment effects were assessed
ver various outcomes, including changes in Wolf Motor Function Test
WMFT) time, Stroke Impact Scale (SIS) scores, and arm muscle torque.

ased on data from 304 patients collected over one year, the study did
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Algorithm 4 tune_critical_value
Input:
𝑠𝑛𝑢𝑙𝑙 ∈ R𝑇 : 𝑇 samples from the null distribution of the test statistic
params: dictionary containing the following arguments for tuning the test’s critical value

𝛼𝑡𝑎𝑟𝑔𝑒𝑡: target significance level
𝑡𝑙𝑜𝑤𝑒𝑟: critical value search lowerbound; ≥ 0 (because of two-sided testing)
𝑡𝑢𝑝𝑝𝑒𝑟: critical value search upperbound; ≥ 𝑡𝑙𝑜𝑤𝑒𝑟
𝑡𝑙𝑖𝑚𝑖𝑡,𝑒𝑥𝑝: critical value search limit expansion term
𝑛𝑠: number of candidate critical values to search over
𝛿𝛼𝑡𝑎𝑟𝑔𝑒𝑡 : significance level error tolerance

Output:
𝑑: test outcome, 1 means reject and 0 means do not reject the null hypothesis

1: procedure Get_alpha(𝑠𝑛𝑢𝑙𝑙 , 𝑡)
2: 𝛼 = 0
3: for 𝑖 = 1, 𝑙𝑒𝑛𝑔𝑡ℎ(𝑠𝑛𝑢𝑙𝑙) do
4: 𝑟 = |

|

|

𝑠𝑛𝑢𝑙𝑙[𝑖]
|

|

|

> 𝑡
5: 𝛼 = 𝛼 + 𝑟
6: end for
7: return 𝛼∕𝑙𝑒𝑛𝑔𝑡ℎ(𝑠𝑛𝑢𝑙𝑙)
8: end procedure
9: 𝑡𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑠 = 𝑙𝑖𝑛𝑠𝑝𝑎𝑐𝑒(params.𝑡𝑙𝑜𝑤𝑒𝑟,params.𝑡𝑢𝑝𝑝𝑒𝑟,params.𝑛𝑠)

10: 𝛼̂_𝑏𝑦_𝑡 = []
11: for 𝑖 = 1,params.𝑛𝑠 do
12: 𝑡 = 𝑡𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑠[𝑖]
13: 𝛼̂=Get_alpha(𝑠𝑛𝑢𝑙𝑙 , 𝑡)
14: if |𝛼̂ − params.𝛼𝑡𝑎𝑟𝑔𝑒𝑡| < params.𝛿𝛼𝑡𝑎𝑟𝑔𝑒𝑡 then
15: return 𝑡
16: end if
17: 𝛼̂_𝑏𝑦_𝑡[𝑖] = 𝛼̂
18: end for
19: 𝑚 = params.𝑛𝑠∕2
20: 𝛼𝑚 = 𝛼̂_𝑏𝑦_𝑡[𝑚]
21: if params.𝛼𝑡𝑎𝑟𝑔𝑒𝑡 < 𝛼𝑚 then
22: params.𝑡𝑙𝑜𝑤𝑒𝑟 = 𝑡𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑠[𝑚 + 1]
23: if params.𝛼𝑡𝑎𝑟𝑔𝑒𝑡 < 𝛼̂_𝑏𝑦_𝑡[−1] then
24: params.𝑡𝑢𝑝𝑝𝑒𝑟 = params.𝑡𝑢𝑝𝑝𝑒𝑟 + params.𝑡𝑙𝑖𝑚𝑖𝑡,𝑒𝑥𝑝
25: end if
26: else
27: params.𝑡𝑢𝑝𝑝𝑒𝑟 = 𝑡𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑠[𝑚 + 1]
28: if params.𝛼𝑡𝑎𝑟𝑔𝑒𝑡 > 𝛼̂_𝑏𝑦_𝑡[0] then
29: params.𝑡𝑙𝑜𝑤𝑒𝑟 = 𝑚𝑎𝑥(0,params.𝑡𝑙𝑜𝑤𝑒𝑟 − params.𝑡𝑙𝑖𝑚𝑖𝑡,𝑒𝑥𝑝)
30: end if
31: end if
32: return tune_critical_value(𝑠𝑛𝑢𝑙𝑙, 𝑝𝑎𝑟𝑎𝑚𝑠)
r
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Table F.1
Effect of number of trials (𝐿) on Standard’s performance.

Dataset 𝐿 = 1K 𝐿 = 10K

1 − 𝛽 (%) 𝛼 (%) 1 − 𝛽 (%) 𝛼 (%)

CHAMP, 𝑛𝑎 = 1130 81 3.8 81 4.5
ICARE, 𝑛𝑎 = 1250 27 4.1 28 4.9
ICARE, 𝑛𝑎 = 5207 81 5.8 80 5.5

not find any clinically significant between-group differences in a subset
of these scores, i.e., WMFT and SIS hand function score [24,25].

For our experiments, we use the change in arm muscle torque based
on shoulder flexors as the outcome metric defining the ATE, and the
DEUCC and ASAP as the control and treatment groups, respectively,
to speed up experiment time since detecting this ATE with high power
and low significance level required a relatively small sample size for the
baseline method. After applying the study’s data processing protocol to
the original dataset, we extracted data from 183 subjects, with 93 in the
10

control group and 90 in the treatment group, from visits at the baseline h
and one-year endpoints (the number of subjects analyzed per group
is equal to that reported in the study’s analysis). From our extracted
dataset, we calculated the ATE to be −3.00 units, close to the −2.99
eported in the study [25].

.3. MGTX

The MGTX study [26] investigated whether thymectomy combined
ith standard prednisone therapy could treat Myasthenia Gravis more
ffectively than prednisone therapy alone. To assess this, the study
mplemented an RCT, in which the control arm received prednisone
herapy over three years and the treatment arm underwent thymec-
omy and received the same prednisone therapy; at the end of the
rial, treatment effects were measured with respect to the Quantitative
yasthenia Gravis (QMG) total score and required prednisone dose,

oth averaged over the study period. Based on data from 126 subjects
ollected over three years, the study found that thymectomy improved
ealth outcomes with clinical significance; the time-weighted average
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Table F.2
Information to provide in the ‘‘NINDS Data Request Form’’ under the ‘‘Dataset Being Requested’’ section.

Dataset/Fields Trial acronym ClinicalTrials.gov NCT # Trial title Trial PI name

CHAMP CHAMP 01581281 The Childhood and Adolescent Migraine Prevention Study (CHAMP) Scott W. Powers, PhD

ICARE ICARE 00871715 Arm Rehabilitation Study After Stroke (ICARE) Carolee J. Winstein, PhD

MGTX MGTX 00294658 Thymectomy Trial in Non-Thymomatous Myasthenia Gravis Patients
Receiving Prednisone Therapy

Dr. Gary Cutter
R
QMG scores decreased by an average of 2.85 units and the time-
weighted average prednisone dose also decreased by an average of 22
mg.

For our experiments, we use the time-weighted average QMG total
score as the outcome metric defining the ATE, because it was easier
to reproduce [26]. The study calculated the ATE by analyzing a subset
of the population monitored over the three-year window (14 patient
visits or timepoints), which comprised 62 subjects and 56 subjects in
the treatment and control groups, respectively. We followed the study’s
data processing protocol and from the original dataset, we extracted a
dataset with 49 subjects in the treatment group and 47 subjects in the
control group. From our extracted dataset, we calculated the ATE to be
−2.70 units, comparable to the −2.85 units reported in the study.

Appendix D. Implementation details

D.1. Algorithmic parameters

We define the get_outcome function, used by Standard and SECRETS,
for each RCT dataset according to the corresponding outcome metric
specified in Appendix C. For Standard, we set the target significance
level 𝛼𝑡𝑎𝑟𝑔𝑒𝑡 = 5%. For SECRETS, we set the parameters contained in
SI_tuning_params as follows: 𝑟𝑡𝑟𝑎𝑖𝑛,𝑣𝑎𝑙 to 7/3. We set 𝑇 to 100 for CHAMP
and ICARE and 1000 for MGTX. We set the parameters contained in
Testing_params as follows: 𝛼𝑡𝑎𝑟𝑔𝑒𝑡 = 5%, 𝑡𝑙𝑜𝑤𝑒𝑟 = 3, 𝑡𝑢𝑝𝑝𝑒𝑟 = 5, 𝑡𝑙𝑖𝑚𝑖𝑡,𝑒𝑥𝑝 = 2,
𝑛𝑠 = 10, and 𝛿𝛼𝑡𝑎𝑟𝑔𝑒𝑡 = 1𝑒–3. We found this parameter configuration
enabled SECRETS to achieve significance level close to 𝛼𝑡𝑎𝑟𝑔𝑒𝑡. See
Appendix A, Alg. 1 for descriptions of these parameters.

D.2. Computing setup

To run our experiments, we used 28–32 CPU cores, 4 GB of memory
per CPU, and 2.4 GHz Intel Broadwell and 2.6 GHz Intel Skylake pro-
cessors. We implemented the framework and experiments with Python
using standard numerical packages.

Appendix E. Results

We explain how experimental limitations prevented significance
levels under Standard and SECRETS from reaching the target value
(5%) on some datasets. Specifically, increasing the number of trials
𝐿 enables Standard to converge to the 5% significance level while
maintaining comparable power (see Table F.1). In addition, increasing
𝑇 or the number of samples generated under the null distribution
under SECRETS enables it to converge to 5% significance level while
maintaining comparable power. For example, on the CHAMP dataset
with 𝑛𝑎 of 1130, increasing 𝑇 from 100 to 500 samples reduced 𝛼 from
.3% to 5.8% while preserving power, and on the MGTX dataset with
𝑎 of 40, increasing 𝑇 from 100 to 1 K samples reduced 𝛼 from 20.7%
o 5.2% while power decreased from 89.7% to 87.4%. Therefore, since
he significance levels of Standard are actually near 5% (based on more
rials) and those of SECRETS converge to 5% while maintaining power
by increasing 𝑇 ), SECRETS is expected to outperform Standard in these
ases.

ppendix F. Tables

See Tables F.1 and F.2.
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