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Colonies of the social bacterium Myxococcus xanthus go through a morphological transition from
a thin colony of cells to three-dimensional droplet-like fruiting bodies as a strategy to survive star-
vation. The biological pathways that control the decision to form a fruiting body have been studied
extensively. However, the mechanical events that trigger the creation of multiple cell layers and
give rise to droplet formation remain poorly understood. By measuring cell orientation, velocity,
polarity, and force with cell-scale resolution, we reveal a stochastic local polar order in addition to
the more obvious nematic order. Average cell velocity and active force at topological defects agree
with predictions from active nematic theory, but their fluctuations are anomalously large due to
polar active forces generated by the self-propelled rod-shaped cells. We find that M. xanthus cells
adjust their reversal frequency to tune the magnitude of this local polar order, which in turn controls
the mechanical stresses and triggers layer formation in the colonies.

Biological cells often form densely-packed, two-
dimensional monolayers that serve specific biologi-
cal functions. Densely-packed cells with elongated
shapes, from collectives of eukaryotes [1–8] to popula-
tions of bacteria [9–15], typically align with each other
and may behave as active nematic liquid crystals. The
constituents of such active nematics generate internal
active stresses along the axis of alignment, which give
rise to phenomena not found in their passive counter-
parts [16–19]. A hallmark of these systems is the spon-
taneous creation of topological defects – singularities
in the orientation field that play an important role in
apoptotic cell extrusion [2, 5, 20], the accumulation of
neural progenitor cells [8], tissue morphogenesis [21],
and pattern formation in bacterial colonies [10–15].
However, recent work has challenged the complete-

ness of this picture for many of these biological sys-
tems. For example, epithelial cell layers can develop
polar order, which drives flocking, morphogenesis at
defects, and spreading [5, 20, 22]. Motile bacteria are
also driven by polar forces produced by flagella, pili, or
gliding motors. What role does this single-cell polar-
ity have in the collective dynamics? This question has
been addressed using the Self-Propelled Rod (SPR)
model [23–25], in which interactions between rods are
apolar or only weakly polar. Some SPR systems show
long-range nematic order only [26, 27] while others
show a mixture of nematic and polar order [28, 29].
What biological phenomena emerge from the coexis-
tence of polar and nematic order?
Here, we show that polarity fluctuations trigger

the formation of new cell layers, which enables the
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starvation-induced development from monolayers to
droplet-like fruiting bodies in the social bacterium
Myxococcus xanthus [30]. Layers of M. xanthus
cells contain both comet-like defects of topological
charge +1/2 and triangular defects of charge −1/2
(Fig. 1a,b), indicating that the system is nematic.
Previous work showed that the average cell flow
around these defects is well-explained by an active
nematic model [15] (see Fig. S1). Fig. 1c shows the
mean cell velocity ⟨v⟩ near a +1/2 defect, which orig-
inates from the balance between the active nematic
force density,

fa
n = −ζn∇ ·Q, (1)

and an anisotropic cell-substrate friction, where Q =
S(2n̂n̂− I) is the nematic order parameter tensor, n̂
is the director of the nematic order, S is the scalar
order parameter, and ζn is the activity coefficient
[15, 17, 23]. The velocity-based flux through a circular
boundary C around a +1/2 defect, Φv =

∮
C (v · r̂) ds,

is negative, indicating a net influx of cells toward the
defect core. Consequently, +1/2 defects promote cell
accumulation and layer formation (Fig. 1a). Similarly,
−1/2 defects produce a net outflux of cells and fa-
vor the formation of holes within the monolayer [15].
Thus, the nematic order is connected to colony mor-
phology.

While the active nematic theory predicts a steady
flow around +1/2 defects, the nucleation of new lay-
ers is rare, sudden, and stochastic. To study these
stochastic events, we measured the velocity fluctua-
tions. Strikingly, the standard deviations of vx and
vy, σvx and σvy

, are both several times larger than
the mean speed |⟨v⟩| (Fig. 1d). We hypothesized that
these velocity fluctuations are driven by fluctuations
in local polar order around +1/2 defects. To test
this hypothesis, we experimentally measured cell po-
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Fig. 1. Nematic and polar order in thin M. xanthus layers. (a) An exemplary bright field image of cells on a solid
surface and the corresponding number of cell layers (see SI Fig. S2). Yellow line segments indicate the director field (cell
orientations) n̂, and there is a pair of +1/2 (red) and -1/2 (blue) defects in the view. The white scale bar is 10 µm.
(b) Average director field ⟨n̂⟩ around ±1/2 defects. (c) Mean velocity of cell flow ⟨v⟩ around +1/2 defects; the black
arrows show magnitude and direction and the color map shows the speed |⟨v⟩|. (d) Standard deviation σvx and σvy of
the x and y components of the velocity field around +1/2 defects. The black line segments show ⟨n̂⟩. (e) MglB proteins
localize to the rear of the cell and defines individual cell polarity (arrows). The kymograph shows the brightness of
the fluorescent tag for one isolated moving cell (outlined by the white contours). The kymograph captures two reversal
events. The white scale bar is 5 µm. (f) Local cell velocity vn is correlated with local polarity pn. Black circles indicate
measurements in nematically aligned regions (in the black square) while red circles are for measurements in the comet
tail region of +1/2 defects (in the red square). The inset is a zoom-in of the region near pn = 0. The positive direction
for polarity and velocity are labeled by the thick arrows in the director field: it points toward the defect core near +1/2
defects and is left-right symmetric in aligned regions.

larity and traction forces with cellular-scale resolution
simultaneously with the cell velocity, nematic order,
and thickness fields near defects.

Instantaneous cell polarity is the main driver
of cell flow
We measured cell polarity, p, using the mglB::mVenus
strain of M. xanthus. This strain expresses a fluores-
cent fusion to the MglB protein, which is localized to
the rear pole of the cell (Fig. 1e) [31]. By simultane-
ously imaging the cells and the localization of MglB,
we defined the polarity of each cell within the popula-
tion (see SI Sec. III). We calculated the average local
polarity pn and velocity vn in square regions with a
side lp = 12 µm, the length of two cells, where the
subscript n denotes the component projected along

the director. To obtain pn and vn, we reoriented the
regions either with aligned cells or near a +1/2 de-
fect as shown in Fig. 1f, and averaged the horizon-
tal components of p and v , respectively inside the
boxes (see SI Fig. S3). For the +1/2 defect, “right”
was defined as the positive direction, while due to the
left-right symmetry of the aligned region, (pn, vn) and
(−pn,−vn) are equivalent. In the areas with aligned
cells (∇ · Q → 0), fa

n does not drive any consistent
cell flow, and the cell flow is driven by instantaneous
polarity. In these regions, vn is a monotonic function
of pn (Fig. 1f, black), and the slope of vn versus pn
increases as |pn| → 1, indicating that the increase of
local polar order leads to higher cell speed. In con-
trast, near a +1/2 defect, both the nematic and polar
order drive cell motion. Yet, instantaneous local po-
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Fig. 2. Instantaneous cell flux drives layer formation. (a) Two exemplary regions with (A, purple) and without (B,
green) second layer formation. For region A, we set the time at which the second layer appeared as t = 0 min, while for
B, the time point t = 0 min was chosen arbitrarily. The white circles with a radius of lp = 12 µm label the boundaries
of the selected regions, and they each surround a +1/2 defect. (b) Polarity-based flux Φp, velocity-based flux Φv, and
volume change ∆V in regions A (purple) and B (green). (c) Mean (curves) polarity-based flux ⟨Φp⟩, velocity-based flux
⟨Φv⟩, and volume change ⟨∆V ⟩ over multiple regions, each surrounding a +1/2 defect, with (purple) and without (green)
second layer formation, and the corresponding standard errors (shaded areas). The definition of t = 0 min remains the
same.

lar order is still the major driver of the velocity field
as seen in the monotonic vn-pn relationship (Fig. 1f,
red). However, compared to the aligned areas, this
specific arrangement of cells around defects limits the
local cell speed, leading to lower vn as |pn| → 1. Fur-
thermore, at zero polarity pn = 0, the cell velocity is
non-zero (Fig. 1f inset, red); this is the flow driven by
the net active nematic force fa

n (Fig. 1c). Our results
now show that this average velocity due to nematic
forces is small compared to the velocities produced by
polarity fluctuations (Fig. 1f).

Polarity-driven cell influx drives layer forma-
tion
The cell number was approximately constant as the
cells did not grow or divide under our experimental
conditions (see Methods). The formation of a second
layer on top of a monolayer thus requires a local in-
flux of cells via motility. The change in volume ∆V
within a region is given by the velocity-based flux,
∆V = −

∫
Φvhdt, where h is the thickness of the cell

colony (see SI Fig. S4). As polarity fluctuations are
one of the main drivers of cell flows around defects,
they have a major contribution to the cell flux, and
hence to layer formation.

Fig. 2a shows two circular regions with radius lp,
each surrounding a +1/2 defect. A visible second
layer appeared at t = 0 min in region A, while re-
gion B remained as a monolayer. Fig. 2b shows the
polarity-based flux across the boundaries of these two
regions Φp =

∮
C (p · r̂) ds. For A, Φp was consistently

negative starting from several minutes before the out-
of-plane cell motion, while Φp for region B fluctuated
around 0. The resulting velocity-based flux Φv showed

the same trends, with a net influx (Φv < 0) for the
region A but not for B. We identified multiple re-
gions around +1/2 defects with and without layer for-
mation, and show the mean polarity-based flux ⟨Φp⟩,
velocity-based flux ⟨Φv⟩, and volume change ⟨∆V ⟩ in
Fig. 2c. Their trends are consistent with the exem-
plary individual events in Fig. 2b, where Φp and Φv

are directly related to layer formation.
Besides the average instantaneous flux ⟨Φv⟩, we

calculated the flux based on the mean velocity ⟨v⟩
near +1/2 defects (Fig. 1c), and obtained Φ⟨v⟩ =

−5.1 µm2/min. In Φ⟨v⟩, ⟨v⟩ was averaged over all
the +1/2 defects, with or without second layer forma-
tion, while in reporting ⟨Φv⟩, we selected two separate
subsets: those with second layer formation and those
without. Note that Φ⟨v⟩ is significantly weaker than
the value of ⟨Φv⟩ leading to layer formation (Fig. 2c,
purple). This shows that most of the influx at +1/2
defects is due to the strong velocity fluctuation in-
duced by the local polar order, which explains why
out-of-plane cell motion is not deterministic in our sys-
tem. Instead of accumulating cells at a steady rate,
when a second layer forms, it forms fast. Moreover, Φv

and Φp do not always have a strong positive correla-
tion, because the velocity of a cell in the colony is not
directly determined by its polarity but also depends
on its mechanical interactions with neighboring cells.
This involves the active propelling forces generated by
each individual cell, local cell-substrate friction, and
cell-cell contact interactions, which introduce further
stochasticity to the system.

Cellular tractions and layer formation
To probe cellular forces in M. xanthus colonies, we
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Fig. 3. Traction force microscopy (TFM) reveals that large force fluctuations coincide with layer formation. (a)
Illustration of the TFM setup: M. xanthus cells (orange) on a hydrogel surface with embedded fluorescent particles
(green) imaged from below. (b) Experimentally measured and theoretically calculated mean traction field ⟨T ⟩ near
±1/2 defects. The color maps show magnitudes, and the arrows indicate magnitude and direction. (c) Experimentally
measured standard deviation of traction σT near ±1/2 defects. The black lines indicate the mean director field. (d)
Distributions of traction fluctuations |T − ⟨T ⟩| within 5 µm from the centers of +1/2 (red) and −1/2 (blue) defects, and
in regions where the cells were aligned (black). (e) Traction variation when a second layer formed near a +1/2 defect.
The black arrows indicate traction and the yellow lines directors. The white scale bar is 10 µm. (f) Local traction
variation when a second cell layer formed around a +1/2 defect. At each location, we shifted the time series of traction
magnitude |T (t)| such that the formation of the second layer occurred at time t = 0 min. Then we calculated its mean
(black curve) and standard deviation (gray shade).

used traction force microscopy (TFM) [32–34] to mea-
sure the shear stress exerted on the solid substrate
(the x-y plane) by the cells (Fig. 3a). By tracking
the embedded fluorescent particles, we measured the
displacements of the substrate tangential to its sur-
face, and in turn, reconstructed the traction T (see SI
Sec. VI). According to Eq. 1, the active nematic force
fa
n is due to bending and splay in the nematic order,

given by |∇ ·Q| > 0. Consequently, fa
n should be

large near the defects, where ⟨n̂⟩ exhibits strong dis-
tortions (Fig. 1b). This is confirmed by our measure-
ments of the average traction field ⟨T ⟩ around ±1/2
defects (Fig. 3b). We then set out to explain these
measurements theoretically. Since the cells glide on
both the substrate and on neighboring cells, the total
active force density fa has a cell-substrate component
fa
s and a cell-cell component fa

c . The mean traction

reflects the cell-cell interactions: ⟨T ⟩ = ⟨fa
c ⟩ −∇ ⟨P ⟩,

where P is the pressure within the cell layer (see SI
Sec. II). Our measurements agree with the theoreti-
cal predictions (Fig. 3b), assuming the cell layer is an
active nematic system and the average cell-cell active
force ⟨fa

c ⟩ is given by fa
n in Eq. 1 with ζn > 0, which

corresponds to extensile active stresses.

Our experiments showed that, similar to v, the in-
stantaneous traction T (t) had a standard deviation
σT about an order of magnitude larger than the mean
|⟨T ⟩| (Fig. 3c). Unlike ⟨T ⟩, the fluctuations were
not controlled by Q. In regions where the cells were
aligned (∇·Q → 0), there were still consistent, strong
force fluctuations (Fig. 3d). Moreover, traction fluc-
tuations were stronger at +1/2 defects and weaker at
−1/2 defects (Fig. 3c,d), although both types of de-
fects had large |∇·Q| near their cores (see SI Fig. S5).
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Polarity can contribute to these stress fluctuations via
fa
s = ζpp, where ζp represents the polar active force

a cell generates while gliding on the substrate.

The fluctuations in polar active forces (in ζp or p)
will produce fluctuations in the pressure field P in
the cell colony. The local build-up of pressure can
then trigger the formation of new cell layers. Fig. 3e
shows an example of a second layer emerging near a
+1/2 defect, simultaneously with a strong increase in
T . We identified multiple such monolayer to double-
layer transitions and found that |T (t)| increases at
the reference time t = 0, when the second layer forms
(Fig. 3f). The increase in ⟨|T (t)|⟩ upon second layer
formation was about 5 Pa, which significantly exceeds
|⟨T ⟩| ∼ 1 Pa around +1/2 defects (Fig. 3b). The
traction did not relax immediately after second layer
formation. Similar to Φp, |T (t)| evolved slowly, on
the time scale of minutes.

Cell reversals control local polar order and
layer formation
Our results so far show that cell polarity produces
strong fluctuations in traction and cell flux, which
triggers layer formation. How do cells control local
polar order in the system? During locomotion, M.
xanthus cells can reverse their direction of motion
on the minute time scale [35]. Cells control this re-
versal frequency in response to starvation to induce
layer formation. In a nutrient-rich environment, the
average revresal time is τ ≈ 10 min [36, 37] and
the cells spread into a thin layer on a solid surface
(Fig. 1a). As nutrients become scarce, the cells in-
crease τ , which leads to layer formation and ultimately
to three-dimensional droplets called fruiting bodies
[30, 38, 39]. To understand the effect of cellular rever-
sal on surface traction, we probed the non-reversing
mutant ∆frzE while keeping the nutrient-rich envi-
ronment invariant. Fig. 4a shows exemplary maps of
layer thickness for reversing and non-reversing cells.
Across multiple measurements, the non-reversing mu-
tant generated more multi-layer regions than the re-
versing ones (Fig. 4b).

Longer reversal time τ enhances the local polar or-
der in the system. With the polarity assay (see SI
Sec. III), we measured the temporal autocorrelation
functions of p and v, Cp(t) and Cv(t), respectively,
and showed that the correlation times of polarity τp
and velocity τv were approximately equivalent. More
importantly, they both increased along with the local
polarity pn (see SI Fig. S6). Similarly, we measured
Cv(t) for reversing and non-reversing strains (Fig. 4c),
and found that the correlation time increased from
0.8 min with reversals to 3.7 min without, implying
stronger local polar order in the non-reversing cell
colonies. As a result, although the speeds of reversing
and non-reversing cells were similar, the non-reversing
populations generated more persistent flows, leading

to enhanced aggregation.
As expected, the increased local polar order in the

non-reversing cells leads to stronger stress fluctua-
tions, as shown by the longer tail in the traction distri-
bution (Fig. 4d). This increase in traction fluctuations
happens predominantly at low frequencies (Fig. 4e).
The power spectral densities (PSDs) show two differ-
ent power laws: traction generated by reversing cells
follows a f−1.1 power law across almost two decades
in frequency f , while the PSD for non-reversing cells
approaches f−2 at low frequencies (Fig. 4e). Under-
standing the origin of these power laws requires fur-
ther theoretical investigations.

In summary, our experiments reveal stochastic lo-
cal polar order in thin M. xanthus colonies, which not
only leads to strong fluctuations in cell velocity and
mechanical stress but also triggers layer formation.
Although active nematic theory explains the average
flows generated around topological defects and the cell
accumulation that promotes layer formation [15], it
needs to be extended to capture the large stress fluctu-
ations we measure or the stochasticity in layer forma-
tion. Our results show that the polarity fluctuations
generated by collectives of self-propelled rod-shaped
cells produce stronger forces and flows than the ac-
tive nematic stresses around topological defects. We
further show that M. xanthus colonies have found a
simple knob —the cell reversal time —that they can
use to control internal mechanical stress and colony
morphology via tuning the local polar order. This
control mechanism enables the colony to spread on a
surface when nutrients are abundant and then initiate
aggregation when food is scarce.
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Fig. 4. Turning off cell reversal enhances traction fluctuation and layer formation. (a) Representative examples of
layer-number fields for colonies of reversing (left) and non-reversing (right) cells. Yellow lines indicate the director field
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non-reversing cells. (c) Temporal auto-correlation functions of velocity Cv(t) for reversing (turquoise) and non-reversing
(magenta) cells. The same colors are used in the following panels comparing these two strains. (d) Distributions of
traction magnitude |T |. Inset shows the same data in log-linear scale. (e) Power spectral density of traction. The dashed
line has slope −1 and the dot-dashed line has slope −2.
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Jülicher, Mandar M Inamdar, and Daniel Riveline.
Epithelial colonies in vitro elongate through collective
effects. eLife, 10:e57730, January 2021.

[5] Josep-Maria Armengol-Collado, Livio Nicola
Carenza, Julia Eckert, Dimitrios Krommydas,
and Luca Giomi. Epithelia are multiscale active
liquid crystals, 2022.

[6] Guillaume Duclos, Christoph Erlenkämper, Jean-
François Joanny, and Pascal Silberzan. Topologi-
cal defects in confined populations of spindle-shaped
cells. Nature Physics, 13(1):58–62, January 2017.

[7] C. Blanch-Mercader, V. Yashunsky, S. Garcia,
G. Duclos, L. Giomi, and P. Silberzan. Turbulent
Dynamics of Epithelial Cell Cultures. Physical Re-

view Letters, 120(20):208101, May 2018.
[8] K. Kawaguchi, R. Kageyama, and M. Sano. Topo-

logical defects control collective dynamics in neural
progenitor cell cultures. Nature, 545(7654):327–331,
2017.

[9] Dmitri Volfson, Scott Cookson, Jeff Hasty, and Lev S.
Tsimring. Biomechanical ordering of dense cell popu-
lations. Proceedings of the National Academy of Sci-
ences, 105(40):15346–15351, October 2008.

[10] D. Dell’Arciprete, M. L. Blow, A. T. Brown, F. D. C.
Farrell, J. S. Lintuvuori, A. F. McVey, D. Maren-
duzzo, and W. C. K. Poon. A growing bacterial colony
in two dimensions as an active nematic. Nat Commun,
9(1):4190, 2018.

[11] Y. I. Yaman, E. Demir, R. Vetter, and A. Kocabas.
Emergence of active nematics in chaining bacterial
biofilms. Nat Commun, 10(1):2285, 2019.

[12] M. M. Genkin, A. Sokolov, O. D. Lavrentovich, and
I. S. Aranson. Topological defects in a living nematic
ensnare swimming bacteria. Physical Review X, 7(1),
2017.

[13] H. Li, X. Shi, M. Huang, X. Chen, M. Xiao, C. Liu,
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I. EXTENDED DATA

Fig. S1. Comparison between experimentally measured mean traction ⟨T ⟩ and mean velocity ⟨v⟩, and the corresponding
theoretical predictions. (a) Mean traction ⟨T ⟩ near +1/2 (red symbols) and −1/2 (blue symbols) defects. (b) Mean
velocity of the cell flow ⟨v⟩ near +1/2 (red symbols) and −1/2 (blue symbols) defects. In both panels, the top row is
experimental and the bottom row is theoretical. The experimental measurements were obtained with the TFM assay (SI
Sec. III). Both ⟨v⟩ and ⟨T ⟩ were calculated with 7354 frames of +1/2 defects and 6640 frames of −1/2 defects identified
in 11 replicated experiments. Details on how the theoretical velocity and traction distributions were calculated are in
Sec. II. (c) Compare experimental (circles) and theoretical (dashed lines) ⟨Tx(x)⟩ and ⟨vx(x)⟩ at y = 0 µm near the +1/2
(red) and −1/2 (blue) defects. The experimental data shown here are calculated with 7354 frames for the +1/2 defects
and 6640 frames for the −1/2 defects. These defects are identified and tracked in 11 replicated experiments.
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Fig. S2. Layer thickness obtained from the measurement of surface deformation zs. The way we measured zs is
discussed in SI Sec. VII. (a) Illustration of M. xanthus layers on a rigid (top) and soft (bottom) substrate. The orange
rods represent the cells, the cyan lines are air-water interfaces, and the brown lines represent the surfaces of the solid
substrates. On a solid substrate, the water-air interface is deformed to conform to the shape of the cell layer. However,
on a soft substrate, such as in our TFM assay, the substrate was so soft that deforming the substrate was easier than
deforming the water-air interface. As a result, the cells were actually mostly embedded into the gel. We define zs = 0 µm
as the position just below a cell monolayer, so a double layer has zs < 0 and regions on the substrate without any cell
have zs > 0. (b) Probability distribution function (PDF) of zs obtained with ∆pilA cells and the TFM assay. Each blue
curve was obtained from a video in the experiments. The black curve shows the PDF of all the data. The thickness of
each cell layer was about 0.4 µm, thus we chose the red dashed lines as thresholds that turned zs into integer cell layer
thickness nL. (c) Exemplary surface deformation zs measured with the TFM assay. The color map shows zs and the
gray lines show the local director field n̂. The scale bar is 10 µm. (d) Layer thickness of the cell colony nL based on zs.
The color map shows nL and the gray lines show the local director field n̂. The scale bar is 10 µm.
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Fig. S3. Polarity and velocity in ordered regions and near +1/2 defects obtained with the polarity assay. (a) Mean
velocity of cell flow ⟨v⟩ and standard deviations of vx and vy (σvx and σvy ) near +1/2 defects. The black arrows show
the magnitude and direction of ⟨v⟩. The color maps show |⟨v⟩|, σvx , and σvy , respectively. Here ⟨ ⟩ denote the temporal
average across all the frames. (b) Mean cell polarity ⟨p⟩ and standard deviations of px and py (σpx and σpy ) near
+1/2 defects. The black arrows show the magnitude and direction of ⟨p⟩. The color maps show |⟨p⟩|, σpx , and σpy ,
respectively. (c) Probability density functions (PDF) of vn in regions with aligned cells (black) and in the tail region
of +1/2 defects (red). (d) PDF of pn in regions with aligned cells (black) and in the tail region of +1/2 defects (red).
In (c) and (d), vn and pn are calculated as described in SI Sec. V. The positive and negative directions are defined as
shown by the orange arrows in Fig. S16.
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Fig. S4. Equivalence and difference of locally accumulated colony volume obtained with substrate surface deformation
zs and cell velocity v. The minus surface deformation −zs is equivalent to the thickness of the cell layer h: −zs = h.
(a) An exemplary double-layer formation event where the local colony volume increased. The extra volume ∆V was
calculated in two ways: (1) using zs, ∆Vz = −

∫
A
zsdxdy, where A is the area of a circular region of interest with a

radius of lp = 12 µm; and (2) using v, ∆Vv = −w
∫
Φvdt+V0, where w is the thickness of the colony at the boundary of

this circular region C, Φv =
∮
C (v · r̂) ds is the cell flux out of this region, and V0 represents ∆Vv(t = 0). We calculated

∆Vz and
∫
Φvdt directly, and used w and V0 as fitting parameters to match ∆Vz and ∆Vv. The time t = 0 min was

when a double cell layer appeared. (b) Direct comparison between ∆Vz and ∆Vv. The gray data points are from seven
different regions like what (a) shows. The black circles show the mean and the error bars show the standard deviation.
The black dashed line is ∆Vz = ∆Vv. The layer thickness obtained was ⟨w⟩ = 0.46 ± 0.18 µm, which agrees with the
thickness of one cell layer. (c) Mean cell flux ⟨Φv⟩ (red line) and its standard error (shaded area) calculated using the
same seven regions as in (b). (d) Volume change ∆Vz (red) and ∆Vv (black). The solid lines show the mean and the
shaded areas show the corresponding standard errors. (e) Area of the double layer ADL. The solid line shows the mean
and the shaded area show the corresponding standard error. A double layer was defined as regions with zs < −0.2 µm.
The time t = 0 min was when a double layer appeared in panels (c), (d), and (e). We can see that ∆Vz started to increase
before a visible double layer actually appeared, because of the threshold in defining double layers. More interestingly,
∆Vv started increasing even earlier, which we think is due to the compression of cell colony locally. In other words, the
local cell concentration increased first due to the cell influx, then the surface of the substrate started showing visible
deformation, and eventually a visible double layer formed.
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Fig. S5. Mean and fluctuation of −∇ ·Q0, where Q0 =

(
cos(2 ⟨θ⟩) sin(2 ⟨θ⟩)
sin(2 ⟨θ⟩) − cos(2 ⟨θ⟩)

)
and ⟨θ⟩ is the local average director

angle. (a) Mean components of −∇·Q0 near +1/2 defects in the x and y directions, ⟨(−∇ ·Q0) · x̂⟩ and ⟨(−∇ ·Q0) · ŷ⟩,
where x̂ and ŷ are unit vectors in the x and y directions, respectively. (b) Mean x and y components of −∇ ·Q0 near
−1/2 defects, ⟨(−∇ ·Q0) · x̂⟩ and ⟨(−∇ ·Q0) · ŷ⟩. (c) Standard deviations of the x and y components of −∇ ·Q0 near
+1/2 defects, σ [(−∇ ·Q0) · x̂] and σ [(−∇ ·Q0) · ŷ]. (d) Standard deviations of the x and y components of −∇ · Q0

near −1/2 defects, σ [(−∇ ·Q0) · x̂] and σ [(−∇ ·Q0) · ŷ]. Within all the components of ⟨−∇ ·Q0⟩ near ±1/2 defects,
the most significant one was ⟨(−∇ ·Q0) · x̂⟩ for +1/2 defects. All the standard deviations in c and d are of the same
order of magnitude. As a result, the fluctuation in the director field alone does not explain the huge fluctuations in the
velocity and mechanical stress in the system, which were both about one order of magnitude stronger than the mean.
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Fig. S6. Correlation functions and correlation times of polarity p and velocity v in the tail regions of +1/2 defects. (a)

Exemplary correlation functions of polarity Cp(t) =
⟨p(t) · p(0)⟩

⟨|p|2⟩ and velocity Cv(t) =
⟨v(t) · v(0)⟩

⟨|v|2⟩ . The data were fitted

with a stretched exponential function C(t) = exp
[
−(t/τ)β

]
, where τ is the correlation time and β is a fitting parameter.

A pair of Cp(t) and Cv(t) obtained from the data of one defect with relatively short τ (diamonds) and another pair from
another defect with relatively long τ (circles) are shown in the plot. The solid curves show the corresponding best fits.
(b) Compare correlation times obtained with polarity τp and velocity τv. They were approximately equivalent across
two orders of magnitude. (c) Relationship between the correlation time τp and the average local polarity ⟨pn⟩. Higher
polarity leads to a longer correlation time. Each data point in (b) and (c) corresponds to one video of a +1/2 defect.
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Fig. S7. Properties of the ±1/2 defects in thin colonies of ∆frzE cells (without reversal). (a) Experimentally measured
mean directors ⟨n̂⟩ near the ±1/2 defects. (b) Experimentally measured mean velocity of cell flow ⟨v⟩ near the ±1/2
defect. The black arrows show its magnitude and direction and the color map shows the speed |⟨v⟩|. (c) Experimentally
measured mean traction ⟨T ⟩ near ±1/2 defects. The color maps show their magnitudes, and the arrows label their
magnitude and direction. (d) Experimentally measured standard deviation of traction σT near ±1/2 defects. The black
lines show ⟨n̂⟩. (e) Distributions of traction fluctuations |T − ⟨T ⟩| within 5 µm from the centers of +1/2 (red) and −1/2
(blue) defects. (f) Distributions of the forward moving velocity of +1/2 defects v1/2 for the ∆pilA (reversing) and ∆frzE
(non-reversing) cells. The sketch above shows how we defined the defect velocity v1/2. The right-hand side is the positive
direction.
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II. THEORIES ON TRACTION AND CELL FLOW NEAR DEFECTS

A. Landau-de Gennes theory

We use the Landau-de Gennes theory to describe the nematic state of dense, planar bacterial colonies. The
tensorial order parameter is defined as

Q = 2S
(
n̂n̂− 1

2
I
)
, (S1)

where the director n̂ ≡ (cos θ, sin θ) denotes the local axis along which cells align, I is the unit matrix, and S
is the scalar order parameter. The 2D Laudau-de Gennes energy functional takes the form

F(Q,∇Q) =

∫
d2x

[
− a

2
Tr(QTQ) +

b

4

(
Tr(QTQ)

)2

+
L

2
(∇Q) : (∇Q)

]
, (S2)

where a, b > 0 and L denotes the orientation elastic modulus. Note that here we do not include the ∂jQij∂kQik

invariant because in 2D there is no twisting mode of the distortion, which corresponds to the Frank elastic
energy K3

2 |n̂×∇× n̂|2.
Introducing Eq. (S1) into Eq. (S2), we obtain the following nematic energy:

F(S, θ,∇S,∇θ) =
∫
d2x

[
− aS2 + bS4 + L|∇S|2 + 4LS2|∇θ|2

]
. (S3)

In the uniformly ordered phase, the order parameter strength is given by S2
0 = a/2b. Around a defect of charge

q, where θ = qϕ, and S = S0Φ(r), we obtain ∇θ = q/r eϕ and ∇S = S0Φ
′(r) er. Introducing these relations

into Eq. (S3), we obtain, for ±1/2 defects (q = ±1/2),

F [Φ] = LS2
0

∫
2πr̃dr̃

[
− Φ2 +

1

2
Φ4 +

(dΦ
dr̃

)2

+
Φ2

r̃2

]
, (S4)

where we defined a dimensionless radial coordinate as r̃ = r/ℓ, in which ℓ =
√
L/a denotes the nematic

correlation length. Minimizing the energy functional yields the saturating coefficient of the nematic order Φ(r̃),
which satisfies Φ(0) = 0 and Φ(∞) = 1 and the ODE,

−Φ+ Φ3 = Φ′′ +Φ′/r̃ − Φ/r̃2, (S5)

where Φ′ denotes dΦ/dr̃. Although the exact expression for Φ cannot be solved analytically, it can be approxi-
mated by the Padé approximant:

Φ(r̃) ≈
√

0.07r̃4 + 0.34r̃2

1 + 0.41r̃2 + 0.07r̃4
. (S6)

The alignment order parameter S measured by experiments can be fitted by

S(r) = S0Φ(r/ℓ) exp(−r/R), (S7)

where S0, ℓ, and R are fitting parameters, and Φ is given by Eq. S6. The exponential decay is purely phenomeno-
logical. In each frame, in the regions away from the defect cores, the cells are normally well aligned. However,
in different frames (at different times), they may align in different directions. Consequently, when averaged
across all frames, the mean orientational order is weak away from the defect cores. This is why we introduce
an exponential term here in Eq. S7. The measured S(r) are similar between +1/2 defects and −1/2 defects
(Fig. S8). Thus, we use the same parameters to fit both data, yielding S0 = 1.2, ℓ = 0.8 µm, and R = 10 µm.
Note that as a fitting parameter, S0 is allowed to exceed 1, while the order parameters S must be in the range
of [0, 1]. For regions around the topological defects, the complete form of Q is given by

Q(r, ϕ) = S(r)

(
cos(2qϕ) sin(2qϕ)
sin(2qϕ) − cos(2qϕ)

)
, (S8)

where S(r) is given by Eq. (S7).

B. Hydrodynamics of two-dimensional incompressible cell monolayers

Here, we consider the flow in a two-dimensional nematic system driven by the active stress and dampened by
drag-like friction between cells and substrate. In such a microscopic system, inertia plays no role, so the force
balance equation is

fa
s + fa

c + f f
s + f f

c −∇P +∇ · σel +∇ · σµ = 0. (S9)
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Fig. S8. Director field and scalar order parameter S around ±1/2 defects. (a) Experimentally measured mean director
fields around +1/2 (left) and −1/2 (right) defects. The color map shows the scalar order parameter S and the black
lines label the local directors. (b) Theoretically calculated director fields around +1/2 (left) and −1/2 (right) defects.
Labels identical to (a). (c) Radial distribution of the scalar order parameter S for +1/2 (red) and −1/2 (blue) defects.
The black curve is the best fit using Eq. S7.

Term Description
fa
s Active force density due to cells gliding on substrate

fa
c Active force density due to cells gliding on other cells

f f
s Density of friction between cells and substrate

f f
c Density of friction between cells

∇P Pressure gradient
∇ · σel Force density arising from nematic elasticity
∇ · σµ Viscous force density

TABLE S1. Different force densities in the system. Their units are all Pa. The pressure P and stresses σel and σµ are
all linear force densities with the unit Pa·m.

The meanings of the terms are described in Table S1. The basic idea is that cells self-propel by exerting active
forces both on the substrate fa

s and on other cells fa
c , and they experience frictions applied by the substrate f f

s

and by other cells f f
c. The pressure P ensures that the velocity field v satisfies any imposed velocity-divergence

conditions. Lastly, there is an elastic term ∇ · σel due to distortions of the nematic director, and a viscous
term ∇ · σµ due to cell-cell friction. Following previous work [15], we neglected these last two terms in our
calculation.
What is the traction T measured in our TFM experiments? It reflects the total force applied on the substrate

by the cells, thus corresponding to the sum of cell-substrate forces, fa
s + f f

s . By virtue of the force balance
Eq. S9, the traction can also be expressed as the sum of the internal forces in the cell layer:

T = −fa
s − f f

s , (S10a)

T = fa
c + f f

c −∇P. (S10b)

The active force due to cells gliding on the substrate, fa
s is controlled by the instantaneous polarity p of the

cells: each cell pushes the substrate in the direction opposite to its polarity, so we can write

fa
s = ζpp. (S11)

Following [15], we model the friction force as an anisotropic viscous force that depends on the orientation field
of the bacterial cells:

f f
s = −ξ0(I − ϵQ) · v, (S12)

where ξ0 is the isotropic contribution to the friction coefficient, ϵ is the friction anisotropy, and v denotes the
velocity of the cells. The cell-cell active force fa

c results from force dipoles generated between cell pairs. This
force is, therefore, the standard active force in active nematics, which emerges from the active stress σa

c = ζcQ,
with fa

c = −∇ · σa
c , so we get

fa
c = −ζc∇ ·Q. (S13)
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Fig. S9. Distribution of ∇2 ⟨u⟩ near a +1/2 defect. (a) The color map shows the magnitude of
∣∣∇2 ⟨u⟩

∣∣. The black

arrows indicate the magnitude and direction of ∇2 ⟨u⟩. The white bars show the average director field. (b) Distribution
of

∣∣∇2 ⟨u⟩
∣∣ in (a).

Our system is described by extensile active stresses, with a positive active-stress coefficient ζc > 0. Lastly, f f
c

is controlled by the relative velocity between adjacent cells, and it is similar to the viscous dissipation term in
the Navier-Stokes equations:

f f
c = hµc∇2v, (S14)

where h is the thickness of the cell layer and µc is the effective viscosity of the cell colony.

In our experiments, we measured the average traction near the defects. According to Eq. S10, we have

⟨T ⟩ = −⟨fa
s ⟩ −

〈
f f
s

〉
, (S15a)

⟨T ⟩ = ⟨fa
c ⟩+

〈
f f
c

〉
− ⟨∇P ⟩ . (S15b)

Within all these terms,
〈
f f
c

〉
is negligible. Given Eq. S14, we obtain〈

f f
c

〉
= h

〈
µc∇2v

〉
= hµc∇2 ⟨v⟩ . (S16)

The spatial distribution of ∇2 ⟨v⟩ is shown in Fig. S9. Except for the small region very close to the core of the
defect,

∣∣∇2 ⟨v⟩
∣∣ < 2 × 10−4 s−1. According to a recent measurement [40], the loss modulus G′′ of a 12-hour

M. xanthus fruiting body is G′′ ≈ 0.2 kPa at frequency ω = 0.1 Hz and G′′ ≈ 1 kPa at frequency ω = 1 Hz.
Considering the cell speed of the order of microns per minute in our system, 1 Hz is in the high-frequency
regime. As a result, we estimate that the upper limit of the dynamic viscosity in our thin cell layers is about
µc = G′′/ω ≈ 1 kPa·s, which is 106 times more viscous than water. Furthermore, as a fruiting body ages, its
viscosity increases [40]. In our cell monolayer, which is at a much earlier stage than a 12-hour fruiting body,
we expect an even smaller viscosity. Using µc = 1 kPa·s and h = 0.5 µm to estimate the stress due to cell-cell
drag, we get 〈

f f
c

〉
< 0.1 Pa (S17)

in most regions around a +1/2 defect. The actual value of
〈
f f
c

〉
could be even smaller given the way we chose

the parameters’ values. Thus in the following analysis, we assume this term is negligible. Note that here we
neglected the anisotropy in the cell layer, but the estimated order of magnitude should hold.

Now we can introduce all the other terms above to Eqs. S15:

⟨T ⟩ = −ζp ⟨p⟩+ ξ0 ⟨(I − ϵQ) · v⟩ , (S18a)

⟨T ⟩ = −ζc∇ · ⟨Q⟩ − ∇ ⟨P ⟩ . (S18b)

In the experiments, we measured ⟨T ⟩, ⟨Q⟩ (based on θ), and ⟨v⟩. The unknown fields are ⟨p⟩ and ⟨P ⟩ and the
unknown parameters are ζp, ξ0, ϵ, and ζc. Note that all the force densities here are areal force densities, which
have the unit of Pa, and the pressure P has the unit of Pa·m. Correspondingly, ζc has the unit of Pa·m, ζp has
the unit of Pa, and ξ0 has the unit of Pa·s/m.
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Fig. S10. Compressibility of the cell layer near ±1/2 defects. (a) Divergence of the mean cell velocity ⟨∇ · v⟩ near +1/2
(red symbols) and −1/2 (blue symbols) defects. The color maps show ⟨∇ · v⟩, with green being positive and purple being
negative, and the black arrows show the magnitude and direction of local velocity ⟨v⟩. The experimental measurements
were obtained with the TFM assay (SI Sec. III). The mean velocities were calculated with 7354 frames of +1/2 defects and
6640 frames of −1/2 defects identified in 11 replicated experiments. We tracked the motion of these defects, aligned the
velocity fields around them in every frame based on the defects’ locations and orientations, and then calculated the mean.
Note that even though the velocity fields were aligned in the comoving frame of the defects, what we show here and in
the main text are the cell velocities with respect to the substrate (in the lab frame). (b) Velocity flux Φv across a circular
region with radius r and centered at +1/2 (red) and −1/2 (blue) defects, Φv =

∮
C (v · r̂) ds =

∫∫
A (∇ · v) dxdy, where

C is the boundary of this circular region and A is the area it covers. The flux near the +1/2 defect was approximated
by a parabolic function at small r (r < 8.9 µm) and a constant where r > 8.9 µm, as the black dashed line shows. This
means that in the parabolic regime (r < 8.9 µm) ⟨∇ · v⟩ is approximately a constant, and ⟨∇ · v⟩ = 0 as r > 8.9 µm
(c) In the theoretical calculations, we used the approximated spatial distribution of ⟨∇ · v⟩ as a constraint. We assumed
⟨∇ · v⟩ = constant as r < 8.9 µm and 0 otherwise near the +1/2 defects, and we assumed the cell flow near the −1/2
defects was incompressible (⟨∇ · v⟩ = 0). Details are described in SI Sec. II C.

C. Velocity and traction around topological defects

Combining Eq. S18a and Eq. S18b and assuming ⟨p⟩ = 0, the balance of average forces near defects is given
by

⟨T ⟩ = ξ0(I − ϵ ⟨Q⟩) · ⟨v⟩ = −ζc∇ · ⟨Q⟩ − ∇ ⟨P ⟩ . (S19)

The isotropic pressure ⟨p⟩ ensures that ⟨v⟩ satisfies the constraint ∇·⟨v⟩ = j(r), where j is the flux of cells across
cell layers. For −1/2 defects, we impose the incompressibility condition j(r) ≡ 0. To capture the asymmetric
cell flows around the +1/2 defects (Fig. S1), we set

j(r) =

{
−j0 for r ⩽ R0,

0 for r > R0,
(S20)

where r denotes the distance from the defect center, and j0 = 6× 10−3 min−1 and R0 = 8.9 µm are determined
from experimental measurements (Fig. S10). Since ζc sets the scale for the stress/pressure, we rewrite Eq. (S19)

with scaled quantities p̃ = p/ζc and ξ̃ = ξ0/ζc, which yields

ξ̃(I − ϵ ⟨Q⟩) · ⟨v⟩ = −∇ · ⟨Q⟩ − ∇ ⟨p̃⟩ . (S21)

We solve Eq. (S21) numerically to obtain the velocity field ⟨v⟩ as described below. The traction field ⟨T ⟩ is
then computed by ⟨T ⟩ = ξ0(I − ϵ ⟨Q⟩) · ⟨v⟩.
Numerical scheme: To solve Eq. (S21) with the constraint ∇ · ⟨v⟩ = j(r), we formally separate ⟨v⟩ into
⟨v⟩ = ⟨u⟩+ ⟨w⟩, where ⟨w⟩ is an arbitrary velocity field that satisfies ∇ · ⟨w⟩ = j. Specifically, we set ⟨w⟩ = 0
for −1/2 defects, and ⟨w⟩ = w(r)r̂ for +1/2 defects, where w(r) = −j0r/2 for r ⩽ R0 and w(r) = −j0R2

0/(2r)
for r > R0. Next, the governing equation for ⟨u⟩ becomes

ξ̃(I − ϵ ⟨Q⟩) · ⟨u⟩ = −ξ̃(I − ϵ ⟨Q⟩) · ⟨w⟩ − ∇ · ⟨Q⟩ − ∇
〈
P̃
〉
, and ∇ · ⟨u⟩ = 0. (S22)
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Eq. S22 is solved using a semi-implicit Fourier spectral method as previously described [41, 42]. Briefly, we
formally rewrite Eq. (S22) as

a ⟨u⟩ − b∇2 ⟨u⟩ = a ⟨u⟩ − b∇2 ⟨u⟩ − ξ̃(I − ϵ ⟨Q⟩) · (⟨u⟩+ ⟨w⟩)−∇ · ⟨Q⟩ − ∇
〈
P̃
〉
≡ −∇

〈
P̃
〉
+ F (⟨u⟩),

(S23)

where a and b are introduced to stabilize the numerical scheme, and we have grouped all the non-pressure terms
into F (⟨u⟩) = a ⟨u⟩ − b∇2 ⟨u⟩ − ξ̃(I − ϵ ⟨Q⟩) · (⟨u⟩ + ⟨w⟩) −∇ · ⟨Q⟩. Taking the divergence of Eq. (S23) and
using the incompressibility condition ∇ · ⟨u⟩ = 0, we obtain

−∇2
〈
P̃
〉
+∇ · F = 0. (S24)

We denote by [f ]k =
∫
f(x)e−ik·xd2x the Fourier transform of an arbitrary function f(x). The Fourier trans-

form of Eq. (S24) leads to |k|2[
〈
P̃
〉
]k + ik · [F ]k = 0. Introducing this relation into the Fourier transform of

Eq. (S23), we obtain that (a+ b|k|2)[⟨u⟩]k = (I − kk
|k|2 )[F (⟨u⟩)]k. Thus, ⟨u⟩ can be solved using the following

recursion relation

[⟨u⟩(m+1)
]k =

1

a+ b|k|2
(I − kk

|k|2
)[F (⟨u⟩(m)

)]k, (S25)

where the superscript (m) denotes the expression evaluated at the mth iteration step. The iteration ends when

max | ⟨u⟩(m+1) − ⟨u⟩(m) | < 10−3 max
[
⟨u⟩(m+1) ]

. We set a = b = 3ξ̃, and implemented the above numerical
scheme in MATLAB.

Fitting to experimental data: We follow previous work [15] and use ⟨Q⟩ = Φ(r/ℓ)

(
cos(2qϕ) sin(2qϕ)
sin(2qϕ) − cos(2qϕ)

)
in Eq. (S21) to solve for ⟨v⟩. We treat ℓ, ξ0,ϵ, and ζc as fitting parameters. We assume that ±1/2 defects
have the same ℓ, ξ0, and ϵ, but can have different ζc. The values of these fitting parameters are determined by
minimizing the root-mean-square deviation between the model and the experiments, which yields ℓ = 2.0 µm,
ϵ = 0.35, ξ0 = 6.5 Pa ·min/µm, and ζc = 3.8 Pa · µm for +1/2 defects and ζc = 4.8 Pa · µm for −1/2 defects.

III. EXPERIMENTAL METHODS

A. Bacterial strains and culture

Wild type (WT) M. xanthus cells have two types of motility: social (S) motility and adventurous (A) motility.
The former is driven by the type IV pili [43] and the latter by the gliding motors [44]. A strain with both S-
motility and A-motility is called A+S+. Besides WT, we used various genetically modified strains in the
experiments for different purposes. To simplify the intercellular and cell-substrate interactions, we used a
∆pilA mutant, which does not make any type IV pili and thus has no S-motility (A+S−). This mutant has
simpler cell-cell and cell-substrate interactions compared to WT – active force is only generated via direct
contact and each cell can only interact with the substrate or its neighbors. In general, A+S− cells’ behaviors in
a thin layer are very similar to WT (see Fig. S11), so we used an A+S− strain to obtain the data in Figs. 1, 2, 4,
and 5 (reversing) of the main text. To test the effect of cell reversal in Fig. 5 (main text), as the non-reversing
cells we used a ∆frzE mutant (A+S+), which reverses the direction of motion much less frequently compared
to WT and ∆pilA cells in a nutrient-rich environment. Figure S11 shows a comparison of the WT, ∆pilA, and
∆frzE strains, demonstrating that the increased polarity, layering, and stress we see in the non-reversing mutant
is not a function of the presence of pilus-driven S-motility in the ∆frzE strain. To measure the cell polarity in
Figs. 3 and 4 (main text), we used a mglB ::mVenus strain with fluorescent labels on the MglB protein, which
localizes to the lagging pole of the cell. These mglB ::mVenus cells are A+S+ and their behaviors are very close
to WT. The strains and their properties are summed up in Table S2.

Strain Motility With pilus? Reversal? Fluorescent label Reference
WT (DK1622) A+S+ Yes Yes No [15]

∆pilA A+S− No Yes No [34]
∆frzE A+S+ Yes No No [45]

mglB ::mVenus A+S+ Yes Yes MglB [31]

TABLE S2. M. xanthus strains used in the experiments.

To grow the cells from frozen stock, we plated them onto 1.5% agar pads in CTTYE (1% casitone, 10 mM
Tris–HCl, 1 mM KH2PO4, 8 mM MgSO4, and adjusted its pH to 7.6) and kept the plates in a 32◦C incubator
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Fig. S11. Compare three different strains: WT, ∆pilA, and ∆frzE. The WT and ∆pilA cells reverse, but the ∆frzE cells
do not. The WT and ∆frzE cells have type-IV pili, but the ∆pilA cells do not. In all the experiments, the cells stayed
in a nutrient rich environment. (a) Probability distribution functions of cell speed |v| in thin colonies. The difference

between these three strains was minor. (b) Temporal correlation functions of cell velocity Cv(t) =
⟨v(t) · v(0)⟩

⟨|v|2⟩ . The

solid curves show the means and the shaded areas show the standard deviations. Similar to Fig. S6, we fit each Cv(t) to
a stretched exponential function C(t) = exp

[
−(t/τ)β

]
. The WT cells had the minimum correlation time ⟨τ⟩, then it was

the ∆pilA cells, and they both had shorter ⟨τ⟩ than the ∆frzE cells. (c) Areal ratio of regions where the cell colony was
thicker than a monolayer (nL ≥ 2) in the whole field of view of the videos. The ∆frzE cells created more areas where
the cells aggregated into multiple layers compared to the WT and ∆pilA cells. (d) Probability distribution functions
of traction magnitudes |T | for the three strains. The inset shows the same data in log-linear scales. The difference
between the WT and ∆pilA cells was marginal, but they both had significantly narrower distributions than the ∆frzE
strain. (e) Power spectral densities (PSD) of traction T for all three strains. The PSD of WT approached that of ∆pilA
in the low-frequency regime, while it approached that of ∆frzE in the high-frequency regime. This suggests that the
cell reversal controls the low-frequency component of the mechanical stress in the colonies and the pili only affect the
high-frequency regime.

for at least three days. Then we picked some cells from a colony on the agar plate and transferred them into
10 ml CTTYE solution in a flask to make a liquid culture. The flask was kept at 32◦C overnight with shaking.
The optical density (OD) of the liquid culture was measured before each experiment, and we only used cell
cultures in the exponential phase.

B. Preparation of samples for traction force microscopy (TFM assay)

The samples for traction force microscopy (TFM) experiments were prepared using 35 mm diameter Petri
dishes with a 0.17 mm thick glass bottom (Thermo Fisher). The surface of the glass inside the Petri dish was
treated with 3-(Trimethoxysilyl)propyl methacrylate (TMSPMA) so that it combined tightly to the polyacry-
lamide (PAA) hydrogel [46]. The protocol is:

1. Plasma clean the glass surface.
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2. Mix 2% (volume fraction) TMSPMA with 98% (volume fraction) 95% ethanol and adjust its pH to 5.0
with glacial acetic acid.

3. Add 1 ml TMSPMA solution in each Petri dish and remove it after soaking for 2 minutes.

4. Wash each Petri dish three times with pure ethanol and dry it at room temperature for 15 minutes.

The formulas for making PAA gel at three different stiffnesses are listed in Table S3. We always prepared our
gel in two steps: first, we made a PAA stock following the formula in Table S4, and then we made PAA solution
using the corresponding stock. In the main text, all the data were obtained with PAA substrates with a 430 Pa
shear modulus. Fluorescent beads (FluoSpheres Carboxylate-Modified Microspheres, yellow-green fluorescent
505/515, 2% solids) with a 110 nm diameter were distributed uniformly in the PAA solution to measure the
horizontal and vertical deformations at the gel surface. When making the PAA substrate, we put 15 µl PAA
solution in the middle of each Petri dish. Then we put a glass coverslip (Thermo Fisher 12CIR-1, 12 mm
diameter) on top of the droplet and waited half an hour for the PAA to gelate. The 12CIR-1 coverslips were
treated with water repellent in advance to make their surfaces more hydrophobic.

Shear modulus (Pa) PAA Stock (ml) Water (ml) Bead suspension (µl) 10% APS (µl) Temed (µl)
230 0.03 0.2185 10 1.25 0.375
430 0.05 0.1985 10 1.25 0.375
1500 0.075 0.1735 10 1.25 0.375

TABLE S3. Formula for making 0.25 ml PAA hydrogels using the PAA stocks. APS stands for ammonium persulfate
solution in water.

Shear modulus (Pa) 40% Acrylamide (ml) 2% Bis (ml) Water (ml)
230 3.13 1.25 0.63
430 3.13 0.63 1.25
1500 3.13 0.42 1.46

TABLE S4. Formula for making 5 ml PAA stocks.

After gelation, we removed the coverslip and submerged the PAA pad in 66 µg/ml chitosan solution for at
least 45 minutes. The chitosan solution for coating was prepared following these steps:

1. Make 0.2 M Acetic acid (0.12 ml glacial acetic acid to 9.88 ml DI water).

2. Dissolve 10 mg chitosan in 3 ml 0.2 M acetic acid.

3. Make a 1 to 50 dilution of the chitosan solution prepared in Step 2.

Then we removed the chitosan solution, washed the PAA pad once with sufficient DI water, soaked the pad in
sufficient CTTYE for about 10 minutes, removed the CTTYE, and soaked the pad in fresh CTTYE for another
10 minutes. After soaking, we removed CTTYE and dried the excess liquid with paper tissue.

To make the cell monolayer, we used overnight liquid cultures of M. xanthus in CTTYE shaken at 32◦C.
We separated the cells by centrifuging the liquid culture and resuspended them in DI water so that the cell
concentration was 8× the concentration of OD = 1 (550 nm wavelength). The cells were dispersed using a
pipette for at least 1 minute and then shaken on a vortex for at least 30 seconds. Lastly, we added a 1.5 µl
droplet of this concentrated cell suspension onto the surface of the PAA gel, and let it settle for several minutes.
To prevent dehydration of the gel during imaging, we put a 2 mm thick acrylic spacer (cut by a laser cutter)

in each Petri dish and put a 22×22 mm cover glass on top of the spacer to create a chamber above the substrate
and cells. The glass did not touch the gel, so at the air-gel interface, it was gel, cells, and air from bottom
up. Outside the chamber, the edges of the spacer and the cover glass were sealed with Valap (1/3 vaseline, 1/3
lanolin, and 1/3 paraffin by mass). After preparation, we kept the sealed samples in a 32◦C incubator for about
two hours, took them out, and kept them all at room temperature during the imaging session.

C. Preparation of samples for polarity measurement (Polarity assay)

To measure cell polarity, we used the mglB ::mVenus strain, which has fluorescent MglB proteins at the lagging
cell pole. Due to the small size of these fluorescent spots, we needed the cell layer to be very flat so that we
could capture the polarity of as many cells as possible. As a result, to get images with high enough quality
for the analysis, we measured cell polarity using a 1.5% agarose substrate (shear modulus ≈ 50 kPa), which
was much stiffer than the 430 Pa PAA in the TFM assay. Each sample sat on a 25 mm × 75 mm × 1 mm
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glass slide. We laser cut 1 mm thick rubber spacers with an elliptical hole in the middle and put one on each
glass slide. We then dissolved 300 mg agarose powder in 20 ml CTTYE by heating it up, filled each hole with
the solution, and put a 22 mm × 40 mm × 0.15 mm cover glass on top to flatten the surface. It took several
minutes for the agarose to cool down and solidify. Then we removed the cover glass, and on each pad, put 10 µl
liquid culture of mglB ::mVenus cells at 2.5× the concentration of OD = 1. We waited several minutes until
there was no visible liquid on the gel surface and put a 22 mm × 40 mm × 0.17 mm cover glass on top of the
spacer and the gel. We then sealed the edges with Valap and incubated the samples for two hours at 32◦C.

D. Imaging

The images were taken with a commercial Nikon Ti-E microscope with the Perfect Focus System (PFS) and
Yokogawa CSU-21 spinning disk confocal. We used a 60× Plan Apochromat Water Immersion objective (Nikon,
NA 1.20, working distance 0.27 mm) and an Andor Zyla camera. The samples were placed in a humidifying
chamber, and we kept the temperature 25◦C. For TFM, the objective touched the bottom of the Petri dish
and we imaged the gel-cell-air interface from the bottom up, through the substrate. The incident laser beam
(488 nm) went through the sample from below while the white light was emitted above the sample. With
each sample, we took both time series and z-stack images. For the time series, we placed the imaging plane
right at the surface of the substrate, so that we saw the cells and the fluorescent particles simultaneously. In
each acquisition, we took one bright field image of the cells with white light and one fluorescence image of the
fluorescent particles. The time between adjacent acquisitions was 15 s. For the z-stack, we moved the focal
plane in the z direction (perpendicular to the gel surface) from below the gel surface to above. At each z, we
took one bright field image and one fluorescence image. In most experiments, the step size between adjacent z
slices was 0.2 µm. In the others, we used a 2 µm step size to scan across a larger range of z.

For the polarity measurement, the images were taken through the 0.17 mm thick cover glass. We used white
light to take bright field images of the cells and 488 nm laser to image the fluorescently labeled MglB proteins.
We define the z position of the imaging plane that cuts through the cell bodies as z ≡ 0 µm. In each acquisition,
we took one fluorescence image at z = 0 µm and three bright field images at z = −0.9 µm, 0 µm, and 0.9 µm.
The time between adjacent acquisitions was 15 s.

IV. MEASURING DIRECTOR AND VELOCITY FIELDS FROM IMAGES OF CELLS

A. Processing bright field images of the cells

We used the bright field images to obtain the director field and cell flow velocity. We started with some
basic processing steps, including removing the slowly varying background and adjusting the contrast. We also
removed the slow global drift measured using the fluorescence images as described in Section VIA. An example
of the processed bright field images is shown in Fig. S12a.

B. Detecting holes in cell layers

We used the local maximum difference in brightness to separate holes (bare gel surface) from the cell layer.
In a region with cells, this difference is more substantial than for the bare gel surface (holes in the cell layer),
where the brightness is more uniform. For each pixel, we calculated the maximum and minimum brightness,
Ilocal, max and Ilocal, min, respectively, within a 10 × 10 pixel box centered at this pixel. Then we rescaled the
brightness difference using

Idiff = 1− normalize(Ilocal, max − Ilocal, min), (S26)

where “normalize” means adjusting the brightness of the image (Ilocal, max−Ilocal, min) so that it ranges between
0 and 1. The rescaled image Idiff enhances the difference between cell layers and holes as shown in Fig. S12b.
We then set a threshold and binarized Idiff to distinguish holes from cell layers.
In this project, we care more about the regions where there is a densely packed cell layer and the ±1/2

topological defects in these regions. However, sometimes our algorithm recognized some features inside or on
the edges of the holes as ±1/2 defects, and such defects were to be excluded from our analysis. As a result, we
dilated the regions recognized as holes so that their boundaries slightly extended beyond the actual edges of the
holes. This allowed us to only keep the ±1/2 defects located inside the cell layer. We also excluded the holes
with an area smaller than 900 pixels (about 11 µm2). Consequently, when the cell layer was slightly cracked
open in a small region due to a fluctuation in cell concentration, it was still counted as a cell layer. Lastly, we
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Fig. S12. Detecting holes in the bacterial colony. This example was imaged at 60× magnification, and the length scale
is 0.11 µm per pixel. (a) Bright field images of the cells. (b) Rescaled brightness Idiff (Eq. S26). (c) Final result: the
holes are highlighted with darker gray and red edges.

Fig. S13. Measuring director field θ and detecting ±1/2 defects. (a) Bright field image of the cells, with the holes
shaded in a darker color. (b) Director field θ showing the orientation of the cells labeled by both the color map and the
short black lines. The director is horizontal when θ = 0 and θ increases when the line rotates clockwise. (c) Scalar order
parameter S. We label the regions recognized as defects with circles: red circles represent +1/2 defects and blue circles
represent −1/2 defects. The holes are excluded. (d) Directors (yellow lines) overlaid on the bright field image of the
cells. The locations and orientations of the topological defects are labeled using the same color as in (c). The scale bar
in (c) is 10 µm and applies to all panels.

smoothed the edges of the holes both in space and time using a Gaussian filter. The detected holes are labeled
in Fig. S12c.
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C. Nematic order

To characterize the nematic order within a cell layer, we first measured the cell orientation angle θij following
[15, 47] using the pre-processed bright field image. In an image, the brightness of the pixel in row i and column
j is Iij . We calculated the Hessian matrix Hij pixel by pixel, where

Hij =

(
(∂Iij/∂x)

2
(∂Iij/∂x) (∂Iij/∂y)

(∂Iij/∂x) (∂Iij/∂y) (∂Iij/∂y)
2

)
, (S27)

and smoothed each element in the matrix by means of a Gaussian filter with standard deviation σ = 10 pixels
(1.1 µm for 60× magnification). The eigenvector associated with the smallest eigenvalue of Hij gives the local
direction of the smallest brightness gradient, which was taken to represent the cell orientation. An exemplary
director field is shown in Fig. S13b, based on the bright field image in Fig. S13a.

D. Detection and tracking of topological defects

From the measured θij , we obtained the scalar order parameter S:

Sij =

√
⟨cos(2θij)⟩2R + ⟨sin(2θij)⟩2R, (S28)

where ⟨ ⟩R represents averaging within a disk of radius R = 5 pixels (0.55 µm for 60× magnification) centerd at
the pixel (i, j). As shown in Fig. S13c, Sij vanishes near the cores of defects and is approximately 1 everywhere
else. For each point identified as a potential defect core, we calculated the topological charge q by applying its
definition:

q =
1

2π

∮
C
dθ, (S29)

where C is a circular circuit of radius Rc = 6 pixels (0.66 µm at 60×) around the defect core. We ignored
the candidate points with q = 0. For each defect, we identified its axes of symmetry using the method in
Refs. [15, 48]. Specifically, the axis of a +1/2 defect is given by p̂α = ∂βQαβ/|∂βQαβ |, where Q is the nematic
order parameter tensor with components

Qαβ = S [2n̂αn̂β − δαβ ] , (S30)

where n̂ = (cosθ, sinθ). Similarly, for −1/2 defects, we first defined the opposite nematic angle θ′ = −θ, obtained
the corresponding Q′ tensor, and then calculated p̂′α = ∂βQ

′
αβ/|∂βQ′

αβ |. Finally, defining p̂′ = (sinψ′, cosψ′),

one symmetry axis of a −1/2 defect is given by the angle ψ = −ψ′/3. The other two symmetry axes of a −1/2
defect were then found by its three-fold symmetry.
We tracked the defects’ motion using Blair and Dufresne’s particle tracking velocimetry (PTV) code [49]. We

ignored defects that exist for shorter than eight frames (2 minutes). We also ignored defects in holes, and those
within 50 pixels of the edges of the images. Figure S13d shows the director field obtained from the bright field
image, and the locations and orientations of the detected +1/2 (red) and −1/2 (blue) defects. One can see that
some of the singular points circled out in Fig. S13c are not shown in Fig. S13d, because they did not last long
enough and thus were excluded.

E. Measuring velocity and cell flows

We used the method of optical flow to measure cell velocity. After processing the original bright field images
of the cells, we used the MATLAB (R2019a) function opticalFlowFarneback() to obtain the velocity field.
Figure S14(a) shows an exemplary image of the cells with the measured velocity vectors overlaid. The parameters
for the optical flow were calibrated using images of a frzS ::GFP strain. The fluorescently labeled FrzS proteins
generated bright spots at both poles of the cells, which allowed us to measure the same cell flow fields with
two different methods: using PIV for the fluorescent images and optical flow for the bright field images. The
two methods provided the same measurements in most regions. In the end, we calculated the displacement
by integrating the velocity over time and overlaying the displacement curves on top of the kymograph made
from the bright field images (Fig. S14(b)). These orange displacement curves nicely follow the up-and-down
movement of the speckles in the kymograph.
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Fig. S14. Using optical flow to measure the velocity of cell flow. (a) Processed bright field image of the cells with the
orange velocity vectors overlaid. (b) Kymograph obtained by stitching together the same rectangular region (surrounded
by lines in cyan in (a)) in the bright field image series in chronological sequence. This selected region is 300 pixels tall
and 10 pixels wide shown by the cyan rectangle in (a) and (b). The cyan rectangular regions in (a) and (b) are identical.
The overlaid orange curves are the time integral of the y velocity measured at different y positions.

V. MEASURING CELL POLARITY

A. Single-cell polarity vs. velocity

The mglB ::mVenus strain that we used was generated and characterized by Szadkowski et al. [31]. We tested
the strain using samples with sparse cells on the surface, and indeed, the direction of motion of a single cell
was highly correlated with the position of the MglB protein: MglB localized to the lagging pole of the cell
(Fig. S15a).

B. Data processing for cell layers

Combining the fluorescence images of the fluorescent labels and the bright-field images of the cells, we mea-
sured cell polarity p. One way to achieve this is to perform cell segmentation and determine the location of
MglB within each cell. However, this was difficult with our bright-field images, so we used another method
that measured the local polarity without cell segmentation. First, we processed the fluorescence images with
a band-pass filter to denoise and enhanced their contrast, then we located the centers of the fluorescent MglB
labels (Fig. S15b). Then, we measured the local directors at the locations of these centers, as shown by the
yellow lines in Fig. S15c. As Fig. S15d shows, since MglB always appeared close to a cell pole, for each MglB
focus (green dot), we compared the brightness in the bright-field image along the corresponding yellow line.
Because the gap between adjacent cells had lower brightness, the brighter side indicated the inside of the cell,
and the darker side indicated the outside. Since MglB localized to the lagging pole of the cell, we obtained the
polarity vector p pointing along the direction of the yellow line toward the brighter side.

As shown in Fig. S15e-g, in each frame, we obtained the cell polarity (green arrows) and velocity (orange
arrows, see SI Sec. IV) simultaneously. When comparing cell polarity and velocity, we focused on two special
cases: ordered regions where the cells were approximately parallel to each other (Fig. S15e and f) and regions
around +1/2 defects (Fig. S15g). In ordered regions, we observed both polar flows and nematic flows, meaning
the cells moving in the same direction (Fig. S15e) and opposite directions (Fig. S15f), respectively. To quantify
the local polar order, we reoriented the cells to become horizontal, as shown in Fig. S3a. We first calculated the
mean director ⟨n̂⟩, and then rotated the image such that ⟨n̂⟩ became horizontal. Then we took the horizontal
components of the reoriented polarity ph and velocity vh inside a 12 × 12 µm2 square boxes (two cell lengths)
and obtained pn = ⟨ph⟩ and vn = ⟨vh⟩, where ⟨ ⟩ denote spatial average inside the box. Note that ⟨n̂⟩ has
two identical ends, so in the aligned regions, even though we have a cell orientation, we cannot define which
direction is positive or negative. As a result, we combined the data (pn, vn) and (−pn,−vn) in Fig. 1f of the
main text and in Fig. S3a. In an area around a +1/2 defect, we reoriented the cells so that the “comet head”
was on the right-hand side and the “comet tail” on the left, and the tail became horizontal, as shown in Fig. S3b.
We calculated pn = ⟨ph⟩ and vn = ⟨vh⟩ in the same way, but now the square box is explicitly chosen in the
comet tail region. Since the director field of the +1/2 defect breaks the spatial symmetry, now we can define
the positive direction as pointing to the right, as indicated by the arrow in Fig. S3b.
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Fig. S15. Cell polarity measurement. (a) A schematic illustration of the relationship between cell velocity and the
location of the fluorescently labeled MglB protein for a single cell. (b) Fluorescence image of the labeled MglB proteins.
The scale bar represents 2 µm. (c) Bright-field image of the cells in (b) with the positions of the MglB labels (green dots)
overlaid. The yellow lines show the local directors n̂. (d) Reoriented region inside the red box in (c) with one cell body
outlined by the white dashed line. (e-g) Polarity (green) and velocity (orange) vectors overlaid on bright-field images.
The green dots show the MglB labels and their sizes represent the sizes of the bright MglB spots in the corresponding
laser images. The Three types of flow: (e) ordered region with cells moving in the same direction; (f) ordered region
with cells moving in opposite directions; (g) near a +1/2 defect.

VI. MEASURING TRACTION FROM FLUORESCENCE IMAGES

The fluorescence images captured the fluorescent particles close to the surface of the gel. We used particle
imaging velocimetry (PIV) to track their motion and obtained the displacement field of the substrate in the x-y
plane, which is parallel to its surface. Then we used the displacement field to reconstruct the traction field. In
Section VII, we discuss measuring the deformation of the substrate in the direction normal to its surface (the
z direction).

A. Pre-processing fluorescence images

Before running the PIV algorithm, we processed the images using a band pass filter, a local min-max filter,
and a Wiener filter in this order. For the bandpass filter, we used the bpass() function in the particle tracking
velocimetry (PTV) code written by Blair and Dufresne [49]. The window sizes of the filters were chosen to
be larger than the size of individual particles but smaller than the interrogation box in PIV [50]. Exemplary
images in Fig. S17 show the original and processed fluorescent images after every step for 110 nm beads at 60×
magnification.



29

Fig. S16. Relationship between polarity and velocity in ordered regions and near +1/2 defects obtained with the polarity
assay. (a) Relationship between the local mean velocity vn and polarity pn in ordered regions, which were calculated in
12× 12 µm2 boxes (orange square in the inset). First, we reoriented the area so that the cells aligned horizontally. Then
we used the horizontal component of velocity vh and polarity ph to obtain vn = ⟨vh⟩ and pn = ⟨ph⟩, where the mean
was calculated within the square. Each gray point in the plot was obtained with one of such squares. Note that the
directors ⟨n̂⟩ and −⟨n̂⟩ are equivalent, so here we show both (pn, vn) and (−pn,−vn). The black circles and curve show
the mean vn at different pn, and the error bars show the corresponding standard deviation. (b) Relationship between the
local mean velocity vn and polarity pn in the tail region of +1/2 defects (orange square in the inset, also 12× 12 µm2 in
area). The symbols are the same as in (a). Similar to the aligned regions, here we reoriented the areas so that they look
like the inset, and then we calculated vn = ⟨vh⟩ and pn = ⟨ph⟩. Different from the ordered case, here the defect breaks
the spatial symmetry, so we defined a positive direction: vn and pn are positive when pointing to the right and negative
when pointing to the left based on the orientation of the inset. Besides the orange square, we tried a triangular area in
the tail region with the same area when performing these calculations, and the results showed no qualitative difference.

Fig. S17. Images of the 110 nm fluorescent particles at 60× magnification before (a) and after each step of processing:
bandpass filter (b), local max-min filter (c), and Wiener filter (d). The length scale is 0.11 µm/pixel.

Even though we sealed the whole sample, the hydrogel still dehydrated slowly from time to time. As a result,
in some videos, the substrate had a mild drift, where both the cells and the tracer particles moved together
slowly in the field of view. An example of this global drift is shown in Fig. S18. Within 100 frames (about
25 min), the sample drifted approximately 20 pixels (about 1.5 µm) in the y direction, while remaining relatively
steady in the x direction. We removed such global drifts by performing a low-resolution PIV with 400 pixel ×
400 pixel interrogation boxes, calculating the mean displacement in all the boxes in each image, and cropping
the images using a moving window that follows this drift.



30

Fig. S18. Global drift in x and y directions of an exemplary video. (a) Displacement of frame 11 with respect to the
reference frame. The reference frame was frame 53 in this case. The blue lines show the interrogation boxes and the
green arrows show the displacement in every box. (b) Average displacement in the x direction. The red line shows the
relative displacement averaged across all the interrogation boxes, and the blue error bars show the standard deviation.
(c) Average displacement in the y direction. The labels are identical to (b).

B. Measuring displacement at the substrate surface

The displacement of the substrate parallel to its surface was calculated using a custom PIV algorithm. In the
PIV analysis, we used an interrogation box of 20× 20 pixels with an overlap (oversampling) of 50% (10 pixels).
Fig. S19a and b present exemplary kymographs showing the motion of the speckles in a column of interrogation
boxes in the x and y directions, respectively. The corresponding PIV results are overlaid to show a reasonably
good agreement. To further reduce the noise in the measured displacement, we used multiple reference images
while performing PIV. The gap between adjacent reference images was 20 frames. For example, for a video with
117 images, we made frames 1, 21, 41, ... 101 the reference images. Each reference image i was used to calculate
the displacement field in the frames i − 40 to i + 40. Consequently, the displacement field in each frame of
the video was calculated independently multiple times with different reference images. Then we combined the
results obtained from two adjacent reference images by matching the mean displacement within the overlapped
frames. The mean displacement in each frame was then calculated after removing the outliers. Lastly, we shifted
the displacement of the first frame to zero everywhere, so the displacement calculated was all with respect to
the first frame of the video. Fig. S19c shows how the x and y displacements obtained with different reference
images are aligned and stitched together.

C. Traction reconstruction

Based on the x and y displacement field obtained in the previous step, we reconstructed the traction map
following the Green’s function based method described in [32, 33, 51]. When a point force F = Fxx̂+Fy ŷ+Fz ẑ
(x̂, ŷ, and ẑ are unit vectors) is applied on the surface of an elastic medium occupying a half-space, the resulting
displacement field u = uxx̂+ uy ŷ + uz ẑ is
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where E is the Young’s modulus, and r =
√
x2 + y2 + z2 [52]. Since the hydrogel is nearly incompressible, we

set the Poisson’s ratio ν = 0.5 in these equations. When we look at the surface of the gel where z = 0, the
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Fig. S19. Tracking the motion of particles. (a, b) Kymographs of speckle motion in the x (a) and y (b) directions. The
local displacement calculated with the PIV algorithm is shown by the red curves. For each frame, we show an area of
two interrogation boxes tall (40 pixels) and one box wide (20 pixels). The color map represents the brightness of the
images. (c) An example of x (blue) and y (red) displacements calculated with different reference frames and stitched
together. The black curves show the average displacements.

transverse direction (x and y) and the normal direction (z) are independent.
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In two dimensions, the relationship between the tangential traction T (x, y, t) (local force divided by the box
area, unit: Pa) and the displacement field u(x, y, t) is

u = G ∗ T , (S33)

whereG is the Green’s function and ∗ represents convolution in space. In practice, the calculations are performed
in Fourier space, so we actually calculated

T̃ =
(
G̃T G̃+ λ2I

)−1

G̃T ũ, (S34)
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Fig. S20. Find regularization parameter λ using artificially generated traction map. (a) Input traction map. (b)
Coarse-grained displacement field with noise. (c) Reconstructed traction map with λ = 1 nm/Pa. (d) Distribution of
x (blue) and y (orange) displacement when there was no cell on the surface of the gel at 60× magnification. (e) Ratio
between the reconstructed and the input traction magnitudes T/Tin in the regions where Tin > 15 Pa (50% peak value)
as functions of Tin when reconstructed with different λ. (f) We obtained where T/Tin = 1 in (e). On the right hand side
of these intersections, the curves are approximately flat. Here we show the mean and standard deviation of the ratio
T/Tin in the flat regime (blue), and the input Tin at which T/Tin = 1 (orange).

where T̃ and ũ are the Fourier transform of T and u, respectively, G̃ is the Fourier-transformed Green’s function

G̃ij(kx, ky) =
2(1 + ν)

E(k2x + k2y)
3/2

(
(k2x + k2y)− νk2x −νkxky

−νkxky (k2x + k2y)− νk2y

)
, (S35)

I is the unit matrix, the Poisson’s ratio ν ≈ 0.5, and λ is the regularization parameter. In the end, the inverse
Fourier transformation of T̃ gives us the traction map T .

D. Optimizing the regularization parameter

The optimized regularization parameter λ can be estimated using the ratio between the standard deviation
of displacement σu when there is no external force applied and the characteristic traction scale of interest σT
[32]. As λ increases, the noise will be attenuated more significantly, but on the other hand, the magnitude of
the actual signal is suppressed. This trade-off motivates us to take a closer look at how λ affects the final result,
so we generated some artificial traction maps (Fig. S20a), calculated the corresponding displacement field using
Eq. S33, added Gaussian noise with standard deviation σu to the displacement (Fig. S20b), and reconstructed
the traction using our TFM analysis algorithm (Fig. S20c). The parameters we chose in the calculation matched
those in the experiments.
We measured the noise level of displacement using bare gels without any bacterium on the surface. The

distribution of ux and uy on such bare gel surfaces are shown in Fig S20d for 60× magnification, and they each
had a standard deviation of σu ≈ 4.5 nm. The traction T generated by ∆pilA mono-layers is discussed in detail
in the main text. The distribution of its magnitude |T | ≡ T has a characteristic width σT ≈ 10 Pa, so our
expected regularization parameter is λ = σu/σT ≈ 0.5 nm/Pa. In the calculations shown in Fig. S20a-c, the
input traction field had eight circular regions where forces parallel to the surface were applied. Each region had a
radius of rf = 2.5 µm with constant traction of 30 Pa applied uniformly, and then we smoothed their edges with
a moving Gaussian filter (the standard deviation of this Gaussian window was rf/4). We varied the peak value
of the input traction Tin, max and calculated the ratio T/Tin in the regions where Tin > 0.5Tin, max with different
λ, as shown in Fig. S20e. We used two parameters to evaluate the effect of λ: the input traction at which
T/Tin = 1 and the average ratio in the flat region on the right hand side ⟨T/Tin⟩flat. An ideal λ should reduce
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Fig. S21. Measuring substrate deformation perpendicular to the surface (z). (a-c) Bright-field images of the cells (a),
fluorescence images of the fluorescent beads (40 nm) in the substrate (b), and measured surface deformation in z at four
different times. Images in the same column correspond to the same time as those labeled in (c). The scale bars in (b)
indicate 10 µm. (d) The average brightness as functions of time in the two boxes labeled in (b). (e) Sketches of the
relative positions of the fluorescent particles (red dots) and the focal plane (red dashed lines) when the surface of the
substrate (black curves) deforms down or up. (f) Normalized brightness of z-stack images of the fluorescent particles as
a function of z. The blue data were from 12 experiments with ∆pilA cells on the substrate. The dashed black lines are
the linear fits of the two approximately linear regions near and above the substrate surface. Using the slope of the thick
red line, we converted the variation in brightness to the difference in z in the time series, where only one slice in z was
imaged. The solid black line shows the average position of this slice in the time series.

the noise as much as possible while keeping T/Tin close to 1. As shown in Fig. S20f, λ ∈ [0.4, 1] nm/Pa is the
preferred range, and we chose λ = 0.6 nm/Pa as the regularization parameter when analyzing the experimental
data.

VII. DEFORMATION NORMAL TO THE SUBSTRATE SURFACE

A. Measuring normal deformation of the substrate surface

Looking at the fluorescent images, we noticed that the brightness of the particles decreased when a thicker
layer of cells moved across that area. As shown in Fig. S21a and b, a double layer of cells moved across the field
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of view from the lower left corner to the upper right corner, and it caused a shadow in the fluorescent images
that moved with it. We used this variation in brightness to measure the deformation of the substrate surface
in the normal (z) direction (Fig. S21c). The fluorescent brightness is controlled by the surface deformation
because when imaging the time series, our focal plane was right at the surface of the substrate, as illustrated in
Fig. S21d. As the surface deformed downward, less light emitted by the fluorescent particles was captured at
the focal plane, so this region became darker. Similarly, when the surface deformed upward, the light emitted
by the particles on both sides of the focal plane was captured, so this region became brighter. We divided
the fluorescent images with a square lattice with a 20 × 20 pixel2 box size and used the average brightness
within each box to represent the local brightness. The average brightness in two of such boxes (labeled in
Fig. S21b) is shown in Fig. S21e, where the colors of the curves and the boxes match. The figure shows that
the double-layered region both reached and left the cyan box earlier than the magenta box.
To convert this brightness variation into z displacement, when imaging, we took a z-stack at the same location

immediately after taking each time series. In the time series, we took consecutive images at the same z (15 s
between adjacent frames), while in the z-stack, we imaged different slices in z at a rate of about 5 s per slice.
Most z-stack images were taken from tens of microns below the substrate surface to several microns above, with
a step size of ∆z = 0.2 µm. We also took z-stacks that covered the whole substrate thickness with 2 µm step
size. In both the time series and z-stack, we took a bright field image and one or more fluorescent images (one for
each necessary fluorescent color) at each time or z step. From the z-stack, we calculated the average brightness
as a function of z (Fig. S21f) with multiple videos of ∆pilA cells, in which the cells formed a monolayer with
occasional double-layers or holes. The brightness decreases as z increases, and its slope steepens near the
substrate surface. For each experiment, we linearly fitted the section with the steepest slope and the section
above the substrate surface (the section on the right), as shown by the black dashed lines in Fig. S21f. Their
intersection (z0, I0) was used to align the curves in the horizontal direction (z → z − z0) and normalize the
brightness (I → I/I0). The normalized I(z) curves align well with each other, and Fig. S21f shows their mean
and standard deviation. The imaging plane in the time series is indicated by the vertical black line. Above this
plane (up in z), the I(z) curve remains approximately linear across a range of about 1.5 µm. The red line is
a linear fitting of the data in this regime, and its slope kI maps the brightness variation in the time series to
surface deformation:

∆z = ∆I/kI . (S36)

The resulting measurement of z in the time series is shown in Fig. S21c, where the z position below a monolayer
of cells was defined as z = 0 µm. A double layer of cells led to negative z, and a hole in the cell layer led
to positive z. As discussed in the main text, this is because the surface tension at the gel-cell-air interface is
stronger than the stiffness of the substrate, so the interface remained relatively flat, and a “second” layer of
cells grew below the “first” layer.

The distributions of z in the time series taken with the ∆pilA and ∆frzE cells on the substrate are shown
in Fig. S21g. For ∆pilA cells, most cells are within a monolayer (around z = 0 µm). The double layers are at
z ≈ −0.4 µm. In some experiments, there were more cells within the double layer. In some others only small
double layers were formed, thus the peaks at z ≈ −0.4 µm were hard to see. For ∆frzE, more cells formed
clusters thicker than a monolayer, and these clusters were less “layered”. As a result, the curves below z = 0 µm
are more smooth, and the widths of these distribution functions are significantly wider than those obtained with
∆pilA cells. We show this in Fig. S21h by measuring the width in z of each individual P (z) curve at half peak
height where P = Pmax.

B. Zero traction using layer information

To calculate the traction applied on the substrate, we need to know the location of the particles in the
substrate when there is no force applied. However, since our system is not driven by cell growth and we could
not predict the cell motion, it was difficult for us to start from imaging an area without any cells and wait
for the cells to migrate over and form a monolayer. Instead, we always imaged regions with cells already in
frame one and thus did not have the “zero displacement” state of the substrate. The consequence is that for
each pixel in the reconstructed traction map, there is an unknown constant that represents the traction applied
at that location in the first frame. As shown in Fig. S22a, the exemplary particle is at position A (dashed
green circle) when no force applies on the substrate. However, in the first frame of the video, since there is
some non-zero traction applied at this location, it has moved to position B (dashed black circle). When we
calculate its future displacement using frame one as the reference frame, for example, when the particle moves
to position C (solid green circle), we obtain the black arrow instead of the green arrow (correct displacement).
Consequently, at each location, there is an unknown 0 Hz frequency mode (DC component) in the measured
time series of traction (Fig. S22b), and the value of this constant varies pixel by pixel.

One way to remove this unknown DC mode is by setting a threshold frequency and separating the high-
frequency traction from the low-frequency component. The DC mode is part of the low-frequency component
and thus is removed. However, according to Fig. 5(g) of the main text, there is no characteristic frequency that
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Fig. S22. Separating the DC mode from raw traction. (a) A sketch of the problem: when there is no force applied, the
particle in the substrate is at point A (dashed green circle). In Frame 1, it is at point B because the substrate is not
traction free. In a later frame, the particle moves to point C. The green arrow shows its displacement with respect to A,
and the black arrow is with respect to B. At each location, given (b) A sketch of the measured traction (black line) and
the actual traction (green line) as functions of time. The dashed green line labels the DC component that is removed.
(c) Raw traction using frame 1 as the reference. The color map shows z deformation of the substrate surface. The scale
bar represents 10 µm. (d) Traction with the DC component removed.

justifies the value of this frequency threshold. Moreover, removing the low-frequency component flattens the
traction jump when a monolayer to double-layer transition happens as shown in Fig. 4 of the main text.
In this paper, we separated the DC component from the total traction T by taking the normal deformation

z into consideration as well. When the number of cell layers remained constant, the traction fluctuated around
a mean value. So at pixel (i, j), we found the frames in which zij ∈ [−0.1 0.1] µm, calculated the mean
traction ⟨Tij⟩ in these frames, and removed it from the total traction Tij pixel by pixel. This way we removed
the DC component and kept the traction jump when double layers formed. Fig. S22c shows the raw traction
Tij using frame 1 as the reference frame. Fig. S22d shows the traction with the DC components removed
Tij − ⟨Tij(−0.1 ≤ zij ≤ 0.1)⟩. Note that when a hole became a monolayer, or vice versa, there was a traction
variation as well. Ideally, the traction in a hole is zero, and it should increase when cells migrate into this hole.
However, when using the traction below monolayers as the reference, we got the opposite, which can be seen in
Fig. S22d: in the hole near the bottom edge of frame 1 (red region), the traction was non-zero. When the hole
was filled later by cells, the local traction nearly vanished. Nevertheless, since in this paper, we focus on the
monolayer to double-layer transitions, this is not a problem.
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