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Abstract
Scientific advice to the UK government throughout the COVID-19 pandemic has been informed by ensembles of

epidemiological models provided by members of the Scientific Pandemic Influenza group on Modelling. Among other

applications, the model ensembles have been used to forecast daily incidence, deaths and hospitalizations. The models

differ in approach (e.g. deterministic or agent-based) and in assumptions made about the disease and population.

These differences capture genuine uncertainty in the understanding of disease dynamics and in the choice of simplifying

assumptions underpinning the model. Although analyses of multi-model ensembles can be logistically challenging when

time-frames are short, accounting for structural uncertainty can improve accuracy and reduce the risk of over-confidence

in predictions. In this study, we compare the performance of various ensemble methods to combine short-term (14-day)

COVID-19 forecasts within the context of the pandemic response. We address practical issues around the availability of

model predictions and make some initial proposals to address the shortcomings of standard methods in this challenging

situation.
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1 Introduction
Comprehensive uncertainty quantification in epidemiological modelling is a timely and challenging problem. During the
COVID-19 pandemic, a common requirement has been statistical forecasting in the presence of an ensemble of multiple
candidate models. For example, multiple candidate models may be available to predict disease case numbers, resulting
from different modelling approaches (e.g. mechanistic or empirical) or differing assumptions about spatial or age
mixing. Alternative models capture genuine uncertainty in scientific understanding of disease dynamics, different simpli-
fying assumptions underpinning each model derivation, and/or different approaches to the estimation of model parameters.
While the analysis of multi-model ensembles can be computationally challenging, accounting for this ‘structural uncer-
tainty’ can improve forecast accuracy and reduce the risk of over-confident prediction.1,2 A common ensemble approach
is model averaging, which tries to find an optimal combination of models in the space spanned by all individual models.3,4

However, in many settings this approach can fail dramatically: (i) the required marginal likelihoods (or equivalently Bayes
factors) can depend on arbitrary specifications for non-informative prior distributions of model-specific parameters; and (ii)
asymptotically the posterior model probabilities, used to weight predictions from different models, converge to unity on the
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model closest to the ‘truth’. While this second feature may be desirable when the set of models under consideration con-
tains the true model (the M-closed setting), it is less desirable in more realistic cases when the model set does not contain
the true data generator (M-complete and M-open). Here, this property of Bayesian model averaging asymptotically
choosing a single model can be thought of as a form of overfitting. For these latter settings, alternative methods of com-
bining predictions from model ensembles may be preferred, for example, via combinations of individual predictive dens-
ities.5 Combination weights can be chosen via application of predictive scoring, as commonly applied in meteorological
and economic forecasting.6,7 If access to full posterior information is available, other approaches are also possible. Model
stacking methods,8 see Section 2.2, can be applied directly, ideally using leave-one-out predictions or sequential predic-
tions of future data to mitigate over-fitting. Alternatively, the perhaps confusingly named Bayesian model combination
method9,10 could be employed, where the ensemble is expanded to include linear combinations of the available models.
For computationally expensive models, where straightforward generation of predictive densities is prohibitive, a statistical
emulator built from a Gaussian process prior11 could be assumed for each expensive model. Stacking or model combin-
ation can then be applied to the resulting posterior predictive distributions, conditioning on model runs and data.

In this paper, we explore the process of combining short-term epidemiological forecasts for COVID-19 daily deaths, and
hospital and intensive care unit (ICU) occupancy, within the context of supporting UK decision-makers during the pan-
demic response. In practice, this context placed constraints on the information available to the combination algorithms.
In particular, the individual model posterior distributions were unavailable, which prohibited the use of the preferred
approach outlined above, and so alternative methods had to be utilized. The construction of consensus forecasts in the
UK has been undertaken through a mixture of algorithmic model combination and expert curation by the Scientific
Pandemic Influenza group on Modelling (SPI-M). For time-series forecasting, equally-weighted mixture models have
been employed.12–14 We compare this approach to more sophisticated ensemble methods. Important related work is the
nowcasting of the current state of the disease within the UK population through metrics such as the effective reproduction
number, growth rate and doubling time.15 The rest of the paper is organized as follows. Section 2 describes in more detail
methods of combining individual model predictions. Limitations of the available forecast data for the COVID-19 response
are then described in Section 3, and Section 4 compares the performance of ensemble algorithms and individual model
predictions. Section 5 provides some discussion and areas for future work. This paper complements work undertaken in
a wider effort to improve the policy response to COVID-19, in particular a parallel effort to assess forecast performance.16

2 Combinations of predictive distributions
Let y = (y1, . . . , yn)⊺ represent the observed data withM = (M∞, . . . , MK) an ensemble of models, with the kth model
having posterior predictive density pk (ỹ ∣ y), where ỹ is the future data. We consider two categories of ensemble methods:
(i) those that stack the predictive densities as weighted mixture distributions (also referred to as pooling in decision theory);
and (ii) those that use regression models to combine point predictions obtained from the individual posterior predictive
densities. In both cases, stacking and regression weights can be chosen using scoring rules.

2.1 Scoring rules
Probabilistic forecast quality is often assessed via a scoring rule S(p, y) ∈ IR17,18 with arguments p, a predictive density,
and y, a realization of future outcome Y . Throughout, we apply negatively-orientated scoring rules, such that a lower score
denotes a better forecast. A proper scoring rule ensures that the minimum expected score is obtained by choosing the data
generating process as the predictive density. That is, if d is the density function from the true data generating process, then

Ed(S(d, Y )) =
∫
d(y)S(d, y) dy ≤

∫
d(y)S(p, y) dy = Ed(S(p, Y ))

for any predictive density p. Common scoring rules include:

1. log-score: Sl(p, y) = − log p(y);
2. continuous ranked probability score (CRPS): Sc(p, y) = Ep(Y − y)− 1

2 Ep(Y − Y ′), with Y , Y ′ ∼ p and having finite first
moment.

For deterministic predictions, that is, p being a point mass density with support on x, CRPS reduces to the mean
absolute error S(x, y) = |x− y|, and hence this score can be used to compare probabilistic and deterministic predictions.
If only quantiles from p are available, alternative scoring rules include

3. quantile score: Sq,α(p, y) = (1{y < q}− α)(q− y) for quantile forecast q from density p at level α ∈ (0, 1);
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4. interval score: SI ,α(p, y) = (u− l)+ 2
α (l − y)1{y < l}+ 2

α (y− u)1{y > u} for(l, u) being a central (1− α) × 100% pre-
diction interval from p.

Quantile and interval scores can be averaged across available quantiles/intervals to provide a score for the
predictive density. The CRPS is the integral of the quantile score with respect to α. Scoring rules can be used to
rank predictions from individual models or to combine models from an ensemble, for example using stacking or
regression methods.

2.2 Stacking methods
Given an ensemble of models M, stacking methods result in a posterior predictive density of the form

p(ỹ ∣ y) =
∑K
k=1

wkpk (ỹ ∣ y)

where pk is the (posterior) predictive density from model Mk and wk ≥ 0 weights the contribution of the kth model to the
overall prediction, with

∑
k wk = 1. Giving equal weighting to each model in the stack has proved surprisingly effective in

economic forecasting.7 Alternatively, given a score function S and out-of-sample ensemble training data ỹ1, . . . , ỹm,
weights w = (w1, . . . , wK )

⊺ can be chosen via

min
w∈SK

1

m

∑m
i=1

S(p(ỹi ∣ y), ỹi) (1)

where SK = {w ∈ [0, 1]K :
∑

k wk = 1} is the K-dimensional simplex. This approach is the essence of Bayesian model
stacking as described by Yao et al.8

Alternatively, scoring functions can be used to construct normalized weights

wk = f Sk( )∑
k f Sk( ) (2)

with Sk =
∑

i S(pk (ỹi ∣ y)/m being the average score for the kth model, and f being an inversely monotonic function; with
the log-score (1) and f (S) = exp (− S), Akaike Information Criterion style weights are obtained.19

2.3 Regression-based methods
Ensemble model predictions can also be formed using regression methods with covariates that correspond to point forecasts
from the model ensemble. These methods are particularly suited to ‘low-resolution’ posterior predictive information where
only posterior summaries are available and the covariates can be defined directly from, for example, reported quantiles. We
consider two such regression-based methods: Ensemble Model Output Statistics20 (EMOS) and Quantile Regression
Averaging21 (QRA).

EMOS defines the ensemble prediction in the form of a Gaussian distribution

ŷ ∼ N (a+ b1ŷ1 + · · · + bKŷK , c+ dV 2) (3)

where ŷ1, . . . , ŷK are point forecasts from the individual models, c and d are non-negative coefficients, V =∑
k (ŷk − �y)2/(K − 1) is the ensemble variance with �y = ∑

k ŷk/K the ensemble mean, and a and b1, . . . , bK are regression
coefficients. Tuning of the coefficients is achieved by minimizing the average CRPS using out-of-sample data

�Sc(ŷ) = 1

m

∑m
i=1

Sc(ŷ, ỹi)

For ŷ following distribution (3), Sc is available in closed form.20 To aid interpretation, the coefficients can be constrained to
be non-negative (this version of the algorithm is known as EMOS+).

QRA defines a predictive model for each quantile level, β, of the ensemble forecast as

ŷ(β) = b1ŷ1(β)+ · · · + bKŷK (β) (4)

where ŷk (β) is the β-level quantile of the (posterior) predictive distribution for model k. We make the parsimonious assump-
tion that the non-negative coefficients, b1, . . . bK , are independent of the level β, and estimate them by minimizing the
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weighted average interval score across nα central (1− α) × 100% predictive intervals defined from the quantiles, and m
out-of-sample data points:

�SI = 1

mnα

∑m
i=1

∑
α

α

4
SI ,α(ŷ(α), ỹi)

where the factors α/4 weight the interval scores such that at the limit of including all intervals, the score approaches the
CRPS.

3 COVID-19 pandemic forecast combinations
For the COVID-19 response, probabilistic forecasts from multiple epidemiological models were provided by members of
SPI-M at weekly intervals. Especially in the early stages of the pandemic, the model structures and parameters were evolving
to reflect an increased understanding of COVID-19 epidemiology and changes in social restrictions. The impact of evolving
models is discussed in Section 5. Practical constraints on data bandwidth and rapid delivery schedules resulted in individual
model forecasts being reported as quantiles of the predictive distributions for the forecast window, and minimal information
was available about the individual posterior distributions. A dataset similar to that used for this study, but for a different time
window is available to the reader (10.5281/zenodo.6778105). Whilst EMOS and QRA can be directly applied using only
posterior summaries, to implement stacking we estimated posterior densities as skewed-Normal distributions fitted to each
set of quantiles. Stacking weights are obtained similarly to (2), with f taken to be the reciprocal function,22 that is

wk =
∑m

i=1 λ
m−i�S

−1
ik

SK
(5)

with

�Sik =
∑
α

Sq,α(ŷk (α), ỹi)

and

SK =
∑K
k=1

∑m
i=1

λm−i�S
−1
ik .

The exponential decay term (with λ = 0.9) controls the relative influence of more recent observations.
In Section 4, three choices of stacking weights are compared: (i) reciprocal weights (5), which are invariant with respect

to future observation times t + 1, . . . , t + m, (ii) equal-weights wk = 1/K , and (iii) time-varying weights constructed via
exponential interpolation between (i) and (ii) to reduce the influence on forecasts further in the future of the performance of
individual models in the training window.

4 Comparing the performance of ensemble and individual forecasts
The performance of the different ensemble and individual forecasts from K = 7 models provided by SPI-M was assessed
for four separate 14 day forecast windows. For each window, the ensemble methods were trained by comparing forecasts
from the individual models for the m = 20 days immediately preceding the forecast window, to corresponding observa-
tional data obtained from government-provided data streams. Three different COVID-19-related quantities (see Table 1)
for the four UK nations and seven regions were considered. Note that each model only provided forecasts for a subset
of quantities and nations/regions. Since there was an overlap between 14 day forecasts provided at weekly intervals for
each model, training predictions were selected as the most recently reported that had not been conditioned on data from

Table 1. COVID-19 value types (model outputs of interest) for which forecasts were scored.

Value types Description

death_inc_line New daily deaths by date of death

hospital_prev Hospital bed occupancy

icu_prev Intensive care unit (ICU) occupancy
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the combination training window. The forecast and training windows are summarized in Table 2. The assessment was con-
ducted after a sufficient delay such that the effects of under-reporting on the observational data was negligible. However, it
is unknown whether individual SPI-M models attempted to account for potential under-reporting bias in the data used for
parameter fitting.

We present results for the individual models and stacking, EMOS and QRA ensemble methods, as described in Section
2. Data-driven, equal and time-varying weights were applied with model stacking (see Section 3). EMOS coefficients were
estimated by minimizing CRPS, with the intercept set to zero to force the combination to use the model predictions. While
this disabled some potential for bias correction, it was considered important that the combined forecasts could be inter-
preted as weighted averages of the individual model predictions. QRA was parameterized via minimization of the
average of the weighted interval scores for the 0% (i.e. the quantile score for the median), 50% and 90% prediction inter-
vals, as described in Section 2.3. The same score was used to calculate the stacking weights in (5). In each case, m = 20
ensemble training data points were used, and optimization was performed using a particle swarm algorithm.23 Performance
was measured for each model/ensemble method using the weighted average of the interval score over the 14 day forecast
window and 0%, 50% and 90% intervals. In addition, three well-established assessment metrics were calculated; sharp-
ness, bias and calibration.24 Sharpness (σ) is a measure of prediction uncertainty, and is defined here as the average
width of the 50% central prediction interval over the forecast window. Bias (β) measures over- or under-prediction of a
predictive model as the proportion of predictions for which the reported median is greater than the data value over the fore-
cast window. Calibration (γ) quantifies the statistical consistency between the predictions and data, via the proportion of
predictions for which the data lies inside the 50% central predictive interval. The bias and calibration scores were linearly
transformed as β̂ = (0.5− β)/0.5 and γ̂ = (0.5− γ)/0.5, such that a well-calibrated prediction with no bias or uncertainty
corresponds to (β̂, γ̂, σ) = (0, 0, 0).

Table 3 summarizes the performance of the ensemble methods and averaged performance of the individual models
across the four forecast windows. Averaged across nations/regions, the best-performing forecasts for new daily deaths
were obtained using stacking with time-invariant weights; for hospital bed occupancy QRA performed best; and for
ICU occupancy, the best method was EMOS. The lowest interval scores occur when predicting new daily deaths, reflecting
the more accurate and precise individual model predictions for this output, relative to the others. The ensemble methods
also all perform similarly for this output. Importantly, every ensemble method improves upon the average scores for the
individual models. This means that with no prior knowledge about model fidelity, if a single forecast is desired, it is better
on average to use an ensemble than to select a single model.

To examine the performance of the ensemble methods, and individual model predictions, in more detail, we plot results
for the nations/regions separately for different forecast windows, see Figure 1 for two examples. We plot bias (β̂) against
calibration (γ̂) and divide the plotting region into four quadrants; the top-right quadrant represents perhaps the least worry-
ing errors, as here the methods over-predict the outcomes with prediction intervals that are under-confident. Where both
observational data and model predictions were available, the metrics were evaluated for the three value types and 11
regions/nations. Unfortunately, it is difficult to ascertain any patterns for either example. The best forecasting model
was also highly variable across nations/regions and value types (as shown for calibration and bias in Figure 2), and
was often an individual model.

The variability in performance was particularly stark for QRA and EMOS, which were found in some cases to vastly
outperform the individual and stacked forecasts, and in others to substantially underperform (as shown in Figure 3). The
former case generally occurred when all the individual model training predictions were highly biased (e.g. for occupied
ICU beds in the South West for the 23rd June forecast). In these cases, the non-convexity of the QRA and EMOS coeffi-
cients led to forecasts that were able to correct for this bias. The problem of bias correction is, of course, the case for which
these methods were originally proposed in weather forecasting. Whether this behaviour is desirable depends upon whether
the data is believed to be accurate, or itself subject to large systematic biases, such as under-reporting, that is not accounted

Table 2. Forecast windows and the corresponding dates over which the ensemble methods were trained. The number of contributing

individual models is provided for each forecast window. Model 6 was missing for the week beginning 23rd June, and Model 5 was missing

for the week beginning 14th July.

Forecast window start date Training window Number of contributing models

23rd June 2020 13th June–22nd June 6

30th June 2020 20th June–29th June 7

7th July 2020 27th June–6th July 7

14th July 2020 4th June–13th July 6
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for within the model predictions. The latter case of underperformance occurred in the presence of large discontinuities
between the individual model training predictions and forecasts, corresponding to changes in model structure or para-
meters. This disruption to the learnt relationships between individual model predictions, and the data (as captured by
the regression models), led to increased forecast bias (an example of this is shown in Figure 4).

In comparison, the relative performance of the stacking methods was more stable across different regions/nations and
value types (see Figure 3), which likely reflects the conservative nature of the simplex weights in comparison to the opti-
mized regression coefficients. The latter were often observed to assign all the weight to a single model, which is potentially
not a robust strategy in the context of evolving model structures. In terms of sharpness, the stacked forecasts were always
outperformed by the tight predictions of some of the individual models, and by the EMOS method.

It is worth noting the delay in the response of the combination methods to changes in individual model performance. For
example, the predictions from model eight for hospital bed occupancy in the Midlands improved considerably to become
the top-performing model on 7th July. The weight assigned to this model, for example in the stacking with time-invariant
weights algorithm, increased from 15% on 7th July to 48% (out of two models providing forecasts for this value type and
region) on the 14th July, but only became the highest weighted model (87%) for the forecast window beginning on 21st
July. This behaviour arises from the requirement for sufficient training data from the improved model to become available
in order to detect the change in performance.

5 Discussion
Scoring rules are a natural way of constructing weights for forecast combinations. In comparison to Bayesian model aver-
aging, weights obtained from scoring rules are directly tailored to approximate a predictive distribution and reduce sensi-
tivity to the choice of prior distribution. Crucially use of scoring rules avoids the pitfall associated with model averaging of
convergence to a predictive density from a single model, even when the ensemble of models does not include the true data
generator. Guidance is available in the literature for which situations different averaging and ensemble methods are appro-
priate.25 In this study, several methods (stacking, EMOS and QRA) to combine epidemiological forecasts have been inves-
tigated within the context of the delivery of scientific advice to decision-makers during a pandemic. Their performance was
evaluated using the well-established sharpness, bias and calibration metrics as well as the interval score. When averaged
over nations/regions, the best-performing forecasts according to both the metrics and interval score, originated from the

Table 3. Median interval and mean bias and calibration scores for each value type, averaged over regions/nations for each ensemble

algorithm. The mean score for the individual models is also shown. Rows are ordered by increasing the interval score in each subtable.

The median was chosen for the interval score due to the presence of extreme values.

Model �SI β̂ γ̂

(a) death_inc_line

Stacked: time-invariant weights 2.16 0.66 0.49

Stacked: equal-weights 2.25 0.72 0.57

QRA 2.28 0.65 0.51

Stacked: time-varying weights 2.43 0.76 0.45

EMOS 2.82 0.76 0.54

Models 3.03 0.77 0.61

(b) hospital_prev

QRA 18.0 0.80 0.78

Stacked: time-invariant weights 24.5 0.81 0.68

Stacked: time-varying weights 25.4 0.84 0.77

EMOS 25.4 0.82 0.76

Stacked: equal-weights 27.6 0.82 0.79

Models 33.2 0.88 0.77

(c) icu_prev

EMOS 2.62 0.76 0.63

QRA 3.68 0.84 0.75

Stacked: time-invariant weights 3.8 0.78 0.75

Stacked: time-varying weights 3.84 0.78 0.74

Stacked: equal-weights 4.07 0.79 0.77

Models 4.28 0.85 0.74

QRA: Quantile Regression Averaging; EMOS: Ensemble Model Output Statistics.
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Figure 1. Sharpness, bias and calibration scores for the (left) individual and (right) ensemble forecasts, for all regions and value types

delivered on (top) 30th June and (bottom) 7th July 2020. Note that multiple points are hidden when they coincide. The shading of the

quadrants (from darker to lighter) implies a preference for over-prediction rather than under-prediction, and for prediction intervals

that contain too many data points, rather than too few.
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time-invariant weights stacking method for new daily deaths, EMOS for ICU occupancy, QRA for hospital bed occupancy.
However, the performance metrics for each model and ensemble method were found to vary considerably over the different
regions and value type combinations. Whilst some individual models were observed to perform consistently well for par-
ticular region and value type combinations, the extent to which the best-performing models remain stable over time
requires further investigation using additional forecasting data.

The rapid evolution of the models (through changes in both parameterization and structure) during the COVID-19 out-
break has led to substantial changes in each model’s predictive performance over time. This represents a significant chal-
lenge for ensemble methods that essentially use a model’s past performance to predict its future utility, and has resulted in
cases where the ensemble forecasts do not represent an improvement to the individual model forecasts. For the stacking
approaches, this challenge could be overcome by either (a) additionally providing quantile predictions from the latest
version of the models for (but not fit to) data points within a training window or (b) sampled trajectories from the posterior
predictive distribution for the latest model at data points that have been used for parameter estimation. Option (a) would
allow direct application of the current algorithms to the latest models but may be complicated by the addition of a model
structure due to, for example, changes in control measures, whilst (b) would enable the application of full Bayesian stack-
ing approaches using, for example, leave-one-out cross validation.8 However, it is important to consider the practical

Figure 2. The best-performing individual model or ensemble method for each region/nation and value type (for forecasts delivered on

the 23rd and 30th June, and 7th and 14th July 2020), evaluated using the absolute distance from the origin on the calibration-bias plots.

Ties were broken using the sharpness score. For each date, only the overall best-performing model/ensemble is displayed, but for

clarity, the results are separated into (left) individual models and (right) combinations. Region/nation and value type pairs for which

there were less than two individual models with both training and forecast data available were excluded from the analysis.
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constraints on the resolution of information available during the rapid delivery of scientific advice during a pandemic. With
no additional information, it is possible to make the following simple modification to the regression approaches to reduce
the prediction bias associated with changes to the model structure or parameters.

Analysis of the individual model forecasts revealed large discrepancies between the past and present forecasts for an
individual model could lead to increased bias, particularly for the QRA and EMOS combined forecasts. Overlapping of
past and present forecasts allows this discrepancy to be characterized, and its impact reduced by translating the individual
model predictions (covariates) at time t (ỹk (α)) in the regression models) to match the training predictions for the start of the

Figure 3. Performance of individual models and ensemble methods for each region/nation and value type (for forecasts delivered on

the 23rd and 30th June, and 7th and 14th July 2020). The height of each bar is calculated as the reciprocal of the weighted average

interval score, so that higher bars correspond to better performance. Gaps in the results correspond to region/nation and value type

pairs for which a model did not provide forecasts. No combined predictions were produced for Scotland hospital_prev on the 7th July

as forecasts were only provided from a single model.
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forecast window, t0. For cases where the discrepancy is large (e.g. Figure 4), the reduction in the bias of this shifted QRA
(SQRA) over QRA is striking, see Figure 5).

Table 4 shows the average interval scores for the SQRA algorithm over the four forecast windows. For new daily deaths
and ICU occupancy, the SQRA algorithm achieves better median scores than the other methods considered. These

Figure 5. QRA (blue) and SQRA (green) forecasts for hospital bed occupancy in the North West region for a forecast window

beginning on 14 May. SQRA corrects for the discontinuity between past and current forecasts for the individual model (black line) that

corresponds to the covariate with the largest coefficient. Data is shown in red. (Colour figure available online)

QRA: Quantile Regression Averaging; SQRA: shifted QRA.

Figure 4. Quantile Regression Averaging (QRA) forecast for hospital bed occupancy in the North West region. A large discontinuity

between the current and past forecasts (black line) of the individual model corresponding to the covariate with the largest regression

coefficient can lead to increased bias for the QRA algorithm. The median, 50% and 90% QRA prediction intervals are shown in blue,

while the data is shown in red. (Colour figure available online)
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promising results motivate future research into ensemble methods that are robust to the practical limitations imposed by the
pandemic response context.

Acknowledgements
The research in this paper was undertaken as part of the CrystalCast project, which is developing and implementing methodology to
enhance, exploit and visualize scientific models in decision-making processes. This work has greatly benefited from parallel research
led by Sebastian Funk (LSHTM) and was conducted within a wider effort to improve the policy response to COVID-19. The authors
would like to thank the SPI-M modelling groups for the forecast data used in this paper, and Harriet Davies-Mullan, Paige Pearson
and Phillippa Spencer for provision of the observational data. We would also like to thank Tom Finnie at PHE and the SPI-M secretariat
for their helpful discussions. Finally, we would like to thank the reviewers for their thoughtful comments and efforts towards improving
this article.

Declaration of conflicting interests
The author(s) declared no potential conflicts of interest with respect to the research, authorship, and/or publication of this article.

Funding
The author(s) received no financial support for the research, authorship, and/or publication of this article.

ORCID iD
D. S. Silk https://orcid.org/0000-0002-0307-094X

References
1. Semenov MA and Stratonovitch P. Use of multi-model ensembles from global climate models for assessment of climate change

impacts. Clim Res 2010; 41: 1–14.
2. Raftery AE, Madigan D and Hoeting JA. Bayesian model averaging for linear regression models. J Am Stat Assoc 1997; 92: 179–

191.
3. Madigan D, Raftery AE, Volinsky C, et al. Bayesian model averaging. In Proceedings of the AAAI workshop on integrating multiple

learned models, Portland, OR, pp. 77–83, 1996.
4. Hoeting JA, Madigan D, Raftery AE, et al. Bayesian model averaging: A tutorial. Stat Sci 1999; 382–401.
5. Wallis KF. Combining density and interval forecasts: A modest proposal. Oxf Bull Econ Stat 2005; 67: 983–994.
6. Gneiting T, Raftery AE, Westveld III AH, et al. Calibrated probabilistic forecasting using ensemble model output statistics and

minimum CRPS estimation. Mon Weather Rev 2005; 133: 1098–1118.
7. McDonald C and Thorsrud LA. Evaluating density forecasts: Model combination strategies versus the RBNZ. Reserve Bank of New

Zealand, Technical Report DP2011/03. 2011.
8. Yao Y, Vehtari A, Simpson D, et al. Using stacking to average Bayesian predictive distributions (with discussion). Bayesian Anal

2018; 13: 917–1007.
9. Minka TP. Bayesian model averaging is not model combination, pp. 1–2, http://www.stat.cmu.edu/minka/papers/bma.html (2000).
10. Monteith K, Carroll JL, Seppi K, et al. Turning Bayesian model averaging into Bayesian model combination. In: The 2011 inter-

national joint conference on neural networks, 2011. pp. 2657–2663, IEEE.
11. Kennedy MC and O’Hagan A. Bayesian calibration of computer models (with discussion). J R Stat Soc B 2001; 63: 425–464.
12. Scientific Advisory Group for Emergencies. SPI-M-O: COVID-19 short-term forecasting: Academic summary positions, 2 April

2020. GOV.UK Coronavirus (COVID-19) Rules, guidance and support, 2020.
13. Scientific Advisory Group for Emergencies. Combining forecasts (s0123). GOV.UK coronavirus (COVID-19) rules, guidance and

support, 2020.
14. Scientific Advisory Group for Emergencies. Combining model forecast intervals (s0124). GOV.UK coronavirus (COVID-19) rules,

guidance and support, 2020.

Table 4. Median interval, mean bias and calibration scores for short Quantile Regression Averaging (SQRA) for each value type, over

the four forecast windows.

�SI β̂ γ̂

death_inc_line 1.86 0.45 0.46

hospital_prev 24.0 0.86 0.72

icu_prev 2.23 0.66 0.63

1788 Statistical Methods in Medical Research 31(9)

https://orcid.org/0000-0002-0307-094X
https://orcid.org/0000-0002-0307-094X
http://www.stat.cmu.edu/minka/papers/bma.html
http://www.stat.cmu.edu/minka/papers/bma.html


15. Maishman T, Schaap S, Silk DS, et al. Statistical methods used to combine the effective reproduction number, R(t), and other related
measures of COVID-19 in the UK. arXiv:2103.01742, 2021.

16. Funk S et al. Short-term forecasts to inform the response to the covid-19 epidemic in the UK. Stat Methods Med Res 2021, submitted.
17. Gneiting T and Raftery AE. Strictly proper scoring rules, prediction and estimation. J Am Stat Assoc 2007; 102: 359–378.
18. Gneiting T and Ranjan R. Comparing density forecasts using threshold- and quantile-weighted scoring rules. J Bus Econ Stat 2011;

29: 411–422.
19. Burnham KP and Anderson DR. Model selection and multimodel inference. 2nd ed. New York: Springer, 2002.
20. Gneiting Tilmann, Raftery Adrian E, I Anton HWestveld II, et al. Calibrated probabilistic forecasting using ensemble model output

statistics and minimum CRPS estimation. Mon Weather Rev 2005; 133: 1098–1118.
21. Nowotarski J and Weron R. Computing electricity spot price prediction intervals using quantile regression and forecast averaging.

Comput Stat 2015; 30: 791–803.
22. McDonald C, Thorsrud LA et al. Evaluating density forecasts: Model combination strategies versus the RBNZ. Reserve Bank of

New Zealand, Technical report. 2011.
23. Kennedy J and Eberhart R. Particle swarm optimization. In: Proceedings of ICNN’95-international conference on neural networks,

1995, vol. 4, pp. 1942–1948, IEEE.
24. Gneiting T, Balabdaoui F and Raftery AE. Probabilistic forecasts, calibration and sharpness. J R Stat Soc B Stat Methodol 2007; 69:

243–268.
25. Höge M, Guthke A and Nowak W. The hydrologist’s guide to Bayesian model selection, averaging and combination. J Hydrol

(Amst) 2019; 572: 96–107.

Silk et al. 1789


	1  Introduction
	2  Combinations of predictive distributions
	2.1  Scoring rules
	2.2  Stacking methods
	2.3  Regression-based methods

	3  COVID-19 pandemic forecast combinations
	4  Comparing the performance of ensemble and individual forecasts
	5  Discussion
	 Acknowledgements
	 References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile ()
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 5
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2003
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    33.84000
    33.84000
    33.84000
    33.84000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    9.00000
    9.00000
    9.00000
    9.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A0648062706410642062900200644064406370628062706390629002006300627062A002006270644062C0648062F0629002006270644063906270644064A06290020064506460020062E06440627064400200627064406370627062806390627062A00200627064406450643062A0628064A062900200623064800200623062C06470632062900200625062C06310627062100200627064406280631064806410627062A061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0020064506390020005000440046002F0041060C0020062706440631062C062706210020064506310627062C063906290020062F0644064A0644002006450633062A062E062F06450020004100630072006F006200610074061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d044204380020043704300020043a0430044704350441044204320435043d0020043f04350447043004420020043d04300020043d043004410442043e043b043d04380020043f04400438043d04420435044004380020043800200443044104420440043e043904410442043204300020043704300020043f04350447043004420020043d04300020043f0440043e0431043d04380020044004300437043f0435044704300442043a0438002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b0020006e0061002000730074006f006c006e00ed006300680020007400690073006b00e10072006e00e100630068002000610020006e00e1007400690073006b006f007600fd006300680020007a0061015900ed007a0065006e00ed00630068002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006c006100750061002d0020006a00610020006b006f006e00740072006f006c006c007400f5006d006d006900730065007000720069006e0074006500720069007400650020006a0061006f006b00730020006b00760061006c006900740065006500740073006500740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003b303b903b1002003b503ba03c403cd03c003c903c303b7002003c003bf03b903cc03c403b703c403b103c2002003c303b5002003b503ba03c403c503c003c903c403ad03c2002003b303c103b103c603b503af03bf03c5002003ba03b103b9002003b403bf03ba03b903bc03b103c303c403ad03c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f006200650020005200650061006400650072002000200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005E205D105D505E8002005D405D305E405E105D4002005D005D905DB05D505EA05D905EA002005D105DE05D305E405E105D505EA002005E905D505DC05D705E005D905D505EA002005D505DB05DC05D9002005D405D205D405D4002E002005DE05E105DE05DB05D9002005D4002D005000440046002005E905E005D505E605E805D905DD002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV <FEFF005a00610020007300740076006100720061006e006a0065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0061007400610020007a00610020006b00760061006c00690074006500740061006e0020006900730070006900730020006e006100200070006900730061010d0069006d006100200069006c0069002000700072006f006f006600650072002000750072006501110061006a0069006d0061002e00200020005300740076006f00720065006e0069002000500044004600200064006f006b0075006d0065006e007400690020006d006f006700750020007300650020006f00740076006f00720069007400690020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006b00610073006e0069006a0069006d0020007600650072007a0069006a0061006d0061002e>
    /HUN <FEFF004d0069006e0151007300e9006700690020006e0079006f006d00610074006f006b0020006b00e90073007a00ed007400e9007300e900680065007a002000610073007a00740061006c00690020006e0079006f006d00740061007400f3006b006f006e002000e9007300200070007200f300620061006e0079006f006d00f3006b006f006e00200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002c00200068006f007a007a006f006e0020006c00e9007400720065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00610074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002c00200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002000e9007300200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c00200020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b007500720069006500200073006b00690072007400690020006b006f006b0079006200690161006b0061006900200073007000610075007300640069006e007400690020007300740061006c0069006e0069006100690073002000690072002000620061006e00640079006d006f00200073007000610075007300640069006e007400750076006100690073002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200069007a0076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0074007500730020006b00760061006c0069007400610074012b0076006100690020006400720075006b010101610061006e00610069002000610072002000670061006c006400610020007000720069006e00740065007200690065006d00200075006e0020007000610072006100750067006e006f00760069006c006b0075006d0075002000690065007300700069006500640113006a00690065006d002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f3007700200050004400460020007a002000770079017c0073007a010500200072006f007a0064007a00690065006c0063007a006f015b0063006901050020006f006200720061007a006b00f30077002c0020007a0061007000650077006e00690061006a0105006301050020006c006500700073007a01050020006a0061006b006f015b0107002000770079006400720075006b00f30077002e00200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000700065006e007400720075002000740069007001030072006900720065002000640065002000630061006c006900740061007400650020006c006100200069006d007000720069006d0061006e007400650020006400650073006b0074006f00700020015f0069002000700065006e0074007200750020007600650072006900660069006300610074006f00720069002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043f044004350434043d04300437043d043004470435043d043d044b044500200434043b044f0020043a0430044704350441044204320435043d043d043e04390020043f043504470430044204380020043d04300020043d043004410442043e043b044c043d044b04450020043f04400438043d044204350440043004450020043800200443044104420440043e04390441044204320430044500200434043b044f0020043f043e043b044304470435043d0438044f0020043f0440043e0431043d044b04450020043e0442044204380441043a043e0432002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e00200020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f00620065002000500044004600200070007200650020006b00760061006c00690074006e00fa00200074006c0061010d0020006e0061002000730074006f006c006e00fd0063006800200074006c0061010d00690061007201480061006300680020006100200074006c0061010d006f007600fd006300680020007a006100720069006100640065006e0069006100630068002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e000d000a>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f0062006500200050004400460020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020006e00610020006e0061006d0069007a006e006900680020007400690073006b0061006c006e0069006b0069006800200069006e0020007000720065007600650072006a0061006c006e0069006b00690068002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF004d00610073006100fc0073007400fc002000790061007a013100630131006c006100720020007600650020006200610073006b01310020006d0061006b0069006e0065006c006500720069006e006400650020006b0061006c006900740065006c00690020006200610073006b013100200061006d0061006301310079006c0061002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043404400443043a04430020043d04300020043d0430044104420456043b044c043d043804450020043f04400438043d044204350440043004450020044204300020043f04400438044104420440043e044f044500200434043b044f0020043e044204400438043c0430043d043d044f0020043f0440043e0431043d0438044500200437043e04310440043004360435043d044c002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames false
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks true
      /AddColorBars false
      /AddCropMarks true
      /AddPageInfo true
      /AddRegMarks false
      /BleedOffset [
        9
        9
        9
        9
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks true
      /IncludeHyperlinks true
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


