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I. Espinoza
Instituto de Fı́sica, Pontificia Universidad Católica de Chile, Santiago, Chile
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Purpose: An accurate assessment of out-of-field dose is necessary to estimate the risk of second can-
cer after radiotherapy and the damage to the organs at risk surrounding the planning target volume.
Although treatment planning systems (TPSs) calculate dose distributions outside the treatment field,
little is known about the accuracy of these calculations. The aim of this work is to thoroughly com-
pare the out-of-field dose distributions given by two algorithms implemented in the Monaco TPS,
with measurements and full Monte Carlo simulations.
Methods: Out-of-field dose distributions predicted by the collapsed cone convolution (CCC) and
Monte Carlo (MCMonaco) algorithms, built into the commercially available Monaco version 5.11 TPS,
are compared with measurements carried out on an Elekta Axesse linear accelerator. For the mea-
surements, ion chambers, thermoluminescent dosimeters, and EBT3 film are used. The BEAMnrc
code, built on the EGSnrc system, is used to create a model of the Elekta Axesse with the Agility col-
limation system, and the space phase file generated is scored by DOSXYZnrc to generate the dose
distributions (MCEGSnrc). Three different irradiation scenarios are considered: (a) a 10 × 10 cm2

field, (b) an IMRT prostate plan, and (c) a three-field lung plan. Monaco’s calculations, experimental
measurements, and Monte Carlo simulations are carried out in water and/or in an ICRP110 phantom.
Results: For the 10 × 10 cm2 field case, CCC underestimated the dose, compared to ion chamber
measurements, by 13% (differences relative to the algorithm) on average between the 5% and the
≈2% isodoses. MCMonaco underestimated the dose only from approximately the 2% isodose for this
case. Qualitatively similar results were observed for the studied IMRT case when compared to film
dosimetry. For the three-field lung plan, dose underestimations of up to ≈90% for MCMonaco and
≈60% for CCC, relative to MCEGSnrc simulations, were observed in mean dose to organs located
beyond the 2% isodose.
Conclusions: This work shows that Monaco underestimates out-of-field doses in almost all the cases
considered. Thus, it does not describe dose distribution beyond the border of the field accurately.
This is in agreement with previously published works reporting similar results for other TPSs. Ana-
lytical models for out-of-field dose assessment, MC simulations or experimental measurements may
be an adequate alternative for this purpose. © 2020 The Authors. Medical Physics published by Wiley
Periodicals LLC on behalf of American Association of Physicists in Medicine [https://doi.org/
10.1002/mp.14356]
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1. INTRODUCTION

In recent decades, radiotherapy (RT) has undergone consider-
able development that has had a positive impact on long-term
outcomes for cancer patients. This has increased the interest
in assessing the risk of radiogenic second cancers, whose
induction is associated with the inevitable exposure to radia-
tion of tissues outside the treatment field.1 In order to opti-
mize the outcome, treatment regimes must be improved to
not only maximize the probability of local tumor control but
also to minimize the probability of radio-induced effects to
normal tissues (including the risk of cancer induction). For
that, the concept of uncomplicated and cancer-free control
probability (UCFCP) has been recently proposed.2 This
approach requires further knowledge about the carcinogenic
potential and deterministic effects of the out-of-field radiation

doses, which in turn has to be accurately assessed. Unfortu-
nately, this latter is a complex task,3 and there is no estab-
lished and reliable method to be currently used in the clinical
routine, which poses unique challenges to clinical medical
physicists.4

Today, the methodology used to determine dose from
external beam RT includes measurements, treatment planning
systems (TPSs), and Monte Carlo simulations.5 These meth-
ods are generally well established for therapeutic (in-field)
dose assessments but present several challenges for out-of-
field regions. In particular, TPSs are not commissioned for
out-of-field dose calculations, and significant uncertainties
are reported outside the treatment field borders. For example,
Howell et al.6 described that a TPS (Eclipse’s analytic aniso-
tropic algorithm, AAA, V8.6) underestimated the dose up to
55% at 11.25 cm from the treatment field of a clinically
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relevant plan, compared to measurements with thermolumi-
nescent dosimeters (TLDs). A similar result was obtained by
Huang et al.,7 who also compared TPS (Pinnacle V9.0) dose
calculations with TLD measurements. In this work, they
reported a TPS underestimation of up to 100% and an overes-
timation of up to 14% of mean doses at peripheral organs for
different IMRT plans. In another work, Joosten et al.8

reported differences in out-of-field organ mean doses of up to
100% when comparing MC simulations and TPS calculations
using a superposition algorithm of Elekta’s CMS XiO V4.6.
More recently, Bahreyni Toossi et al.9 showed similar results
when comparing out-of-field doses calculated by the TiGRT
TPS with TLD measurements.

The aim of this work was to thoroughly compare out-of-
field photon doses predicted by two different algorithms
available in the commercial Monaco TPS, with different
dosimetry systems and Monte Carlo (MC) simulations. All
cases studied in this work looked at 6 MV photon irradiations
so that the dose associated with protons and neutrons (present
in other currently available radiotherapy techniques and/or
higher energies) did not have to be considered.

2. MATERIALS AND METHODS

Two algorithms from the commercially available Monaco
(V5.11.0) were evaluated: Collapsed Cone Convolution
(CCC) and Monte Carlo (MCMonaco). Out-of-field dose distri-
butions (i.e., outside the 50% isodose) generated by Monaco
were compared with measurements in the Elekta Axesse
(Elekta, Stockholm, Sweden) linear accelerator (linac). Addi-
tionally, a full MC model (EGSnrc) for the Axesse linac was
created, and the corresponding dose distributions in water
and a voxelized phantom were obtained. The supplementary
material also contains the results for the Eclipse’s (V8.6) Pen-
cil Beam Convolution algorithm (comparison with experi-
mental measurements and a full MC model of the Varian
21EX linac-Varian Medical Systems, Palo Alto, California).

An important part of this work (Sections 2.A.1 and 2.A.2)
is focused on the assessment of the out-of-field doses within
the region comprised between the border of the field (i.e., the
50% isodose) and ≈7 cm far from it (corresponding to an iso-
dose of a few percentages of the dose on the beam axis
region). This choice is motivated by three main reasons: (a)
most TPSs are typically commissioned using out-of-axis pro-
files covering up to these distances, (b) no CT information is
usually available far beyond those limits (e.g., for a prostate
plan, no more than 7 cm above and below the PTV is
included in the planning CT), which poses a natural restric-
tion to the calculations performed by TPSs, and (c) approxi-
mately 75% of all out-of-field second cancers lay within this
region.1 Moreover, the response-to-dose curves (deterministic
and stochastic effects) for the healthy organs within this
(medium to low dose) region is conditioned by a proper
description of the dose–volume histograms (DVHs) provided
by the TPS.

Having said that, TPSs are also able to produce dose dis-
tributions farther from the first 6–7 cm from the border of the

field. Thus, to extend the region for the assessment, a three-
field lung plan on a voxelized phantom was considered. For
that case, only the full MC model was used as the benchmark
data (Section 2.A.3).

The coordinate system was selected to be consistent with
the IEC convention.10 In this work, the horizontal coordinate
axes X and Y were named as cross-plane and in-plane,
respectively.

2.A. Beam configurations and treatment plans

2.A.1. 10 × 10 cm2 square fields

Dose profiles for 10 × 10 cm2 square fields at a depth of
5 cm in water were calculated with both algorithms using a
resolution of 1 mm3. A dose uncertainty of 1% was set for
MCMonaco. The profiles covered up to 7 cm from the field
edge, which approximately corresponds to the 1–2% isodose
curve. A source-to-surface distance (SSD) setup was used.
The profiles were compared with the ones measured with an
ion chamber (IC) (Section 2.B.1), TLDs (Section 2.B.2), and
EBT3 film (Section 2.B.3), and with the ones calculated
using full MC simulations (Section 2.C). Local differences
between experimental data and the TPS’s calculation, relative
to each particular algorithm, were calculated so that negative
values imply a TPS underestimation of dose.

2.A.2. IMRT prostate plan

An actual seven-field IMRT treatment prostate plan was
selected for this study. Adding up all fields at 0°, two-dimen-
sional (2D) dose distributions were generated at a depth of
5 cm in water by the MCMonaco algorithm (the CCC algo-
rithm running in Monaco was not commissioned for IMRT
plans). A voxel size of 1 mm3, and a 1% uncertainty was set.
The 2D dose distribution was compared with measurements
on the linac using an EBT3 film (Section 2.B.3) and a 2D ion
chamber matrix detector (Section 2.B.4). Local differences
between measurement and MCMonaco, relative to the algo-
rithm, were calculated so that negative values imply that TPS
underestimates the dose.

2.A.3. Three-field lung plan for the ICRP110
phantom

A three-field equally weighted (AP, LPO, and RAO) plan
(5 × 5 cm2 open fields) was created in Monaco for the male
ICRP110 reference phantom. The isocenter was located in the
right lung. The prescribed dose was 60 Gy to the isocenter in
30 fractions. Dose calculations within the ICRP110 phantom
were performed using a resolution of 2.1 mm3. An uncer-
tainty of 1% was set for MCMonaco. Dose–volume histograms
(DVHs) for 11 radiosensitive peripheral organs were calcu-
lated. Dose–volume histograms were then used for calculat-
ing maximum, minimum, and average dose to organs
(maximum and minimum doses obtained by both algorithms
for each organ are reported in Tables S1 and S2). The
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location of the center of mass (CoM) for each organ was
obtained from the ICRP 110 publication.11 Then, the distance
between the 50%-isodose and the CoM (d50%-CoM) for each
organ (over the line joining the CoM and the isocenter) was
calculated. The TPS´s dose distributions were compared with
a full MC simulation (Section 2.C). Then, local differences,
relative to the MCEGSnrc, were calculated so that negative val-
ues imply a TPS dose underestimation.

2.B. Experimental dosimetry

2.B.1. Semiflex Ionization Chamber

A 0.125 cm3 Semiflex Ionization Chamber (PTW; Frei-
burg, Germany) (IC) was used to measure dose lateral pro-
files (Section 2.A.1) in a MP3 water phantom (PTW;
Freiburg, Germany). Percentage Depth Dose (PDD) curves
for the validation of the MC model (Section 2.C) were also
measured for the same 10 × 10 cm2 field. PDD and lateral
profiles were normalized to the maximum and central axis
dose, respectively.

2.B.2. Thermoluminescent dosimetry

LiF:Mg,Ti (TLD-100) (ThermoEberline LLC, Oakwood
Village, Ohio) chips of 3.2 × 3.2 × 0.89 mm3 were used
(see Annex S1). TLD-100 dose calibration factor was
obtained for a 6 MV nominal energy photon beam. As rele-
vant spectral variations exist outside the field, and these varia-
tions affect TLD dose response, the energy dependency
correction model devised by Kron et al.12 and parameterized
by Duggan et al.13 was applied. Mean energy values at each
TLD position were calculated by MC simulations (see Sec-
tion 2.C for more details).

TLDs were used to generate dose profiles for the
10 × 10 cm2 square fields (Section 2.A.1). The chips were
placed forming three parallel lines with a distance between
their centers of 1 cm. The readings corresponding to the three
parallel crystals (at the same distance to the beam axis) were
averaged. The described TLD array, sandwiched by 1 cm of a
water equivalent bolus material, was irradiated inside a solid
water phantom (RW3 PTW; Freiburg, Germany) at 5 cm
depth with 10 cm of total backscattering material.

2.B.3. Film dosimetry

GAFChromic EBT3 films (all from the same batch) were
used to measure dose profiles (with film strips of size
4.0 × 25.4 cm2) as described in Section 2.1.1 (however, only
dose values up to 7 cm from the border of the film were con-
sidered as measurements got very noisy beyond that dis-
tance). The films were irradiated under conditions similar to
the ones employed for the TLDs: within the RW3 solid water
phantom at 5 cm depth with 10 cm of total backscattering
material. A high number of monitor units (900 MU) was
used for the generation of dose profiles in order to ensure
out-of-field dose values above 1 cGy (the threshold

sensitivity of EBT3 films). For the verification of the IMRT
treatment, a film of 20.3 × 25.4 cm2 was used.

The digitalization was done with the EPSON® 11000XL
Pro scanner (Epson, Suwa, Nagano, Japan) in transmission
mode. The orientation of the film was the same for all mea-
surements and scanning procedures (landscape). The film
calibration was done with a 6 MV photon beam, a 0.6 cm3

Farmer chamber (PTW, Freiburg, Germany), and a combined
protocol based on the works by Devic et al.14 (from 400 cGy)
and Tamponi et al.15 (up to 400 cGy). The latter minimizes
the energy dependence for the low dose region.

2.B.4. 2D ion chamber matrix detector

A 2D ion chamber matrix detector was also used to measure
the dose distributions corresponding to the IMRT prostate plan
described in Section 2.A.2. The Octavius Detector 1500 (PTW,
Freiburg, Germany), consistent of 1405 plane–parallel vented
ionization chambers of size 4.4 × 4.4 × 3 mm3 (0.06 cm3),
covering an area of 27 × 27 cm2, was chosen. The matrix was
placed under 5 cm of the RW3 phantom.

2.C. Monte Carlo simulations

The Monte Carlo simulation system BEAMnrc,16 built on
the EGSnrc code system,17 was used to create a detailed
model of the Elekta Axesse with the Agility collimation sys-
tem. The geometry and composition of the accelerator head
were based on technical drawings provided by the manufac-
turers. Such models include the target, primary collimator,
flattening filter, monitor chamber, mirror, collimating jaws,
and MLC.

A Gaussian spectrum of the electron beam (centered at
6.500 � 0.212 MeV with a focal spot of diameter 0.15 cm18)
impinging the target was simulated.

Firstly, phase space files were scored at a distance from the
source of 100 cm. To not affect the dose deposited outside the
treatment field, the Directional Bremsstrahlung Splitting (DBS)
technique was not considered. Doses were calculated with
DOSXYZnrc in a water phantom using 2 × 108 histories from
the phase space files (also part of the EGSnrc toolkit). In order
to improve the calculation efficiency, the photon splitting tech-
nique with a split factor of 40 was used.19 For all simulations,
the electron and photon transport cutoff energies were 0.512
and 0.001 MeV, respectively. Dose distributions for the config-
urations described in Section 2.A.1 were simulated in the water
phantom (1.0 g/cm3 density) of 30.0 × 30.0 × 25.6 cm3 (voxel
size of 0.3 × 0.3 × 0.1 cm3 with the shorter dimension along
the beam axis Z). In order to validate the MC model, simulated
PDDs and lateral profiles were compared to those measured
with the Semiflex IC in the water phantom. Additionally, a
mean energy profile for a 6 MV 10 × 10 cm2 field, at 5 cm
depth in water, was calculated to correct for the TLD energy
dependence.

Secondly, DOSXYZnrc was used for the dose scoring
(4 × 108 histories per beam) in the ICRP110 male phantom
for the lung irradiation (Section 2.A.3). The voxel size was
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2.137 × 2.137 × 8.0 mm3. From now onward, these MC sim-
ulations will be referred to as MCEGSnrc.

3. RESULTS

3.A. Monte Carlo validation

Local differences between MCEGSnrc and IC measure-
ments, relative to the latter, were calculated. For the PDDs,
local differences increased with depth up to a maximum of
2% (see Fig. S0). Figure 1 depicts measured and MCEGSnrc

calculated in-plane profiles as well as the local differences.

3.B. Simulated spectra

The average photon energy hEi calculated from MC simu-
lations is depicted in Fig. 2 as a function of the distance to
the central axis of the beam. Solid lines correspond to the fit-
ted interpolation model hEi¼Ae

�ðx�5Þ
tð Þ þE0, where A, t, and

E0 are the fitting parameters. The parameters values were
A = 1,103 � 0,024 MeV, t = 0,751 � 0,045 cm−1, and
E0 = 0,354 � 0,011 MeV. This expression was further used
to calculate the mean energy at the position of the TLD chips
during the profile measurements.

3.C. 10 × 10 cm2 square fields

Figure 3 shows half in-plane dose profiles for both algo-
rithms and the experimental data. Relative local differences
are depicted in Fig. 4.

Within the region between the field edge (50% isodose)
and the 20% isodose (i.e., the out-of-field part of the

penumbra), an over- and underestimations with respect to
EBT3 occur for both algorithms. The overestimation was of
up to 25% for CCC and 7% for MCMonaco and the underesti-
mation was of up to 15% for CCC and 29% for MCMonaco.

Beyond the 5% isodose, CCC showed an underestimation
of absorbed dose. Relative differences with the IC ranged
from 9% to 18% (on average 13%). For the same region,
MCMonaco calculations agreed with measurements within the
uncertainties (the differences fluctuate between �5%), except
for a single point at 11.6 cm from the isocenter (the largest
distance shown), where an underestimation of around 15%
(similar to CCC) was found.

3.D. IMRT prostate plan

Figures 5 shows the 2D dose distribution for the IMRT
prostate plan calculated with the MCMonaco algorithm (a),
together with the ones measured with the 2D matrix detec-
tor (b) and the EBT3 film (c). The corresponding local dif-
ferences, with respect to the Monaco´s calculation, are also
displayed (d and e). It is worth noting that the central verti-
cal axis in Fig. 5 corresponds to the in-plane direction (the
direction of the profiles and the local relative differences
shown in Figs. 3 and 4, respectively). A very good agree-
ment between TPS and measured dose distributions was
observed within the 50% isodose and an underestimation
of dose of ≥20% was observed for almost all the regions
beyond the 5% isodose (light blue). This underestimation
is less severe in some regions in the cross-plane direction.
Large over- and underestimations of dose were observed
between the 50% and the 5% isodoses in the comparison
with the EBT3 film (e).

FIG. 1. Semiflex IC and MC in-plane lateral profiles (left vertical axis) and local differences (right vertical axis). See Fig. S1 for the in-plane profiles in the Var-
ian linac. [Color figure can be viewed at wileyonlinelibrary.com]
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3.E. Three-field lung plan for the ICRP110 phantom

Differences between average dose to organ for both Mona-
co’s algorithms and MCEGSnrc, relative to the latter, are
depicted in Fig. 6. Both algorithms underestimate the dose.
The underestimation by MCMonaco increases in magnitude for
larger distances from the border of the field. Differences in
mean dose to organ with respect to MC simulations increased
up to ≈90% for MCMonaco and ≈60% for CCC.

4. DISCUSSION

4.A. Algorithms’ performance

The assessment of dose in the out-of-field part of the
penumbra is critical because (a) most second cancers arise
there,1 and (b) deterministic radiation side effects on the
nearby organ at risk usually constraint the planned dose to the
tumor. In this work, both algorithms failed in defining this
region properly. More specifically, both under- and overesti-
mations were observed when compared to the film (the sys-
tem used without suffering from volume effect — see
Section 4.D). An underestimation of dose leads to an under-
estimation of the risk of stochastic and deterministic effects.
An overestimation could also be a critical issue during
inverse planning optimization, as dose constraints could be
imposed on the organ at risk lying close to the 50% isodose
and, consequently, the optimized plan might carry some
under dosage to the tumor. Conversely, the overestimation
would imply a conservative assessment of both stochastic and
deterministic effects.

Despite the fact that both algorithms (commissioned by
accomplishing the manufacturer recommendations on
length of the profiles) could reproduce the in-field region
properly, non-negligible differences with experimental mea-
surements (done with the same IC used for commissioning)
were observed in the out-of-field region. This is shown in
Fig. 4. This is a somewhat expected result as the parame-
terization of the algorithms during commissioning tries to
optimize its operation within the field. However, in order
to evaluate the performance of an algorithm, it is necessary
to look at its ability to reproduce the experimental data of
the detector used for the algorithm’s commissioning. Thus,
we cannot expect the algorithms to perform better than the
IC. Even if the IC had been a perfect detector (i.e., without
volume effect and energy dependence — see Section 4.D),
the differences between algorithms and IC would have
remained (the algorithms have limitations on reproducing
the experimental data as compromises on the goodness of
the fitting have to be balanced between the in- and out-of-
field regions).

Figure 5 showed that qualitatively similar results, com-
pared to the ones for the square field of Fig. 4, are also pre-
sent in the studied IMRT case: (a) large underestimations of
dose were observed beyond the 5% isodose and (b) over- and
underestimations are observed between the 50% and the 5%
isodose in comparison with the EBT3 film. As mentioned
above, the latter can be explained by the good spatial resolu-
tion of the film, which does not show the volume effects
shown by the array of ICs in the Octavius detector. We
hypothesize that the smaller dose underestimation in the
cross-plane direction (compared to the in-plane direction)

FIG. 2. Average energy of a 6 MV photon beam of an Elekta Axesse linac at 5 cm depth in water as a function of the distance to the central axis for a
10 × 10 cm2 field. The increase of the energy at the farthest point has also been described in other works,20,21 and it can be explained by the increase of head
leakage and collimator scatter.22 An SSD = 95 cm setup was simulated. See Fig. S2 for the average energy obtained for the Varian linac. [Color figure can be
viewed at wileyonlinelibrary.com]

Medical Physics, 47 (9), September 2020

4620 Sánchez-Nieto et al.: Peripheral dose in Monaco TPS 4620

www.wileyonlinelibrary.com


shown in Fig. 5 (d and e) may be explained by imperfect
modeling of the linac’s collimation system by the TPS.

Note that results depicted in Fig. 4 are relative differences
with respect to each algorithm. This was done to make differ-
ences comparable among all the benchmark dosimetric sys-
tems used for each algorithm. When the differences between
the CCC algorithm and IC measurements are calculated rela-
tive to IC, results are almost the same. In particular, our
reported underestimation of 13% changes to 12%. For the
MCMonaco, the local differences at 11,6 cm from the axis

changes from −15% to −13%. The latter are the results which
are comparable with the local differences depicted in Fig. 6
(relative to the MCEGSnrc benchmark data). The study with
the voxelized phantom (Section 2.A.3 and Fig. 6) allowed us
to assess the behavior of CCC and MCMonaco at larger dis-
tances from the field edge than those evaluated by IC, TLDs,
or film. Note that the regions assessed in Figs. 3 (or 4) and 6
are adjacents, and that results for the abutting points are con-
sistent (i.e., underestimation of the dose by both algorithms,
with a better performance of MCMonaco). For organs with

FIG. 3. Half in-plane dose profiles calculated with Monaco and experimental data for the Elekta linac. Profiles calculated with Eclipse’s PBC algorithm and
experimental data obtained for the Varian linac are shown in Fig. S3. [Color figure can be viewed at wileyonlinelibrary.com]

FIG. 4. Local differences between calculated (Monaco’s CCC and MCMonaco) and experimental (EBT3, TLD-100, Semiflex IC and MCEGSnrc) in-plane dose pro-
files, relative to the algorithm. Negative values indicate that the algorithm underestimates the measured dose. The values corresponding to the Eclipse’s PBC
algorithm and the experimental data obtained for the Varian linac are shown in Fig. S4. [Color figure can be viewed at wileyonlinelibrary.com]
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CoM placed farther than ≈13 cm (e.g., stomach) from the
border of the field, CCC performs better than MCMonaco.

To our knowledge, there are no other published works
studying the performance of Monaco in the out-of-field
region. As mentioned in the introduction, there are only
a few works showing out-of-field dose comparisons of
specific TPSs (Pinnacle, Eclipse, XiO, and TIGRT) with
measurements (IC or TLD) or MC simulations.6–9 They
consider different ranges of distances and ways to calcu-
late differences in the dose. Even though these differ-
ences make direct comparisons difficult, we may say that
our relative local differences are, in general, consistent
with what they observed (e.g., at 3,75 cm from the bor-
der of the field, Howell et al.6 measured an underestima-
tion of 16% compared with our result of ≈10% for the
CCC algorithm). In essence, the differences are of the
same order of magnitude, and they increase at larger dis-
tances from the treatment field. To put these relative dif-
ferences in perspective, it is worth mentioning that a
relative local underestimation of 10% (with respect to the
IC) at 3,5 cm (isodose of ≈2%) translates into 14 cGy
for a treatment with a prescribed dose of 70 Gy. In con-
trast, the same 10% is overestimated by CCC (with

respect to EBT3) at the border of the penumbra (20%),
which translates into 1.4 Gy.

There are analytical models developed explicitly for out-
of-field dose estimation,23–28 some of them been imple-
mented within a software application.23,26 This work moti-
vates further development of these models, which should
consider the current RT techniques and must be implemented
as a clinically useful tool.

4.B. Monte Carlo validation

As was shown in Fig. 1, there is an excellent agreement
between the dose calculated with our MC model and the dose
measured with the Semiflex IC in the plateau of the lateral
profile. The significant discrepancies observed in the penum-
bra region can be explained by the volume averaging effect of
the IC. Beyond the field edge, an increasing difference of up
to almost 20% was observed between MCEGSnrc and IC
measurements. These differences are similar to those reported
by Joosten et al.29 (without accounting for the shielding com-
ponent) as well as Kry et al.30 and Bednarz and Xu31 (with
more complex MC models accounting for the shielding com-
ponent).

FIG. 5. IMRT dose distribution analysis for MCMonaco: (a) dose distributions calculated by the TPSs; (b) dose distribution measured with the Octavius Detector
1500; (c) dose distribution measured with the EBT3 film; (d) local differences between (a) and (b), with respect to (a); (e) local differences between (a) and (c),
with respect to (a). Note: the lower part of (e) presents “noisy” blue-to-yellow regions that are a consequence of an error in the scanning process of the film and
should not be taken into account in the analysis. [Color figure can be viewed at wileyonlinelibrary.com]
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4.C. Simulated spectra

To our knowledge, there is no published data of the photon
spectrum mean energy as a function of the distance with the
same conditions as shown in Fig. 2, so a direct comparison is
not possible. However, our results are very similar to other
published results based on similar conditions.20 According to
the mean energy dependence with distance to the axis, the
energy corrections applied to the TLDs were of <3%, in
agreement with Kry et al.30

4.D. Dosimetric systems’ performance

According to TG158, ICs have many good traits for mea-
suring out-of-field doses.4 This report mentions logistical
issues, not applicable to our setup conditions. Additionally, it
mentions the energy dependence, which, according to the
manufacturer of our chamber, would be within �4%
(100 keV-60Co). This uncertainty would propagate up to a
maximum of �5% in the local differences depicted in Fig. 4.
Another important issue with the IC is the volume effect, rel-
evant for dose gradient regions. Therefore, IC would be a
good dosimetric system for all out-of-field regions except the
first few centimeters from the field edge, where a relevant
dose gradient is present. Interestingly, Figs. 3–5 reveal how
both algorithms reproduced the volume effect of the ICs used
for their commissioning. In the penumbra region of Fig. 5,
differences between MCMonaco’s calculations and Octavius
detector’s measurements — built-in with air chambers of
0,06 cm3 — are smaller than between MCMonaco’s

calculations and EBT3 film. Even the IC chambers inside
Octavius, smaller than the semiflex IC used for commission-
ing, do not describe the dose gradient properly in the penum-
bra region. The same volume effect is to be found in TLD
measurements due to the size of the crystals. When TLDs are
properly energy-corrected, they may also be a good option for
measuring out-of-field dose beyond the penumbra. Thus,
among the dosimetric systems considered in this work, the
ideal one for defining the region close to the field edge would
be the film, as it has an excellent spatial resolution. Two con-
cerns about the film dosimetry are the energy dependence
and the signal to noise ratio. The former was minimized by
the calibration methodology used in this work. The noise
could be minimized, averaging over space, though compro-
mising the spatial resolution. In Fig. 3, TLDs reported larger
doses than EBT3 film and IC. These discrepancies come
from the slightly different irradiation conditions (as men-
tioned before, TLDs were sandwiched between bolus layers).
When EBT3 film was irradiated under the same conditions as
with the TLDs, a lower dose was measured (see Fig. S4).

Due to the previously mentioned limitations, the choice of
the dosimetry system should be made depending on the out-
of-field region to be studied.

5. CONCLUSIONS

The performance for out-of-field dose calculations of two
algorithms implemented in a commercial TPS was thor-
oughly evaluated by comparison with experimental measure-
ments and full MC simulations. The evaluation was done

FIG. 6. Color bars represent relative differences (left vertical axis) in mean absorbed dose between Monaco and MCEGSnrc relative to the latter, for different
organs. d50%-CoM represents the distance from the CoM of each organ to the field edge (right vertical axis). These distances are plotted as solid black squares.
[Color figure can be viewed at wileyonlinelibrary.com]
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under three different scenarios, from open square fields to
IMRT. In the case of a 10 × 10 cm2 field, TPSs were not able
to reproduce the dose gradients measured by the IC (also
used for commissioning). On average, CCC underestimated
the dose by ≈13% between the 5% and 2% isodoses.
MCMonaco underestimated the dose only from approximately
the 2% isodose. Beyond the 2% isodose, differences in mean
dose to organ with respect to MC simulations increased up to
≈90% for MCMonaco and ≈60% for CCC. In another compar-
ison, an IMRT prostate plan was also studied. In this case,
similar results were obtained, compared to the study with an
open square field, confirming the deficient performance of
the TPS in the out-of-field region. Because of the volume
effect shown by the semiflex IC and 2D IC matrix detectors,
we suggest the use of film dosimetry for the commissioning
and checking of dose gradient regions. In general, we have
shown that the algorithms studied in this work do not give
reliable values of out-of-field dose.
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Fig S0. PDD measured with a semiflex IC and calculated
with MCEGSnrc for the Varian21EX linac (upper plot) and
Elekta Asses (lower plot). (x) represent the local differences
relative to measurements (right axis). SSD = 100 cm and
SSD = 95 cm setups for the Varian and Elekta linacs were
used, respectively.
Fig S1. Semiflex IC and MC in-plane lateral profiles (left
vertical axis) and local differences (right vertical axis) for the
Varian linac. SSD = 100 cm setup was used. [Correction
added on September 9, 2020, after first online publication:
The Fig S1.caption have been corrected.]
Fig S2. Average energy of a 6 MV photon beam of a Varian
21EX linac. MC calculation was carried out at 5 cm depth in
a water phantom (SSD = 100 cm). Solid lines correspond to

the fitted interpolation model Eh i¼Aeð�ðx�5Þ=tÞ þE0, where
A, t, and E0 are the fitting parameters (A =-
0.895 � 0.037 MeV, t = 0.511 � 0.076 cm−1, and E0 =-
0.348 � 0.016 MeV).
Fig S3. Half in-plane dose profiles calculated with Eclipse
and experimental data for the Varian linac.
Fig S4. Profiles measured with EBT3 and TLDs under more
similar conditions (i.e., EBT3 underneath the same bolus
used for TLDs set up).
Table S1. Percentage difference in dose to organs with CCC.
Table S2. Percentage difference in dose to organs with
MCMonaco.
Annex S1. TLD procedure.
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