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Abstract 

State‑of‑the‑art medical studies proved that predicting CYP450 enzyme inhibitors is beneficial in the early stage 
of drug discovery. However, accurate machine learning-based (ML) in silico methods for predicting CYP450 inhibitors 
remains challenging. Here, we introduce GTransCYPs, an improved graph neural network (GNN) with a transformer 
mechanism for predicting CYP450 inhibitors. This model significantly enhances the discrimination between inhibi-
tors and non-inhibitors for five major CYP450 isozymes: 1A2, 2C9, 2C19, 2D6, and 3A4. GTransCYPs learns information 
patterns from molecular graphs by aggregating node and edge representations using a transformer. The GTransCYPs 
model utilizes transformer convolution layers to process features, followed by a global attention-pooling technique 
to synthesize the graph-level information. This information is then fed through successive linear layers for final output 
generation. Experimental results demonstrate that the GTransCYPs model achieved high performance, outperforming 
other state-of-the-art methods in CYP450 prediction.

Scientific contribution
The prediction of CYP450 inhibition via computational techniques utilizing biological information has emerged 
as a cost-effective and highly efficient approach. Here, we presented a deep learning (DL) architecture based on GNN 
with transformer mechanism and attention pooling (GTransCYPs) to predict CYP450 inhibitors. Four GTransCYPs 
of different pooling technique were tested on an experimental tasks on the CYP450 prediction problem for the first 
time. Graph transformer with attention pooling algorithm achieved the best performances. Comparative and ablation 
experiments provide evidence of the efficacy of our proposed method in predicting CYP450 inhibitors. The source 
code is publicly available at https://​github.​com/​zonwoo/​GTran​sCYPs.

Keywords  Cytochrome P450 inhibition, Drug-drug interaction, Deep learning, Graph transformer neural network, 
Attention mechanism, Graph pooling

Introduction
In drug-drug interactions, the inhibition of cytochrome 
P450 (CYP450) enzymes plays a crucial role in drug effi-
cacy, toxicity, and potential interactions [1–4]. These 
enzymes are responsible for metabolizing numerous 
drugs in the body [5]. If the activity of these enzymes is 
hindered by one drug, it can impact the metabolism of 
other drugs, potentially altering the drug’s response and 
raising the risk of toxicity. Among the 57 commonly 
found CYP450 isozymes in the human liver [2, 3, 6], five 
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of them—namely 1A2, 2C9, 2C19, 2D6, and 3A4—play 
critical roles in most drug metabolism processes in the 
human body [7].

In vitro, high-throughput screening for CYP450 inhibi-
tion technology has generated data on CYP450 isozymes, 
including through research initiatives such as PubChem 
Bioassays [8]. The collected data has enabled the com-
putational prediction of potential inhibitory compounds 
against five CYP450 isozymes using ML approaches. The 
in silico approach is appealing as it can be utilized at the 
early stages of drug discovery pathways, reducing the 
number of wet-lab experiment studies needed for select-
ing new drug candidates and thus minimizing costs. In 
addition to enhancing success rates, it also aids in pre-
dicting the activity of designed compounds before syn-
thesis [9, 10].

In recent years, ML has been used as a computational 
method to predict CYP450 inhibition [11–16]. Vari-
ous ML algorithms have been applied in this research, 
including random forest  (RF) [15], and support vector 
machines  (SVM) [17]. RF, which is a collection of deci-
sion trees (DT), is used to improve accuracy and reduce 
overfitting by combining the results from several DT. 
Additionally, SVM is used to build a model that can sep-
arate data into different classes by finding the optimal 
hyperplane in feature space.

In the biomedical domain and molecular property pre-
diction, GNN are attracting growing interest and have 
now set state-of-the-art methods [18–21]. Unlike con-
ventional ML models commonly employed in research to 
predict CYP450 enzyme activity relying on chemical fea-
tures and molecular structure, GNN strives to utilize data 
representation in graph form. GNN facilitates the inte-
gration of topological information from molecular graph 
structures into the model, thereby considering the spatial 
relationships among atoms within molecules. Its abil-
ity to model complex molecular structures and account 
for potential atom interactions can enhance prediction 
accuracy. A model based on GNN has been proposed 
by Qiu et al. [22] to predict CYP450 inhibition. They uti-
lized two types of input data for the developed model. 
On one side, they extracted chemical representation 
features from SMILES into the GNN, while on the other 
side, they extracted features from sequence alignments 
with convolutional neural network (CNN). Subsequently, 
these two sets of features were concatenated at the end of 
the model. As a result, their model was reported to out-
perform the iCYP-MFE [16] model. On the other hand, 
recent research in predicting CYP450 activity has been 
conducted by Ai et  al. [23]. The method they proposed 
involves two pathways. The first pathway employs an arti-
ficial neural network  (ANN) to learn information from 
substructure-based molecular fingerprints, as well as one 

pharmacophore-based fingerprint. The second pathway 
utilizes a GNN with attention mechanisms to extract 
structural information from molecular graphs, which 
is then combined with the features obtained from the 
first pathway in a fully connected layer. Their proposed 
model, named FPGNN, integrates these pathways to pre-
dict the inhibition of five CYP450 isozymes. However, 
despite promising results, incorporating fingerprints and 
GNN presents a limitation. Firstly, there is a tendency 
towards information duplication, as fingerprint features 
may already encapsulate data that GNN could learn from 
the molecular structure. This redundancy can hinder the 
model’s capacity to discern genuinely informative fea-
tures. Secondly, merging various feature representations 
increases computational complexity, potentially hinder-
ing the model’s effective prediction.

In this paper, we proposed a DL model, an improved 
GNN with a transformer mechanism for predicting 
CYP450 inhibitors (GTransCYPs). Initially, the drug 
chemical structure is represented as graph in which the 
vertices are atoms, and the edges are chemical relation-
ships within the molecule. Next, a graph transformer 
network is used to compute the drug embedding vectors. 
In addition, attention pooling is used to enable more effi-
cient downsampling, improving model generalizability. 
Results from extensive experiments demonstrate that 
GTransCYPs improves the performance of predicting 
CYP450 inhibitors in comparison with the state-of-the-
art models. An ablation study was carried out to show 
the robustness of the proposed method in modeling 
parameters and their ability to predict potential inhibi-
tory compounds against five CYP450 isozyme. In sum-
mary, we believed that GTransCYPs is an effective tool to 
identify potential inhibitory compounds against CYP450 
for further wet-lab experiment validation. A web server 
was developed to host the models from the study for 
public access.

Method
Overview of the GTransCYPs model
Graph learning models garner growing attention in the 
computational analysis of molecule data. The proposed 
model is instantiated through GNN class, designed to 
extract molecular data and encapsulate insights from 
atomic node characteristics by orchestrating a strati-
fied transformation process. This network efficiently 
acquires hierarchically enriched node embeddings, con-
sidering local neighbor interactions and comprehensive 
graph comprehension. Key components of this network 
architecture include the integration of transformer layers 
(TransformerConv), linear projection, batch normaliza-
tion, and attention pooling, as illustrated in Fig. 1. These 
elements underscore contextual awareness’s significance 
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in local and global contexts. It aims to empower networks 
to learn complex graph representations. Thus, finding 
a harmonic balance between capturing delicate graph 
patterns and maintaining a thorough understanding 

will improve the predictive performance of CYP450 
inhibitors.

Figure  1A shows an overview of the molecular graph 
construction, the pertinent features are extracted from 

Fig. 1  An overview of GTransCYPs



Page 4 of 18Zonyfar et al. Journal of Cheminformatics          (2024) 16:119 

the data of the five CYP450 isozymes through a fea-
turization process. In this method, each molecule is 
transformed into a graph wherein the atoms serve as 
the nodes and the interconnecting bonds between the 
atoms are depicted as edges in the form of numerical 
vectors. To accomplish this transformation, we make 
use of the RDKit library, which facilitates the conversion 
of the SMILES representation into the requisite struc-
tural format for training the model. RDKit is used for its 
capability to manipulate molecular structures, enabling 
comprehensive representation and processing of molecu-
lar data. Figure 1B shows the model initiates the process 
by transforming atomic input into an initial embedding 
representation utilizing multi-head attention, succeeded 
by normalization. Subsequently, aggregation is per-
formed through graph pooling operations, specifically 
attention pooling layers. Following this, the data traverse 
multiple linear layers and undergoes activation through 
the Rectified Linear Unit (ReLU) function to produce the 
final output.

Graph neural network (GNN)
GNN has become increasingly popular and reliable in 
molecular analysis due to their ability to capture high-
level graph information and relationships and propa-
gate them through networks. GNN is a special type of 
DL technique created explicitly for processing and ana-
lyzing structured data in the form of graphs [24]. The 
development of GNN has adopted the concept of atten-
tion mechanisms and allows models to assign dynamic 
weights to interactions between nodes in a graph, ena-
bling more adaptive decision making and capturing long-
range dependencies. GNN can be applied to the graph 
representation of compound molecule ( G ) by using an 
iterative mechanism to update node and edge features 
based on their neighbors. This process can be described 
in the following equations:

where h(l)v  is the representation of the va node feature 
on the t-th iteration, and h(l)e  is the representation of the 
edge feature (vai , vaj ) on the l-th iteration.

Molecular graph construction
The graph concept enables encoding the high-dimensional 
space of molecular structures into a lower-dimensional rep-
resentation. The simplified molecular input line entry 

(1)h(l+1)
v = φv

(
h(l)v , h(l)e |(vai , vaj ) ∈ E

)

(2)h(l+1)
e = φe

(
h(l)e ,

{
h(l+1)
v |vaisneighbor(vai , vaj )

})

system (SMILES) of CYP450 enzyme was introduced as a 
two-dimension molecular graph, representing chemical 
atoms and bond token information. The molecular graph of 
the CYP450 is represented as G = (V ,E) where V  denotes 
the set of nodes and E indicates the edges. Each a ∈ A atom 
is mapped to a node in the graph, soV =

{
va|a ∈ A

}
 , where 

va is the node representing the a atom. Furthermore, each 
b ∈ B bond is mapped to an edge between nodes represent-
ing the atoms bound by that bond, there-
foreE =

{
(vai , vaj )|b = (ai, aj) ∈ B

}
 . In addition, features 

are added at each node and edge to represent atomic and 
bonding properties. Suppose Fv is the feature space for 
nodes and Fe is the feature space for edges. The features on 
the va node can represent the atomic type, charge, and other 
properties of the E atom, f (va) = (Fatom(a), Fcharge(a), ...) . 
On the other hand, features on the edge (vai , vaj ) can repre-
sent the bond type, bond length, or other properties of 
bondsb = (ai, aj) , that 
is f (vai , vaj ) = (Fbond(b), Flength(b), ...).

We use molecular featurization to handle graph con-
struction by adopting featurization based on path-aug-
mented graph transformer network [25], a special feature 
that builds a molecular graph connecting all pairs of 
atoms that takes into account the interaction of atoms 
with every other atom in the molecule. Path-augmented 
graph transformer networks were employed in the featur-
ization process to capture both local and global structural 
information of molecules, providing a context-aware rep-
resentation of molecular features. The featurization pro-
cess is carried out iteratively on each molecular entity in 
the dataset. For each molecule, its SMILES representa-
tion is converted to a molecular graph object using the 
help of DeepChem [26] and the RDKit library [27]. The 
graph is then converted into a feature representation, 
including node attributes and edge attributes.

Graph transformer for learning CYP450 molecules
The proposed model is designed to understand the repre-
sentation of molecular convolutional features in graph 
structures, considering the information of each atom in 
the molecule. With the node features pro-
videdHl =

{
h
(l)
1 , h

(l)
2 , ...h(l)n

}
 , the multi-head attention for 

each edge is computed as follows:

(3)q
(l)
c,i = W (l)

c,qh
(l)
i + b(l)c,q

(4)k
(l)
c,j = W

(l)
c,k h

(l)
j + b

(l)
c,k

(5)ec,ij = Wc,eeij + bc,e
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Here,q , k represent the query, and key projections, 
respectively, at layerl . These projections are computed 
using weight W (l)

c,q , W (l)
c,k and biasesb(l)c,q,b(l)c,k . They are linear 

transformations of the original input tokens’ represen-
tations h(l)i  andh(l)j  . Then, ec,ij quantifies the importance 
or score of the interaction between i-th query and j-th 
key. It is computed by applying another linear transfor-
mation with weight Wc,e and biasbc,e . a(l)c,ij is the atten-
tion weight associated with i-th query and j-th key at 
layerl . It is computed by normalizing the dot product of 
theq(l)c,i , k

(l)
c,j , ec,ij . The denominator involves a sum over all 

attention scores between the i-th query and other keys, 
represented by k(l)c,u for u in the neighborhoodN (i).

In this context, each token in an order that represents 
the molecular structure maps to a node in the graph. Key 
projections k(l)c,j  and query projections q(l)c,i are calculated 
by multiplying the corresponding weight W (l)

c,q , W (l)
c,k by 

the representation of each atoms or tokens in a molecule, 
which serve as key-value and query-value respectively. 
Then, the edge features ec,ij are calculated by perform-
ing the inner product between the key projection and 
the query projection for each pair of atoms. Weights Wc,e 
and bc,e and exponential transformations play an impor-
tant role in giving emphasis or increasing the attention 
score according to their relevance to molecular interac-
tions, this allows the model to explore complex interac-
tions between atoms in molecules. Furthermore, a(l)c,ij is 
used to calculate the attention weight which indicates 
how important the interaction between i and j atoms is 
in informing enzyme activity. In a nutshell, this process 
allows the model to adaptively understand the complex-
ity of molecular structure and the interrelationships of 
its atoms, contributing to the model’s ability to make 
predictions.

Message aggregation with transformer
In this study, we employ message passing mechanism 
through neural network to get local information in 
the CYP450 molecular graph, then the environmen-
tal information of each node is aggregated to update 
the representation of the central node. Here, following 
the acquisition of multi-head attention from the graph, 
a process of message aggregation with transformer is 
executed:

(6)a
(l)
c,ij =

�q(l)c,i , k
(l)
c,j , ec,ij�

∑
u∈N (i)�q

(l)
c,i , k

(l)
c,u, ec,iu�

(7)v
(l)
c,i = W (l)

c,v h
(l)
j + b(l)c,v

where ĥ(l+1)
i  represents the updated representation of 

element i in the next layer l + 1 , and where the ‖ is the 
concatenation operation for C head attention. This pro-
cess involves aggregating messages originating from 
neighboring nodes. The contribution of each neighboring 
nodes, which is determined by a(l)c,ij , is calculated using 
the information contained in v(l)c,i and the terms of edge 
features.

Attention pooling
In order to reduce the size and complexity of graph data 
structures while preserving significant information. In 
this study, we employ the attention pooling technique 
to streamline the graph representation while retaining 
essential information, thereby improving the model’s 
performance. The attention mechanism empowers the 
model to prioritize crucial input elements necessary 
for task completion, thus enhancing its ability for opti-
mal performance. Utilizing the attention technique, an 
examination is conducted on a sequence of normalized 
weights that reflect the relative significant levels attrib-
uted to each node. The attention is calculated as follows:

Here, the SoftMax function is used to normalize the 
attention vector, ensuring that the attention coefficients 
are proportional across various nodes.

Experimental results
Datasets
To validate the performance of our proposed model, 
we utilize the same dataset that was employed by Veith 
et  al. [28] and collect from therapeutics data commons 
database [29] (https://​tdcom​mons.​ai, accessed January 
2024). The dataset includes inhibitors targeting the five 
major CYP450 isozymes, namely 1A2, 2C9, C19, 2D6, 
and 3A4. We apply the scaffolding method to split the 
training, validation, and testing sets in an 80:10:10 ratio. 
This scaffolding method, which separates samples based 
on their two-dimensional structural frameworks, was 
chosen because it presents a greater challenge for learn-
ing algorithms compared to random splitting, while 
ensuring a better representation of molecular diversity 
in each subset. The training set comprises 4564 inhibi-
tors and 5499 non-inhibitors for 1A2; 3275 inhibitors and 
6398 non-inhibitors for 2C9; 4591 inhibitors and 5541 

(8)�h(l+1)
i = �Cc=1




�

j∈N
a
(l)
c,ij(v

(l)
c,i + ec,ij)





(9)

Attentioni = SoftMaxi(H ×W ) =
exp(Hi ×W )∑
j∈N exp(Hj ×W )

https://tdcommons.ai
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Fig. 2  Dataset details for five CYP450 isozymes. Number of inhibition and non-inhibition data in training, validation, and testing sets, 
along with analysis of SMILES length distribution for (A) 1A2, (B) 2C9, (C) 2C19, (D) 2D6, and (E) 3A4 datasets
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non-inhibitors for 2C19; and 4028 inhibitors and 5834 
non-inhibitors for 3A4. The validation set contains 639 
inhibitors and 618 non-inhibitors for 1A2; 375 inhibitors 
and 834 non-inhibitors for 2C9; 648 inhibitors and 618 
non-inhibitors for 2C19; along with 567 inhibitors and 
665 non-inhibitors for 3A4. Finally, the testing set com-
prises 626 inhibitors and 633 non-inhibitors for 1A2; 395 
inhibitors and 815 non-inhibitors for 2C9; 580 inhibi-
tors and 687 non-inhibitors for 2C19; and 515 inhibitors 
and 719 non-inhibitors for 3A4. Notably, the 2D6 dataset 
shows a significant imbalance with only 5148 instances 
labeled as inhibitors compared to 10,616 non-inhibitors, 

indicating significant imbalance compared to datasets 
2C9, 2C19, and 3A4. We implemented a downsampling 
strategy to balance the class distribution and address the 
disparity between the two classes of molecules in the 2D6 
dataset. Oversampling, in contrast to downsampling, was 
not used because it addresses class imbalance by gener-
ating additional data for the minority class. However, 
this synthesized data often does not accurately represent 
real-world conditions. Initially, the dataset was parti-
tioned by labels to isolate the majority (non-inhibitors) 
and minority (inhibitors) classes. We then applied down-
sampling to the non-inhibition data, randomly selecting 
samples without replacement to match the number of 

Fig. 2  continued
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Fig. 3  The molecular chemical space distribution of CYP450 (1A2, 2C19, 3A4, 2D6, and 2C9) are illustrated. Chemical space is characterized using 
LogP and molecular weight
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inhibition-labeled instances. This downsampled non-
inhibition data was subsequently reintegrated with the 
inhibition data, achieving a more balanced class distri-
bution to mitigate potential biases arising from the ini-
tial class imbalance. Furthermore, a dataset was divided 
into training, validation, and testing sets using scaffolding 
split technique. As a result, the training set involved 4092 
inhibitors and 4084 non-inhibitors, validation set 530 
inhibitors and 492 non-inhibitors; testing set 526 inhibi-
tor and 496 non-inhibitors. Figure 2 presents a compre-
hensive analysis of inhibitor and non-inhibitor quantities 
within the training, validation, and testing sets. Addi-
tionally, it includes graphical representations depicting 

the distribution of SMILES lengths across each dataset. 
SMILES length refers to the number of characters in the 
SMILES string that represents a molecule.

Figure 3 shows the chemical space represented by each 
dataset ascertained and compared, depending on related 
molecular descriptors such as molecular weight (MW) 
and LogP , adopted from [11, 23]. CYP450 inhibitors are 
visually represented by orange dots, while cyan dots cor-
respond to CYP450 non-inhibitors. The compounds within 
the CYP450 modeling dataset exhibit a wide distribution 
across MW, reflecting a diverse array of chemical struc-
tures. This spectrum of MW and LogP values underscore 
the dataset’s inclusion of compounds spanning a broad 

Fig. 4  Molecular weight distribution of each CYP450 isozyme
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chemical range. The chemical spaces of various CYP450 
enzymes, including CYP1A2 (MW: 33.03 to 1736.18, LogP : 
− 17.08 to 20.75), CYP2C9 (MW: 33.03 to 1664.92, LogP : 
− 17.08 to 20.75), CYP2C19 (MW: 33.03 to 1664.92, LogP : 
− 17.08 to 20.75), CYP2D6 (MW: 42.39 to 1488.80, LogP : 
−  14.01 to 15.34), and CYP3A4 (MW: 33.03 to 1736.18, 
LogP : − 24.39 to 20.75), highlight the encompassing variety 
of chemical characteristics in the dataset. In addition, we 

analyzed the molecular weight distribution of compounds 
within the dataset, as shown in Fig. 4. For 1A2, the molec-
ular weight of compounds ranged from 33.03 Dalton to 
1736.18 Dalton, with a distribution peak at 291.35 Dalton. 
Datasets 2C9 and 2C19 showed similar molecular weight 
ranges, from 33.03 Dalton to 1664.92 Dalton, with modes 
at 280.33 Dalton and 291.35 Dalton, respectively. Dataset 
2D6 had a molecular weight range from 42.39 Dalton to 
1488.81 Dalton, with a mode at 291.35 Dalton. Lastly, 3A4 

Fig. 5  PCA visualization of chemical space distribution of each CYP450 isozyme
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displayed a molecular weight range from 33.03 Dalton to 
1736.18 Dalton, with a mode at 291.35 Dalton. This analy-
sis indicates a broad molecular weight distribution across 
the datasets, with a consistent mode around 291.35 Dalton 
for most datasets. Principal Component Analysis (PCA) 
was plotted to visualize and evaluate the chemical space 
coverage of the training and test datasets of each of the five 
CYP450 inhibitors. Figure 5 shows a scatterplot of the first 
two principal components, illustrating a similar distribu-
tion of chemical space between the training and test sets. 
This similarity helps define the applicability domain of 
the developed model, ensuring reliable assessment of new 
compounds chemically comparable to those in the train-
ing set. Ensuring that the test set is representative of the 
training set allows for an accurate evaluation of the model’s 
performance and avoids potential biases from dissimilar 
chemical spaces.

Evaluation metrics
GTransCYPs model is evaluated using metrics such as 
balanced accuracy (BA), matthews correlation coefficient 
(MCC), precision (PRE), recall (REC), F1-Score. The calcu-
lations for these metrics are as follows:

(10)BA =
TP

TP+FN + TN
FP+TN

2

(11)

MCC =
TP × TN − FP × FN

√
(TP + FP)+ (TP + FN )+ (TN + FP)+ (TN + FN )

(12)PRE =
TP

TP + FP

(13)REC =
TP

TP + FN

Table 1  The hyperparameters

Parameters Range

Batch size 32, 64, 100, 128, 256

Learning rate 0.1, 0.01, 0.001, 0.0001

Weight decay 0.0001, 0.00001, 0.001

SGD momentum 0.9, 0.8, 0.5

Scheduler gamma 0.995, 0.9, 0.8, 0.5, 1

Pos weight 1.3

Embedding size 16, 32, 64, 128

Attention head 1, 2, 4, 8,16

Model layers 1, 4, 8, 16, 32

Dropout rate 0.2, 0.5

Top K ratio 0.5

Top K every N 1

Dense neurons 32, 64, 128, 256

Table 2  Environmental setup

Environments Descriptions

RAM 62.7 GB

CPU Intel Core i9-9900 k (3.60 GHz)

GPU NVIDIA GTX 1080 Ti × 4

OS Ubuntu 18.0.4.64bit

Python Version 3.8.0

Pytorch PyTorch 2.0.1 + cu117

Pytorch-geometric 2.3.1

Pytorch-lightning 2.0.2

Deepchem 2.7.1

RDKit 2023.03.1

Sklearn 1.2.2

Pandas 2.0.2

Seaborn 0.12.2

CUDA Version 11.2.0

Table 3  Performance results of GTransCYPs on five isozyme 
CYP450 datasets

Datasets 1A2 2C9 2C19 2D6 3A4

BA 0.886 0.873 0.795 0.805 0.770

MCC 0.770 0.746 0.591 0.612 0.534

REC 0.916 0.912 0.846 0.868 0.823

PRE 0.924 0.911 0.744 0.748 0.677

F1-score 0.920 0.911 0.792 0.803 0.743

Table 4  Performance comparison of utilizing different pooling 
combinations in the ablation experiment

* Bold denotes the highest value

Models BA MCC F1-score

model-A 0.836 0.671 0.836

model-B 0.879 0.755 0.879

model-C 0.875 0.751 0.875

model-D 0.886 0.770 0.886
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where TP is the positive samples correctly identified, TN  
is the negative samples correctly identified, FP is the neg-
ative samples incorrectly labeled and FN  is the positive 
samples incorrectly labeled.

Hyperparameters and environment setup
We optimize the hyperparameters for GTransCYPs 
model, as outlined in Table  1, by conducting a search 
for the best parameters on the training process. The 
experiment was executed utilizing NVIDIA GTX 1080 
Ti × 4 and PyTorch. The detailed of the experimental 
environment is provided in Table  2, and the training 
was conducted of 20 epochs.

Performance of the proposed model
The performances of GTransCYPs are shown in 
Table  3. The model demonstrates accurate predictions 
with BA scores ranging from 0.770 to 0.886; the MCC 
scores ranging 0.534 to 0.770; REC scores ranging from 
0.823 to 0.916; PRE scores ranging from 0.677 to 924; 
and finally, F1-score ranging from 0.743 to 0.920.

(14)F1− Score = 2×
PRE × REC

PRE + REC

Ablation study
We conducted an ablation study to assess the effective-
ness of the attention pooling in the GTransCYPs model. 
The variant models, labeled as model-A, model-B, 
model-C, and model-D, consist of different pooling tech-
niques: model-A is the GTransCYPs with global mean 
pooling; Model-B combines global mean pooling and 
global maximum pooling within the GTransCYPs frame-
work; Model-C utilizes top-k pooling in the GTransCYPs; 
and in Model-D, the GTransCYPs integrates an attention 
mechanism into the pooling layers.

From Table 4 it is evident that utilizing attention pool-
ing in the GTransCYPs model outperforms all other 
pooling schemes in 1A2 dataset in terms of BA, MCC, 
and F1-score evaluation. We can conclude that the 
implementation of GTransCYPs with attention pool-
ing is effective due to its superior performance. This can 
be attributed to the capability of the proposed model 
to extract the most significant information from each 
node and edge within the molecular data of CYP450 five 
isozymes.

Hyperparameter sensitivity
In this study, we investigated the influence of various 
hyperparameters on the performance of our proposed 

Fig. 6  Experimentations of hyperparameter analysis
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Fig. 7  Comparison of methods across five isozyme CYP450 inhibition datasets using (A) BA, (B) MCC, and (C) F1-Score evaluation



Page 14 of 18Zonyfar et al. Journal of Cheminformatics          (2024) 16:119 

model. The insights derived from our analysis of key 
parameters’ sensitivity, including number of attention 
heads, batch size, learning rate, and representation 
embedding dimensions throughout the training process, 
are illustrated in Fig. 6.

Effect of the number of attention heads
We explored the effect of the number of attention heads 
on GTransCYPs performance. The experimental results 
indicate that the area under the ROC curve (AUC) 
score increased from 0.880 with 1 attention head to its 
peak at 0.897 with 4 attention heads. However, subse-
quent to reaching this peak, there was a decline in the 
AUC score to 0.883 with 8 attention heads, and further 
dropped to 0.880 with 16 attention heads. The decrease 
in performance with larger numbers of attention heads 
may be attributed to excessive model complexity and 
information redundancy. Therefore, the optimal num-
ber of attention heads is 4, as it provides a balanced 
trade-off between relevant information and complexity.

Effect of the batch size number
We investigated the impact of batch size on model per-
formance, where the highest AUC score was observed 
with a batch size of 100, reaching 0.897, whereas batch 
sizes of 64 and 128 yielded slightly lower AUC scores of 
0.878 and 0.882, respectively. However, a more substan-
tial decrease in AUC score was noted with a batch size of 
256, dropping to 0.879. This decline in performance with 
a batch size of 256 can be attributed to the reduction in 
sample size per iteration, potentially disrupting model 
convergence and resulting in less accurate information 
extraction from the data. Thus, in this study, a batch 
size of 100 emerges as the optimal choice for enhancing 
model performance.

Effect of the learning rate
The analysis indicates that the learning rate affects the 
AUC score, reaching its highest peak at 0.1 with a value 
of 0.897. However, there is a decrease in model per-
formance, with the AUC score dropping to 0.823 at a 
learning rate of 0.0001. Reducing the learning rate can 
diminish the model’s ability to identify important pat-
terns in the data, underscoring the importance of select-
ing the appropriate learning rate to optimize model 
performance.

Effect of the size of embedding dimension
We can observe that the AUC score tends to increase 
with the increase in the embedding dimension size, 
reaching its peak at a dimension size of 128 with a value 

Table 5  The comparison of BA between GTransCYPs and other 
methods for predicting five CYP450 isozymes inhibition

Bold denotes the highest value

Models 1A2 2C9 2C19 2D6 3A4

SuperCYP-Morgan [30] 0.690 0.610 0.640 0.810 0.770

SuperCYP-MACCS [30] 0.670 0.680 0.650 0.810 0.740

iCYP-MFE [16] 0.810 0.760 0.780 0.780 0.770

DEEPCYPs [23] 0.850 0.800 0.790 0.800 0.820
GAT_GCN [22] 0.749 0.741 0.715 0.796 0.700

GraphSAGE 0.870 0.670 0.726 0.740 0.681

GCN 0.778 0.759 0.748 0.756 0.692

GAT​ 0.751 0.723 0.631 0.789 0.766

GIN 0.734 0.622 0.621 0.721 0.687

GTransCYPs 0.886 0.873 0.795 0.815 0.770

Table 6  The comparison of MCC between GTransCYPs and other 
methods for predicting five CYP450 isozymes inhibition

Bold denotes the highest value

Models 1A2 2C9 2C19 2D6 3A4

SuperCYP-Morgan [30] 0460 0.380 0.400 0.530 0.560

SuperCYP-MACCS [30] 0.420 0.350 0.390 0.530 0.520

iCYP-MFE [16] 0.620 0.550 0.560 0.660 0.570
DEEPCYPs [23] 0.700 0.590 0.590 0.640 0.640

GAT_GCN [22] 0.519 0.512 0.447 0.498 0.423

GraphSAGE 0.738 0.369 0.445 0.466 0.410

GCN 0.557 0.499 0.499 0.478 0.401

GAT​ 0.508 0.425 0.334 0.490 0.536

GIN 0.471 0.327 0.355 0.455 0.420

GTransCYPs 0.770 0.746 0.591 0.612 0.534

Table 7  The F1-Score comparison between GTransCYPs and 
other methods for predicting five CYP450 isozymes inhibition

Bold denotes the highest value

Models 1A2 2C9 2C19 2D6 3A4

SuperCYP-Morgan [30] 0560 0.370 0.430 0.610 0.720

SuperCYP-MACCS [30] 0.530 0.570 0.490 0.610 0.660

iCYP-MFE [16] 0.810 0.680 0.750 0.690 0.720

DEEPCYPs [23] 0.860 0.730 0.790 0.690 0.800
GAT_GCN [22] 0.767 0.773 0.734 0.780 0.695

GraphSAGE 0.909 0.498 0.687 0.757 0.783

GCN 0.778 0.685 0.750 0.758 0.686

GAT​ 0.761 0.645 0.695 0.773 0.737

GIN 0.739 0.625 0.632 0.732 0.785

GTransCYPs 0.920 0.911 0.792 0.803 0.743
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of 0.897. This indicates an enhancement in the model’s 
ability to capture crucial information from the data as the 
embedding dimension size grows. However, it is impor-
tant to note that increasing the embedding dimension 
size will result in an increase in the number of parame-
ters in the model, consequently prolonging the training 
time and requiring more computational resources.

Comparison of GTransCYPs with existing methods
To ensure a comprehensive assessment of our proposed 
model, we compared GTransCYPs with existing meth-
ods such as SuperCYP [30], iCYP-MFE [16], DeepCYPs 

[23], GAT_GCN [22], GraphSAGE [31], GAT [32], 
GCN [33], dan GIN [34]. Figure  7 shows a comparison 
between GTransCYPs and other methods in predicting 
CYP450 inhibition across five isozyme datasets. We can 
see that GTransCYPs outperforms advanced methods 
on most datasets. Table  5 reports that the GraphSAGE 
model outperforms the GAT_GCN, DeepCYPs, GAT, 
GCN, and GIN models with a score of 0.870 on data-
set 1A2 in terms of BA values. However, a notable per-
formance improvement is observed in the GTransCYPs 
model, which surpasses GraphSAGE with an increase 
of 1.8%. For datasets 2C9, 2C19, and 2D6, GTransCYPs 

Table 8  Representative molecular structures of inhibitors and non-inhibitors for each CYP isozyme

Inhibit

ors 1A2

SID: 

4239706

2C9

SID: 

17385329

2C19

SID: 17413919 2D6

SID: 

4253788

3A4

SID: 11111147

Non-

inhibit

ors
1A2

SID: 

4238458

2C9

SID: 

4240351
2C19

SID: 4250180

2D6

SID: 

26751174

3A4

SID: 4253087

Table 9  Comparison of GTransCYPs prediction performance with the other models

SID IUPAC Prediction confidence inhibition (%)

GIN GAT​ GCN GraphSAGE GTransCYPs

4239706 3-[4-[(3-methylphenyl)methylamino]pyrimidin-5-yl]benzonitrile 54.57 60.58 85.39 75.72 90.35

17385329 methyl 5-methyl-3-(2-methylpropyl)-6-oxo-7-phenyl-2,5-dihydro-1H-cyclopenta[c]
pyridine-3-carboxylate

59.64 71.81 79.86 83.6 89.27

17413919 N-[[3-bromo-5-ethoxy-4-[(4-fluorophenyl)methoxy]phenyl]methyl]-1-pyridin-4-
ylmethanamine;hydrochloride

68.70 55.19 61.97 51.86 69.41

4253788 (11bR)-3-ethyl-9,10-dimethoxy-2-[[(1R)-1,2,3,4-tetrahydroisoquinolin-1-yl]methyl]-
4,6,7,11b-tetrahydro-1H-benzo[a]quinolizine

75.83 57.52 54.34 64.90 79.07

11111147 tert-butyl 3-[4-(1,3-benzodioxol-5-yl)-4-hydroxybutyl]pyrrole-1-carboxylate 44.92 66.49 59.28 51.88 55.78

4238458 methyl (5S)-2-(1,3-thiazol-2-ylmethyl)-2,7-diazaspiro[4.5]decane-7-carboxylate 40.05 46.05 32.53 16.52 08.92

4240351 5-(furan-3-yl)-N-(furan-2-ylmethyl)-N-methylpyrimidin-4-amine 41.54 27.18 40.46 21.83 15.99

4250180 bis(3,4-dimethoxyphenyl)methanone 36.49 19.99 19.70 45.18 17.88

26751174 (2R,5S,6S)-6-(4-ethenylphenyl)-5-methylpiperidine-2-carboxylic acid 44.18 37.15 38.54 29.86 12.08

4253087 2-(2-amino-9-propylpurin-6-yl)sulfanylacetic acid 51.65 49.02 23.24 27.51 47.25
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outperformed all models with performance improve-
ments of 9%, 0.6%, and 0.6% respectively. Compared to 
other methods, GTransCYPs achieved the highest MCC 
scores with improvements of 4.3%, 26.4%, and 0.2% for 
datasets 1A2, 2C9, and 2C19 respectively, as detailed in 
Table  6. The proposed model also demonstrates good 
performance compared to other models for F1-score 
evaluation. Table 7 presents that GTransCYPs model out-
performs all other methods across most datasets, with an 
improvement of 1,2%, 17,9%, 0,3% and 2,9% for datasets 
1A2, 2C9, 2C19, and 2D6, respectively. Table 8 presents 
representative molecular structures of both inhibitors 
and non-inhibitors for the CYP450 isoenzymes. Mean-
while, Table  9 displays the predicted inhibition activ-
ity of various compounds against CYP450 isoenzymes 
using four different methods: GIN, GAT, GCN, Graph-
SAGE, and GTransCYPs. Although all models predicted 

correctly, the proposed model demonstrates a high pre-
diction confidence for inhibition. We can see that the 
GTransCYPs achieved scores of 90.35 and 89.27 when 
predicting inhibitory activities of SDI 4239706 and SDI 
17385329, respectively. These results indicate a signifi-
cant difference compared to other models.

Webserver
GTransCYPs source code is available at https://​github.​
com/​zonwoo/​GTran​sCYPs and can be locally hosted 
using the streamlit platform (https://​www.​strea​mlit.​
io). This platform has been designed to provide support 
for researchers and practitioners in the fields of chem-
istry, biology, and pharmacology in their drug develop-
ment research, especially concerning online prediction 
of CYP450 inhibition. The interface is designed to ensure 
simplicity and user-friendliness, thereby enhancing the 

Fig. 8  The interface of the webserver

https://github.com/zonwoo/GTransCYPs
https://github.com/zonwoo/GTransCYPs
https://www.streamlit.io
https://www.streamlit.io
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experience for both novice and experienced users. Fig-
ure  8 presents an overview of the user interface along 
with examples of processing snippets.

Conclusion
Predicting CYP450 inhibition is one of the key chal-
lenges in drug research and holds significant implica-
tions across various clinical applications. This study 
introduced a novel graph representation learning 
model GTransCYPs for CYP450 inhibition prediction. 
GTransCYPs first learns low-dimensional molecu-
lar representations and constructs topological graphs 
by integrating attention mechanisms and transformer 
feature architectures. Additionally, it integrates graph 
pooling to simplify the complexity of graph structures 
by preserving a designated number of informative 
nodes within each subgraph. This approach ampli-
fies efficiency and accentuates the focus on pertinent 
information essential for predicting CYP450 inhibitors. 
According to the experimental results, GTransCYPs 
achieves competitive performance compared to exist-
ing methods. Ablation experiments provide additional 
clarity on the key roles of pooling layers in boosting the 
predictive capabilities of the proposed method. How-
ever, there are still a few improvements that should be 
considered. Due to the limited size of the publicly avail-
able dataset, particularly in the case of the 3A4 and 2D6 
datasets, there is a significant disparity between the 
positive and negative classes. This imbalance heavily 
impacts the dataset, resulting in suboptimal model per-
formance. Additionally, model interpretability remains 
a limitation, as it is crucial to understand how the pro-
posed model learns patterns in molecular substructures 
and identifies molecules with potential inhibitory activ-
ity on various enzymes during the molecule design pro-
cess. In future work, we will explore various strategies, 
such as transfer learning and semi-supervised learning 
approaches based on graph representations. Further-
more, we will focus on model interpretability to pro-
vide deeper insights into how the model learns patterns 
in molecular substructures.
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