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Abstract

Objective: The significant increase in the number of COVID-19 publications, on the one hand, and the strategic importance of
this subject area for research and treatment systems in the health field, on the other hand, reveals the need for text-mining
research more than ever. The main objective of the present paper is to discover country-based publications from inter-
national COVID-19 publications with text classification techniques.

Methods: The present paper is applied research that has been performed using text-mining techniques such as clustering
and text classification. The statistical population is all COVID-19 publications from PubMed Central® (PMC), extracted from
November 2019 to June 2021. Latent Dirichlet allocation (LDA) was used for clustering, and support vector machine (SVM),
scikit-learn library, and Python programming language were used for text classification. Text classification was applied to
discover the consistency of Iranian and international topics.

Results: The findings showed that seven topics were extracted using the LDA algorithm for international and Iranian publica-
tions on COVID-19. Moreover, the COVID-19 publications show the largest share in the subject area of “Social and Technology in
COVID-19” at the international (April 2021) and national (February 2021) levels with 50.61% and 39.44%, respectively. The high-
est rate of publications at international and national levels was in April 2021 and February 2021, respectively.

Conclusion: One of the most important results of this study was discovering a common trend and consistency of Iranian and
international publications on COVID-19. Accordingly, in the topic category “Covid-19 Proteins: Vaccine and Antibody
Response,” Iranian publications have a common publishing and research trend with international ones.
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Introduction
“Data science” has emerged as a powerful instrument for
collecting, storing, managing, and analyzing big data.1

Textual data are also an instance of big unstructured data;
therefore, analyzing the huge volume of textual data, espe-
cially in scientific publications, is among researchers’ crit-
ical challenges.2 Text mining involves techniques used to
manage textual data and benefits from artificial intelligence
(AI) and natural language processing (NLP) to convert texts
to analytic data using machine learning techniques.
Moreover, text mining allows researchers to automatically

analyze and categorize large collections of texts that are
impossible to analyze manually.3
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The fields of digital health and text mining have the
potential to revolutionize the healthcare system as well.
Digital health involves using technology to improve
health outcomes,4 while text mining involves extracting
useful information from large amounts of unstructured
data, such as medical records and scientific literature.3 It
is apparent that the combination of digital health and text
mining has tremendous potential for accelerating medical
research, improving patient outcomes, and reducing health-
care expenditures. The use of text mining, for instance, can
provide insights into disease management by identifying
patterns in large data sets that may not be apparent to
human analysts. By utilizing these insights, more effective
treatments and interventions can be developed.5,6

From late 2019, the challenging and global prevalence
of the COVID-19 pandemic and the emergence of new
variants such as Delta and Omicron have led scientists to
conduct extensive research on various dimensions of
COVID-19 to produce new vaccines, drugs, and treatments
as well as publish the results as articles in peer-reviewed
journals in the Web of Science Core Collection
(WOSCC) and Scopus citation databases.7 Research on
the rapid spread of the pandemic and the significant eco-
nomic, social, and psychological consequences of
COVID-19 has been published as part of scientific publica-
tions to struggle and reduce the pandemic.8 Researchers
have conducted extensive research and published numerous
papers on the pandemic’s diagnosis, vaccine production,
treatment, and general management.9 The rapid increase
in COVID-19 publications during the pandemic has
played a key role in informing the scientific community
and updating their professional knowledge.10 It has
shaped the current knowledge of the scientific community
regarding COVID-19.11 Accordingly, many scientific
texts are indexed and published in citation databases.

Since reviewing all the texts is difficult and time-
consuming, applying AI technology and text-mining tech-
niques is essential in analyzing textual data related to
COVID-19 publications. Therefore, text mining, one of
AI’s technologies, has provided various techniques and
algorithms for analyzing scientific texts. Due to the high
volume of COVID-19 publications and the necessity for
analysis, the present paper applies text classification and
clustering to classify and compare the publications at the
international and national levels.

Text classification is used for the topic classification of
scientific texts. Text classification refers to identifying the
main topics of textual documents and engaging them in pre-
defined collections.12,13 However, this technique is primar-
ily applied to a set of documents and is considered a
supervised method used as a training model. The main
objective of classification is based on known samples,
based on which the unknown samples are automatically
classified. This technique classifies text documents in a
class with a predefined label.

Moreover, clustering refers to grouping similar text
documents based on content without containing a prede-
fined set.12,13 The technique is unsupervised, and the
input and output patterns are not predefined. Furthermore,
there are no predefined labels and classes; instead, the
amount of similarity is employed between different topics.

This study applies clustering and classification to text-
mining scientific publications on COVID-19. As a first
step, international publications on COVID-19 were clus-
tered using text-mining techniques; then, Iranian publica-
tions on COVID-19 were classified according to the
obtained clusters. This study uses two approaches unsuper-
vised and supervised classification algorithms. Considering
the large volume of international publications, it is undoubt-
edly not possible to categorize them into similar groups, so
by using unsupervised text clustering algorithms, textual
data are automatically and mechanically categorized into
different groups, and then based on the obtained clusters,
algorithms with classification supervision were used to
obtain thematic clusters of Iranian publications based on
thematic clusters of global publications. The use of cluster-
ing and classification methods in text mining is very effect-
ive and useful and can be applied more effectively to
analyzing and using different data types. Using these
methods makes it possible to access data more quickly
and accurately and conduct various analyses.

Research questions

RQ1. What is the topic modeling of international COVID-19
publications?
RQ2. What is the classification of Iranian publications based
on the topics of international COVID-19 publications?
RQ3. According to text classification, which of the subject
categories of Iranian COVID-19 publications is consistent
with international ones?

Literature review

Numerous studies use text-mining techniques and classifi-
cation and clustering algorithms to analyze the published
texts related to COVID-19, including the texts published
by users on social networks and scientific publications
indexed in databases. Liu et al. collected media reports on
COVID-19 and examined media-based health communica-
tion patterns and the role of media in this crisis in China.
WiseSearch was used to extract news articles. The data
were analyzed by Python and the Python package Jieba.
This article used latent Dirichlet allocation (LDA) for
topic modeling. Based on coherence value, 20 topics were
selected, and their keywords and themes were generated.
Based on the topic visualization figure, the topics were
divided into nine main categories. The most prominent
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themes were prevention and control procedures, medical
treatment and research, and global or local social and eco-
nomic influences. Comparing the number of news articles
for each day and the development of the outbreak, it was
found that mass media news reports in China lag behind
the development of COVID-19.14 In line with previous
research, Ghasiya and Okamura analyzed the database of
more than 100,000 titles and news articles on COVID-19
using (topic modeling) and (classification and sentiment
analysis). Top2vec for topic modeling and RoBERTa for
sentiment analysis were used. Topic modeling results
showed that education, the economy, the USA, and sports
are some of the most widespread topics in the UK, India,
Japan, and South Korea. In addition, sentiment analysis
achieved a validation accuracy of 90%. The study showed
that the UK has the highest percentage of negative senti-
ments and South Korea has the highest rate of positive sen-
timents.15 Danesh et al., using text mining and LDA
clustering algorithm, clustered 50 years of publications on
coronavirus. The highest numbers of publications were
respectively on the following topics: “structure and proteo-
mics,” “cell signaling and immune response,” “clinical
presentation and detection,” “gene sequence and genom-
ics,” “diagnosis tests,” “vaccine and immune response
and outbreak,” “epidemiology and transmission,” and
“gastrointestinal tissue.”16

Moreover, Dastani and Danesh analyzed topic clusters
on Iranian COVID-19 publications in the LitCovid database
using text mining and topic modeling techniques. The
results indicate that patient, pandemic, outbreak, case,
Iranian, model, care, health, coronavirus, and disease are
the most important words in the publications of Iranian
researchers in LitCovid. The results reveal that many
Iranian studies on COVID-19 were primarily on prevention,
management, and control issues.17 In addition, Gupta et al.
studied the publication trend of COVID-19 by applying
NLP and LDA. They used the LDA algorithm to analyze
25 topics from publications indexed in PubMed by NLPs
techniques. They demonstrate that research on “masks”
and “personal protective equipment (PPE)” is skewed
toward clinical applications, with a lack of population-
based epidemiological studies.18 Anderson analyzed and
clustered COVID-19 publications using the singular value
decomposition (SVD) and the expectation–maximization
(EM) algorithms. The findings of this study identified 25
topic clusters for COVID-19 publications. The findings
suggest that text clustering can detect hidden research
themes in the published literature relating to COVID-19
and reduce the number of articles researchers must search
to find relevant material.3

Koh et al. collected and analyzed 12,399 media news
reports. LDA was applied to examine developments in
old Korean media related to the launch of the COVID-19
vaccine. International trends in vaccination and social pol-
icies continue to be influenced by traditional media.

Furthermore, the media contributes to health-related com-
munication in the public by reporting on and forming
public discourse.19 In another study, Silalahi, Arini, and
Mulyani identify the most critical topics and identify
research gaps using LDA during the COVID-19 pandemic.
The topics most discussed were handling the case (lock-
down and airport closure), conspiracy issues, fake news,
daily cases reported, the importance of preventing
COVID-19, the COVID-19 vaccination policy, economic
recession, transportation systems, learning systems, and
new procedures. Results indicate that reviewed articles dis-
cussed COVID-19 pandemic modeling or analysis. It can be
acknowledged that LDA is an effective approach to topic
modeling.20

Following the previous research, Amores, Blanco-
Herrero, and Arcila-Calderón have analyzed the public
conversation around COVID-19 on Twitter. Tweets were
mostly in English and originated from the USA and the
UK. Word frequency distribution, topic modeling, and sen-
timent analysis were used to analyze the data. Twitter was
also a more useful platform for facilitating conversations.
Topic modeling, sentiment analysis, and word frequency
reveal that Twitter users also discussed ways to deal with
the pandemic.21 Also in another paper, Dehghani and
Ebrahimi modeled Persian language publications about
COVID-19. They extracted 815 Persian articles from
Magiran and used the LDA with ParsBERT for modeling.
The results indicate 10 main topics. Medical articles had
the highest number of clusters, while engineering articles
and religious publications had the lowest number. The
topics found in the created clusters have structural relation-
ships. Clusters such as these demonstrate how COVID-19
affects society on all levels, from individuals to families
to communities. The results in the field of humanities indi-
cated that most disorder is related to education and learning.
In this study, Data collected from the Persian database –
Magiran – were used to model scientific communication
in COVID-19.22 In line with previous research, the article
by Chin et al. examined topics related to COVID-19 that
were discussed online conversations of 19,782 users from
five countries, the USA, the UK, Canada, Malaysia, and
the Philippines, conducted with a SimSimi chatbot.23 The
analysis results indicated that the work provides insights
into people’s informational and emotional needs during a
global health crisis. Users sought health-related information
and shared emotional messages with the chatbot, indicating
the potential use of chatbots to provide accurate health
information and emotional support.

Previous studies have emphasized the importance of
using text-mining techniques in analyzing and categorizing
large volumes of text. In particular, no study uses a combin-
ation of clustering and classification techniques in the ana-
lysis and classification of scientific publications to reveal
the degree of adaptation of national research based on the
study of the subject classes of international publications.
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Clustering, an unsupervised learning method, and classi-
fication, a supervised learning method, were used in this
study.24 This study aims to automatically categorize
Iranian publications according to the subject categories
extracted from COVID-19 international scientific publica-
tions without supervision. In fact, the results of subject cat-
egories obtained from the clustering method have been used
to train the classification method in this study. In this study,
unsupervised and supervised learning methods were
employed to identify and discover the level of consistency
between Iranian scientific publications and international
scientific publications on COVID-19.

In other words, the present paper has combined cluster-
ing and text classification techniques to analyze inter-
national publications on COVID-19, particularly Iranian
publications in this field. Due to the necessity and import-
ance of the issue raised in this article and not observing
similar literature, publishing this article felt more than ever.

Section 1 is the introduction of the article. The trend of
the COVID-19 pandemic is briefly mentioned. In the con-
tinuation of the introduction, the research questions have
been raised, and in the last part of the introduction, the lit-
erature has been reviewed. In part 2, the methodology of the
paper and the steps of research implementation and
methods of data analysis, models, and software are
explained. Section 3 is the research findings. This section
answers the research questions, and the analyzed data are
reported as tables and figures. In Section 4, the results
obtained are compared with the results of previous research,
and the examines related to each of the findings are given.
Section 5 of the article also contains the general conclusion
and suggestions for future research.

Methods and materials
The present research is quantitative in nature. Big textual
data were analyzed by text mining, clustering, and text clas-
sification techniques. Text mining with statistical methods
and machine learning algorithms automatically extracts
valuable and hidden information from textual data. Search,
extraction, preprocessing, data analysis, and answering the
questions in the findings section of this article started on
10 June 2021 and ended on 27 September 2021. The
present research was conducted in the information
management department at ISC – Shiraz – Iran.

The present paper is applied research conducted using
text-mining techniques such as text classification and clus-
tering with an analytical approach. The statistical popula-
tion includes all COVID-19 publications indexed in
PubMed Central® (PMC) from November 2019 to July
2021. The PMC has been used to collect the data, one of
the most extensive and most reputable medical science
databases globally regarding coverage.25 A search was
done on PMC on 10 June 2021, to extract the data related
to international and Iranian COVID-19 publications.

Furthermore, data from international and Iranian
COVID-19 publications were extracted separately. The
data were extracted in File Medline format and converted
to CSV using Science Space1 for text analysis.
Accordingly, 157,719 and 3143 records were extracted
for international and Iranian publications on COVID-19,
respectively. For all COVID-19 publications, the “title”
and “abstract” fields were used to perform the text-mining
process.

Text-mining techniques were used to analyze the
extracted data. However, the used text-mining operations
were performed in three stages: “text preprocessing,”
“text analysis,” and “results discussion.” First, each
retrieved publication’s title, abstract, and keywords were
merged to perform the text-mining process. Then, prepro-
cessing and data cleansing operations were applied to the
data to increase the quality of data and the validity of pat-
terns and the extracted relationships. The preprocessing
steps included (a) elimination of unimportant characters
such as extra empty spaces, text formatting tags, and nonal-
phabetic characters (removing punctuation or numbers
from the text), (b) breaking text components into words
and phrases, (c) converting uppercase letters to lowercase
ones for text homogenization, (d) homogenization of syno-
nyms to the preferred word, (e) homogenization of different
forms of words by lemmatization method (replacing words
or their basic form or vocabulary with the used conjugated
ones),26 and (f) removing stop words and those that are not
valuable for retrieving or analyzing documents, such as
conjunctions and suffixes (e.g. and, the, of, for). In this
paper, the LDA topic modeling algorithm has been used
for topic clustering. The LDA is one of the most important
methods of implementing topic modeling27 and allows the
discovery of basic issues from large volumes of unstruc-
tured textual data.28

LDA is a statistical method that can automatically iden-
tify main topics and trends in large and unstructured collec-
tions of documents. It has been used in recent research to
extract topics and discover research trends efficiently.29,30

Also, LDA provides a powerful tool for finding hidden
“topics” in large document sets and can be easily used for
more complex applications.31 Researchers have approved
and accepted LDA to apply topic modeling.32 In addition,
LDA has obtained better results in both academic and non-
academic sectors in analyzing large-scale document
sets.33,34 Finally, the results of LDA are more interpretable
than hierarchical Dirichlet process (HDP).35

LDA is a probabilistic method. For each document, the
results give a mix of topics that make up that document.
Each document receives a probability distribution over
the k topics. Each word in the document is attributed to a
particular topic with probability given by this distribution.
Topics themselves are defined as probability distributions
over the vocabulary. So, the results are two sets of probabil-
ity distributions: the set of distributions of topics for each
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document and the set of distributions of words for each
topic. Each topic is itself a probability distribution over
words in the vocabulary. LDA aims to obtain results indi-
cating that each document consists of a small number of
topics and each topic is primarily composed of a small
number of main words.27

The original concept of LDA was that the text was
regarded as a combination of several topics in which
word distribution determined the features of a topic. In
LDA, the word is called a term, the word collection is con-
sidered a document, and the document collection is consid-
ered a corpus. All words in the corpus are considered
vocabulary. Moreover, LDA is a way of discovering the
topic. A word distribution determines the characteristic of
the subject.27,36 An assumption applied in the LDA is that
a document is regarded as a bag of words. Several proce-
dures are required to identify the topic in the LDA by iden-
tifying the number of topics and providing random topic
initialization in words.

For each corpus document, the following is a generative
method: computing the probability of the word on a topic
and the probability of the topic on the document to show
the probability of a word on a topic and the predominance
of the topic on the document and updating the topic on
every single word according to the highest value of prob-
ability. The probabilistic LDA graph models in step 2
may be represented as a directed acyclic graph (DAG) in
Figure 1.

The corpus level parameters α, β, and θ denote a variable
at the document level, and Z and W imply the variables in
the term (word) level. The variable is an object symbol
capable of being filled with changing content; however, dis-
tribution occurs in this type, and the Z and W contents can
be changed in this case. A variable includes particular para-
meters because of value alterations.18,36

LDA is a generative probabilistic model, including a
three-level structure with word, topic, and document. In
LDA, documents are viewed as a distribution over topics,
while each topic is distributed over words. To generate a
document, LDA firstly samples a document-specific multi-
nomial distribution over topics from a Dirichlet distribution.
Then it repeatedly samples the words from these topics.37

The equation which governs the working of LDA is
shown in Equation (1):

P(W , Z, θ, φ; α, β) =
∏M

j=1

P(θj; α)
∏K

i=1

P(φi; β)

∏N

t=1

P(Z j,t|θj)P(Wj,t|φ j,t)

(1)

where P (W, Z, θ,φi, α, β) is the probability that a specific docu-
ment is produced from a hypothetical LDA machine, the set-
tings of which will aid in knowing the latent topics in the
document. α and β are the Dirichlet, while θ and φ are multi-
nomial distributions, respectively; Z is the list of topics, and
W is the corpus of Words. The value of P relies on four inde-
pendent probabilities as mentioned in the right side of Equation
(1) where K is one of the three model hyperparameters, i.e.
number of topics, M and N denote the number of documents
and word count in a given document, respectively.38

Moreover, the “CV coherence” was used to determine
the appropriate number of topics. CV coherence is an
index that measures the co-occurrence of the words
extracted by the topic model. If those words from the
same topic often co-occur (i.e. the CV coherence is high),
the model is considered well-performed.39

In the final step, text classification algorithms were used
for the topic classification of Iranian COVID-19 publica-
tions. This paper employs the support vector machine
(SVM) algorithm as the classification algorithm. The
SVM is one of the most important and successful algo-
rithms in text mining and is an efficient and accurate
method. SVMs were introduced by Vapnik et al.40 for clas-
sification tasks, which adhere to the structural risk mini-
mization principle to construct an optimal hyperplane
with the widest possible margin to separate a set of data
points that consist of positive and negative data examples.41

SVM is a powerful classification algorithm that divides the
output data into categories using vector space. In simple mode,
SVM separates the data using a line called hyperplane. The
algorithm aims to find the best hyperplane for separating dif-
ferent categories.42 Studies have shown that this algorithm per-
forms well and appropriately classifies scientific documents.43

Similar to other machine learning algorithms, SVM
works by supervising two stages of training and classifica-
tion.44 To implement the SVM algorithm, the extracted
topics were first used as a supervised learning set in the
topic modeling stage of international COVID-19 publica-
tions. Therefore, each set of keywords extracted from the
topic modeling representing a topic, with the specific
weights for each word, was given to the SVM as supervised
learning (Figure 2).45 Consequently, the learning process
was shaped by supervision through a set of words, and
each document was assigned to a topic based on the similar-
ity of the subject word set. Ultimately, the specified tag was
used as the “topic document tag.”46,47Figure 1. Probabilistic graph model of LDA.
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The SVM was performed based on the supervised learn-
ing of data obtained from the topic modeling stage for text
classification based on the performed analysis, and it was
found that each of the subject classes of Iranian
COVID-19 publications establishes a relationship, consist-
ency, and common trend with the subject classes of inter-
national publications. In this regard, the topics of Iranian
COVID-19 publications were determined based on the
seven topics of international publications, and a diagram
was drawn for each of the seven topics of international
COVID-19 publications. In this diagram, based on the
weighted average of international and Iranian COVID-19
publications topics per month, the publishing trend was
reviewed and compared in seven topics.

Text-mining algorithms can be implemented in Python
using the scikit-learn library, and Natural Language Toolkit
(NLTK).42,48 The Skit-learn library is an open-source
project in which many experts worldwide participated its
development and promotion, which was developed to
perform machine learning algorithms with high standards.49

To perform the above tasks, python programming lan-
guage and libraries related to text mining, such as Gensim,
NLTK, Spacy, and scikit-learn, were used.26 Python is an
open-source, simple syntax, compact, and versatile program-
ming language that easily develops and provides various
libraries for working with texts for users.50 The main frame-
work of data analysis in this paper is shown in Figure 3.

Results
It is necessary to emphasize two important points regarding
the novelty of this study before reporting the results. First,

national (Iranian) and international publications were text-
mined, and based on the results from the topic modeling
of international publications, text classification was done
on national publications. The second innovation is using
text classification to check the consistency of national pub-
lications with international ones. With this finding, it can be
concluded to what extent the Iranian researchers of
COVID-19 have conducted their research in both directions
with international researchers.

Topic modeling of international COVID-19
publications

Table 1 presents the topics from implementing the LDA
topic modeling algorithm on international COVID-19 pub-
lications. This table indicates the topic number, the subject
expert’s selected name, and the most important words of
each topic. It is worth mentioning that the name of each
topic has been determined based on a review of the most
important words and the most relevant titles of the publica-
tions of each topic by consulting with topic experts.

Table 1 shows the results of implementing the topic mod-
eling algorithm on international COVID-19 publications. For
example, Table 1 shows that 10 of the most important words
of topic 0 were performance, test, training, sample, image,
propose, detect, base, content, and technique, which was
named “diagnostic tests.” Also, the most important words
of topic 1 were virus, model, human, infection, show, gene,
analysis, protein, mouse, and identify, which is named
“COVID-19 Proteins: Vaccine and Antibody Response.”

The following seven topics were used: (1) Diagnostic
Tests; (2) COVID Proteins: Vaccine and Antibody
Response; (3) Vaccine Immunogenicity; (4) Other; (5)
Social and Technology in COVID-19; (6) COVID-19
Complication; and (7) COVID-19 and Immune System.

Classification of Iranian publications based on the
topics of international COVID-19 publications

Figure 3 shows the (share) of international COVID-19 pub-
lications in the seven topics separately.

Figure 4 indicates that Topic 4 (Social and Technology
in COVID-19), with 50.61%, provides the largest share of
publications among the seven topics. Moreover, Topic 5
(COVID-19 Complication), with 15.94%, and Topic 2
(Vaccine Immunogenicity), with 13.92%, received the
second and third places, respectively. Furthermore, Topic
3 (Other), with 0.58%, indicates the lowest share of inter-
national COVID-19 publications of the seven topics.

Figure 5 shows the results of classifying Iranian COVID-19
publications based on the topics of international ones.

Figure 5 indicates that the topic “Social and Technology
in COVID-19,” with 39.44%, shows the largest share
of Iranian publications. “COVID-19 Complication” and

Figure 2. Stages of classification of COVID-19 international and
Iranian publications.45

6 DIGITAL HEALTH



“Vaccine Immunogenicity,” with 26.25% and 15.83%,
respectively, ranked second and third in Iranian
COVID-19 publications. Moreover, the topic “Other” with
0.13%, indicates the lowest share of Iranian COVID-19
publications.

The monthly publication trends of topics extracted from
international COVID-19 publications (Figure 6(a)) and
Iranian COVID-19 publications (Figure 6(b)) are shown
in Figure 6.

Figure 6(a) indicates that Topic 4 (Social and
Technology in COVID-19) dedicated the highest number
of international COVID-19 publications. The data analysis
also showed the highest number of international publica-
tions on this topic was in April 2021. Moreover,
Figure 6(b) shows that in February 2021, “Social and
Technology in COVID-19” provided the highest rate in
Iranian publications. Also, “Vaccine Immunogenicity” is
another topic with the highest number of publications on
COVID-19 in recent months. Furthermore, the highest
number of international scientific publications related to
this topic was published in March 2021, and the highest
number of Iranian publications was on this topic in
October 2020.

The topic “COVID-19 Complication” had the highest
number of international publications on COVID-19 from
the beginning of the pandemic until December 2020, fol-
lowed by “Vaccine Immunogenicity.”

“COVID-19 Complication” publications were most
prevalent in July 2020 and “Vaccine Immunogenicity” pub-
lications in March 2021. Figure 6(a) shows that the growth
trend of publications on all topics of COVID-19 has been
decreasing since March 2021. Figure 6(b) indicates that
Iranian publications on “COVID-19 Complication” have
grown significantly; the highest number was in November
2020. Another topic growing in Iranian publications
on COVID-19 recently is “Vaccine Immunogenicity,”
which had the highest number of publications in October
2020.

Degree of consistency of the subject classes of
Iranian and international publications based on the
text classification method

Figure 7 indicates the trends of international and Iranian
publications on COVID-19 in seven topic categories.

Figure 3. An overview of the data analysis framework used in this study.
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Figure 7 indicates the monthly trend of international
and Iranian publications on COVID-19. The results indi-
cate that the trend of Iranian COVID-19 publications on
the topic “COVID-19 Proteins: Vaccine and Antibody
Response” in January 2020 has increased significantly
(higher than 70%). However, in February and March

2020, there was a significant decrease in Iranian publica-
tions on this subject. From April 2020 to June 2021, there
was a steady trend of 10%–15% in Iranian publications.
An investigation of international publications on the
topic “COVID-19 Proteins: Vaccine and Antibody
Response” also demonstrates that there has been a

Table 1. Results of applying the topic modeling algorithm to international COVID-19 publications.

Topic
number Topic name Essential words in each topic

0 Diagnostic Tests Performance, test, training, sample, image, propose, detecting, base,
content, and technique

1 COVID-19 Proteins: Vaccine and Antibody
Response

Virus, model, human, infection, show, gene, analysis, protein, mouse, and
identify

2 Vaccine Immunogenicity Group, participant, year, compare, outcome, rate, increase, analysis, factor,
and age

3 Other Clinical trial, drug, project, vaccine, efficacy, treatment, dose, safety, and
build

4 Social and Technology in COVID-19 health, develop, provide, system, approach, social, Support, model, work,
and care

5 COVID-19 Complication Patient, treatment, clinical, disease, cancer, case, include, therapy, mental,
and diagnosis

6 COVID-19 and the Immune System Cell, effect, response, function, expression, role, increase, mechanism,
immune, and level

Figure 4. Share of international COVID-19 publications on the seven topics.
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declining trend from January to April 2020. From May
2020 to June 2021, a steady trend of 10% is observed.
Therefore, from mid-2020 to June 2021, Iranian publica-
tions followed the global publishing trend in “COVID-19
Proteins: Vaccine and Antibody Response.” A common
trend in this category is observed between international
and Iranian publications. In other words, Iranian publica-
tions have a common publishing and research process
with international publications in “COVID-19 Proteins:
Vaccine and Antibody Response.” Figure 7 indicates
that the Iranian publication on COVID-19 is in line
with international publications only in one of the seven

topic categories. There was no consistency between
Iranian and international publications in the other six
topic categories.

Discussion
The COVID-19 global pandemic has posed a significant
crisis for public health and the lives of all people world-
wide. Its rapid spread and danger have endangered public
health and all aspects of human life, including economic
and social development. The solution to this crisis is to
fully understand the problem and its associated

Figure 5. Topic classification of Iranian COVID-19 publications based on the topics extracted from the topic modeling of international
publications on COVID-19.

Figure 6. Monthly publication trend of COVID-19 topics of (A) international publications and (B) Iranian publications.
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consequences in different areas and identify possible solu-
tions to deal with it. Therefore, it is necessary to improve
scientific knowledge about COVID-19 because it leads to
answers to questions in real life. However, in-depth knowl-
edge in this area is needed to identify solutions and answers
to the numerous existing problems and challenges.51

Accordingly, the present article has indicated a clear
picture of the topics of Iranian and international publica-
tions on COVID-19. The topic modeling results of inter-
national COVID-19 publications showed that these
publications had been published on seven main topics. In
order of their publication share from highest to lowest,
these topics are “Social and Technology in COVID-19”;
“COVID-19 Complication”; “Vaccine Immunogenicity”;
“COVID-19 Proteins: Vaccine and Antibody response”;
“Immune System”; “Diagnostic Tests”; and “Other.”

“Social and Technology in COVID-19” is the topic that
has attracted the most attention of researchers; 2 months
after the outbreak of the COVID-19 pandemic in late
2019, it has had the highest publication among other
topics. The study results indicate that this issue’s highest
publication rate was in April 2021.

Social challenges are among the most critical issues
resulting from COVID-19.52 Social distance and lockdown
have been successful methods for managing pandemics,
along with the use of technology.53 In this regard, the
Centers for Disease Control and Prevention (CDC) consid-
ers the use of information technology in the management
and control of COVID-19 necessary.54 Given the develop-
ment and progress of the existing information and commu-
nication technology infrastructures, governments and
health organizations at the national and international
levels can use intelligent approaches to overcome the pan-
demic; therefore, during the COVID-19 crisis, there is an
upward trend in applying new technologies in the health
field for dealing with and controlling this crisis.55 The
above explanation is one of the main reasons for research-
ers’ popularity of “Social and Technology in COVID-19.”
In this regard, Gupta et al. have proposed an extensive
range of topics in society, including “Socioeconomic
Impact” and “Communication,” for COVID-19 publica-
tions and have shown an increase in publications related
to this topic. Their study also showed “Health care,
Telemedicine” as another topic with many publications.18

In another study, Rodríguez-Rodríguez et al. highlighted
the applying technology in society during the COVID-19
pandemic as one of the main topics in publications related
to using AI in COVID-19.9 The second important issue
was the “COVID-19 Complication.”

According to the findings and the publication trend in this
issue, as it is known, the area of complications has been more
frequent than other areas and has had a steady trend over
time. The reason may be that the new coronavirus has sys-
temic involvement and appeared in various variants.
Therefore, at any time, there are reports of new complications

of this disease, among which long-term complications are
worrying. Regarding “Social and Technology in
COVID-19,” it can be added that since the beginning of
the COVID-19 pandemic, various complications have been
reported worldwide, some with high and some with low
prevalence. For example, complications such as adult respira-
tory distress syndrome (ARDS), cardiovascular, coagulation,
and thrombotic problems are among the most critical compli-
cations in the investigations. These three essential factors
have been reported as an essential reason for the death of
patients suffering from COVID-19. However, these are not
the only complications. The articles also mention rare com-
plications, including blood, gastrointestinal, external, micro-
bial agent infection, and cardiac arrest. The psychological
complications of COVID-19, among others, are categorized
in this topic. In addition to physical symptoms, COVID-19
can cause mental problems for patients. Besides the physical
symptoms, COVID-19 can cause psychological problems for
patients.

On the other hand, changes in people’s lifestyles fol-
lowing the outbreak of COVID-19, such as travel restric-
tions, lockdown and isolation, social distancing, and
economic status, may similarly lead to mental disorders.
In addition to the mentioned cases, some psychological
problems are determined in specific groups, such as preg-
nant women, medical workers, and children during the
COVID-19 pandemic.56 Anderson identified different
topic clusters of COVID-19 complications, such as
brain issues and stroke/blood vessels, heart/blood
vessels, respiratory, breathing, and lung issues, and
public and mental health concerns in COVID-19 publica-
tions.3 Moreover, Gupta et al. identified topic clusters
associated with “COVID-19 Complication,” including
gastroenterology, cardiovascular, pulmonary, and
mental health, in COVID-19 publications. They showed
that mental health is a primary and growing topic in
COVID-19 publications.15 Älgå, Eriksson, and
Nordberg believe that in the first 6 months of the
COVID-19 pandemic, some issues, such as healthcare
responses, clinical manifestations, and psychological
effects, have been the most important topics published
in the articles related to COVID-19.57

Another topic that has received the most attention from
researchers at COVID-19 global publications is “Vaccine
Immunogenicity.” The power of immunogenicity against
the virus is an important feature of a vaccine. In discussing
the power of the vaccine in creating collective safety and
immunity of individuals, the higher the immunization of
the vaccine, the greater its efficiency and effectiveness. In
the discussion of immunization of vaccines, both arms of
the specific immune system, namely, humoral immunity
(with the role of neutralizing antibodies) and cellular
immunity (with the role of the cytotoxic T lymphocytes
(CD8+)), are involved and active and any vaccine that
can address both areas, especially in the field of immunity.

10 DIGITAL HEALTH



It stimulates the cell more and has high efficiency and
effectiveness. Vaccine immunization is influenced by
important host and human factors and the vaccine, and

factors such as vaccine dose, injection site, and vaccine
dose schedule can be effective in vaccine immunization in
addition to viral target.58

Figure 7. Monthly trends of international and Iranian COVID-19 publications on seven topics.
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Another important topic is the “Vaccine and Antibody
Response,” the vaccine injection aimed at stimulating the
immune system, stimulating a specific system or the same
acquired immunity. Most studies in this field examine the
immune system of individuals after vaccination.59 Haleem
et al. concluded that extensive research is needed to
develop vaccines to prevent COVID-19 infection. To
combat this disease comprehensively, there is an urgent
need for the early production and development of various
drugs, vaccines, and treatments.60

“Immune System” and “Diagnostic Tests” are other
topics in which international COVID-19 publications are
categorized in this article. However, organs of the
immune system play an important role in the fight against
infectious agents (especially viruses) in both innate and spe-
cific immune systems, including cellular and humoral
immunity. However, this close connection between the cor-
onavirus and the immune system in different people causes
various symptoms. Therefore, studies on the immune
system can include therapeutic mechanisms of the
immune system or strengthen it versus the defense against
viral agents and indicate the more acute clinical condition
of the disease in individuals, which may not improve and
can lead to disease progression. It becomes acute as
well.61 In the discussion of diagnostic tests, the standard
diagnosis of a virus is by molecular-genetic methods, e.g.
reverse transcription-polymerase chain reaction (RT-PCR)
or the determination of the viral genome in nasopharynx
samples. However, other diagnostic methods include
approaches based on serological methods or the determin-
ation of antivirus antibodies. In addition, a computerized
tomography scan (CT scan) of the lungs and observation
of the ground glass view are also of diagnostic value.62

Danesh and Dastani also indicated that the 50-year pub-
lications on coronavirus had been categorized into eight
topics: “structure and proteomics,” “Cell signaling and
immune response,” “Clinical presentation and detection,”
“Gene sequence and genomics,” “Diagnosis tests,”
“Vaccine and immune response and outbreak,”
“Epidemiology and transmission,” and “Gastrointestinal
tissue.”13 In another study, the main topics of COVID-19
publications include pathogenicity, epidemiology, trans-
mission, diagnosis, treatment, prevention, and complica-
tions.63 Another research also focused on articles on
COVID-19 and publications focusing on virology, immun-
ology, epidemiology, pharmacology, public health, critical
care, and emergency medicine.64 Due to the extensive range
of categories and topics published on COVID-19, it can be
said that the results of previous research are in line with the
present article. In general, virology, vaccines, antivirals,
and health research are at the core of the scientific response
to the COVID-19 pandemic; there are other studies in other
fields.65

A topic classification method in text analysis was used in
the present study to assess the consistency between Iranian

and international publications regarding COVID-19. There
was a greater proportion of Iranian publications related to
three topics: “vaccine and virus purposes,” “COVID-19
complications,” and “vaccine safety.” In accordance with
the study results, Iranian researchers place a greater
emphasis on “complications.” Additionally, the trend in
Iranian publications on “COVID-19 Proteins: Vaccine
and Antibody Response” is consistent with that in inter-
national publications. In contrast, no consistency was
observed in other topics among publications.

Among Iranian publications on COVID-19, Dastani and
Danesh found that the highest quantity was on
“Prevention,” which includes the following topics:
“Pandemic status,” “Management,” “Policy,” “Control,”
“Behaviors,” and “Other diseases.” It was found that
“Treatment” was the most common topic, with subtopics
such as “Clinical features of mortality,” “Clinical features
of the disease,” “Drug,” and Outcome.17” Due to Dastani
and Ghorbani’s analysis, Iran’s research projects related
to COVID-19 can be categorized into 12 subtopics.66 The
following subtopics were identified: “Treatment,” “Care
needs of medical staff,” “Disease severity factors,”
“Mental health and preventive behavior,” “Diagnostic and
laboratory,” “Immunological studies,” “Vitamins and
minerals,” “cardiovascular disease,” “Vaccine studies,”
“Job and life stress,” “Experiences of nurses,” “Patients
and families,” and “Prevalence and symptoms.” Based on
the results of this study, the previous studies are
inconsistent.66,17

Conclusion
The results of this study indicated a rich concept of the pub-
lished issues of COVID-19 and the trend of publishing
Iranian and international topics. The results of this study
showed that the number of scientific publications in
“Diagnostic Tests”; “COVID Proteins: Vaccine and
Antibody Response”; “Vaccine Immunogenicity”; “Other”;
“Social and Technology in COVID-19”; “COVID-19
Complication”; and “COVID-19 and Immune System” were
aligned at the international and national levels. Hence, the
highest number of scientific publications on COVID-19 inter-
nationally and in Iran was in “Social and Technology in
COVID-19.”

Also, the trend of scientific publications on COVID-19
at the national and international levels on the topic
“Social and Technology in COVID-19” is similar. It has
the highest number of publications in the study period.
However, there are differences in international and national
publication trends on other topics.

The main limitations of this article are as follows: The time
frame of this study is from December 2019 to July 2021.
Therefore, it has not been investigated from August 2021 to
June 2023. Many articles related to the subject area of
COVID-19 have been published and indexed in PMC, which
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arenotpart of the statistical populationof thepresent article and
need to be studied in an independent research from August
2021 to July 2023. The second limitation is geographical. In
this article, international publications are compared with
Iranian publications. This limitation can be studied in future
research. The value and originality of this article is to
provide an enlightened model for the study of international
publications with a specific country that can be used in future
studies. The two limitations of the time frame and the geo-
graphical limitation were clearly explained, and suggestions
for future studies were presented.

The methodology used in this paper, which led to iden-
tifying national subject classes based on international ones,
would also be used by researchers in the future. The manual
classification of topics in scientific publications is an impos-
sible task. Therefore, using supervised and unsupervised
learning methods in text mining, the best results can be
obtained in the shortest possible time so that the least
amount of interference has a human.

Correspondingly, the important results of the present
study were among the monthly trends of national and inter-
national publications based on the identified topic categor-
ies and the discovered degree of consistency of the national
and international research. Therefore, researchers and pol-
icymakers could understand COVID-19 knowledge based
on the results of this study. Thus, in future studies, it is sug-
gested that researchers study and analyze other areas of
COVID-19 knowledge, such as prevention methods, treat-
ment methods, and vaccines, separately and by applying
text classification and clustering techniques. It is also sug-
gested that in a longitudinal study from July 2021 to the
present, text mining of International COVID-19 publica-
tions be performed, and the results will be compared with
the findings of the present paper. Furthermore, this investi-
gation examined the degree of consistency of subject
classes of Iranian and international publications on
COVID-19. It is suggested that in another study, the publi-
cations of other countries be compared and analyzed with
the international publications on COVID-19, the degree
of consistency of their research be examined, and the
results be compared with the present study.
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