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ABSTRACT: This review addresses concepts, approaches, tools, and outcomes of
multiscale modeling used to design and optimize the current and next generation
rechargeable battery cells. Different kinds of multiscale models are discussed and
demystified with a particular emphasis on methodological aspects. The outcome is
compared both to results of other modeling strategies as well as to the vast pool of
experimental data available. Finally, the main challenges remaining and future
developments are discussed.
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1. INTRODUCTION

During the last decades, very significant efforts have been carried
out to find alternatives to the depleting fossil fuels resources. For

Received: April 18, 2018
Published: March 12, 2019

Review

pubs.acs.org/CRCite This: Chem. Rev. 2019, 119, 4569−4627

© 2019 American Chemical Society 4569 DOI: 10.1021/acs.chemrev.8b00239
Chem. Rev. 2019, 119, 4569−4627

This is an open access article published under an ACS AuthorChoice License, which permits
copying and redistribution of the article or any adaptations for non-commercial purposes.

pubs.acs.org/CR
http://pubs.acs.org/action/showCitFormats?doi=10.1021/acs.chemrev.8b00239
http://dx.doi.org/10.1021/acs.chemrev.8b00239
http://pubs.acs.org/page/policy/authorchoice/index.html
http://pubs.acs.org/page/policy/authorchoice_termsofuse.html


the design of any new energy technology, the amount of energy
that can be stored/converted, the accompanying cost at all levels
of implementation, and the overall environmental impact all
constitute major concerns. Within the spectrum of devices
suggested in order to develop a more sustainable energy
ecosystem, rechargeable batteries are likely to play a very
significant role as energy storage devices. Battery technology has
great potential to become competitive in terms of cost in
particular with respect to nomadic applications; it is highly
efficient (e.g., > 90% electric efficiency) and environmentally
benign with zero-emission and low noise in the usage stage. The
development of portable personal electronic devices and electric
vehicles (EVs) has resulted in a rapidly growing demand for
lithium-ion batteries (LIBs) with high energy density. Currently,
>10 billion cells are made annually and at much lower prices per
energy stored than previously believed possible, down by 24%
even from 2016 levels.1,2 For further market segment
penetration, for example, for heavy vehicles and large energy
storage for the electricity grid, advanced, possibly postlithium
batteries must be designed in order to achieve even higher
efficiencies, lower production costs, little or no maintenance,
and great safety.
Since their invention, the development of rechargeable

batteries has mainly been driven by trial-and-error experimental
approaches. For example, Volta invented the first (non-
rechargeable) battery to store electricity in 1800, before the
electron was discovered by Thomson in 1896 (i.e., almost 100
years later).3 Being a new technology with a high potential for
further development, modern rechargeable batteries (hereafter,
referred to as batteries) saw a relatively fast penetration in the
market without the need for a deep theoretical understanding of
their operation principles. In stark contrast, today, when
significant cost reductions and performance improvements are
required, the situation is rapidly changing and the development
of physical theories to guide and to rationalize the design is
urgently needed.
A theory is a supposition or a set of ideas intended to explain

something, especially on the basis of general principles
independent of what is to be explained.4−6 Physical theories
aim to explain experimental observations. In the battery field,
they usually take the form of mathematical models constituted
by a set of (generally coupled) mathematical equations.
Mathematical models (hereafter called models) are the natural
choice to achieve a greater fundamental understanding of
existing designs and to predict properties and performance of
new designs. The advantage is a comparatively limited cost as

compared to extensive experimental investigations, which is why
modeling can catalyze innovation and technology breakthroughs
and ultimately reduce the time-to-market of new designs. In the
battery field, mathematical models can be useful for the
discovery and use of new materials/combinations thereof.
In this review, we address modern battery cells (i.e., we

disregard Pb-acid, NiMH, or NiCd technologies). The physical
system here addressed (i.e., the battery cell) is centrally made of
a negative and a positive electrode, separated by an electrolyte,
the latter often contained in a membrane (separator). The
negative and positive electrodes are where the electrochemical
reactions take place. For example, in the case of a LIB, the
electrodes are porous composites fabricated from particle-based
laminates comprising mixtures of materials with various sizes
and physicochemical properties. Usually, the active materials,
∼1−10 μm particle size, and the electronically conductive
additives (e.g., carbon particles), 50−100 nm size, are held
together by an organic polymer binder (e.g., polyvinylidene
fluoride, PVdF) and altogether deposited on a current collector
(e.g., Cu) (Figure 1). The porous electrodes and the separator
are both filled with the electrolyte, often an organic solvent
based liquid, which is responsible for the cell internal ion
transport between the electrodes, needed to match/balance the
electrons transported in the outer circuit. Similar electrode
textures can be found for metal, metal−sulfur, and metal−air
batteries.
Over the last 40 years both the models describing properties

of materials in general and the models describing battery
operation principles have been considerably improved, to
become faster, more accurate, and predictive of materials,
mechanisms, and processes at various length and timescales.
Examples of typical battery models include (i) electronic models
for simulating atomistic structures and properties, providing
fundamental insights into the processes governing local
properties of electrolytes as well as energy densities and
stabilities of active materials; (ii) atomistic models such as
molecular dynamics (MD) for the simulation of structure and
dynamics of electrolytes and active materials, to address ionic
transport, defect formations, and evolution in the active
materials, or models based on stochastic and kinetic Monte
Carlo (kMC) methods for the simulation of electrochemical
reactions at active material/electrolyte interfaces; (iii) meso-
scopic models based on kMC, discrete element method (DEM),
and coarse-grained MD (CGMD), for simulating particles self-
organization during the fabrication of composite electrodes; and
(iv) a range of continuum models, for example those based on

Figure 1. Schematic representation of a LIB cell.
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lattice Boltzmann techniques to investigate the wettability
properties of porous electrodes, phase field methods for
simulation of phase separation in active materials, and full cell
models supported on coupled sets of partial differential
equations (PDEs) addressing spatiotemporally varying quanti-
ties, such as concentration of species, temperature, and stress/
strain.
Within the realm of battery modeling, some of these models

have already been the subject of numerous comprehensive
review papers.7−19

Due to the complexity of materials employed and the
operation principles of a modern battery cell, it is often
disadvantageous to stick to a single modeling method: to
adequately model the battery materials and processes, a
combination of at least two of these methods is frequently
needed, which hence leads to the application of multiscale
modeling (MSM) approaches.6,9,20

This review has threemajor objectives. (i) To review the latest
progress within MSM, illustrated with examples for battery
materials and processes, including also the level of components
and cells. Some success stories of concrete added value to battery
R&D are also provided. (ii) To demystify modeling of battery
cells and make the benefits of MSM accessible and under-
standable for nonspecialists who often perceive modeling as a
self-standing, more or less academic activity without clear
connection to real experiments; this perception is, among
others, reflected in the title of this review paper. MSM strategies
are therefore described with a particular emphasis on
connections to experiments (both input parameters needed
and output obtained are of interest for experimentalists and
engineers). (iii) To identify opportunities and challenges of
MSM to advance several battery technologies, present and
future.
We do acknowledge that some previous battery MSM reviews

do exist, but they are far from extensive and do not cover the
MSMmethodology. In this review, our aim is for readers to get a
different perspective to the whole area as we consistently
introduce and evaluate a new categorization of MSM which by
itself makes this review different and more systematic (in terms
of the MSM approach and not merely in terms of subject (e.g.,
anode, cathode, as usually done).

1.1. Multiscale Complexity in Batteries

At the functional level, the structural, textural, and composi-
tional complexity of the electrodes renders the rate-determining
processes of a battery cell during charge and discharge to change.
They will depend on the active ion (e.g., Li+ or Na+)
concentration in the bulk of the electrolyte but also at the
electrode activematerial surface and inside the active material, as
well as depend on the potential drop between the active material
and the bulk electrolyte. For example, in a LIB, the lithium ion
(de)intercalation takes place at the nanoscale in the active
material and the electrochemistry strongly depends on both its
chemistry and structure. Charge, mass, and heat transport as well
as mechanical stresses are important from the materials up to the
cell level. The timescales vary from subnanoseconds (electro-
chemical reactions) to seconds (transport) up to hours
(electrode compositional changes), and days or even months
(structural and chemical degradation). All these phenomena and
associated mechanisms are strongly and nonlinearly coupled
(i.e., processes at the nano and microscale influence the overall
battery behavior) (Figure 2).

The development of a proper understanding of the relation-
ship between these multiple-scale mechanisms constitutes the
key to foster the innovation in terms of materials, components,
and/or battery cell operation strategies. In view of this
complexity, the system under investigation cannot be fully
understood using reductionist approaches which assume that
the system is made of the simple addition of its parts. For
example, the cell performance is not necessarily an addition of
phenomena taking place in its individual materials; locally
correct descriptions using only one level may lead to erroneous
or at least inaccurate predictions. A more complete under-
standing can only result by viewing the system as a whole, where
effects are correlated, then through an holistic viewpoint. In
modeling, such holistic approaches crystallize as “multi-scale
models” (i.e., using both parametrization and/or mathematical
descriptions to capture the interplay of mechanisms occurring at
multiple spatiotemporal scales in a single material or component
or combinations thereof). MSM aims to considerably reduce the
empirical assumptions by explicitly describing mechanisms in
scales neglected in simpler models.
1.2. Multiscale Modeling (MSM)

In the following, we will follow the standardized terminology
established at the European level21 and promoted by the
European Materials Modeling Council (EMMC).23 This
standarization, being endorsed by several European academic
institutions and companies, aims at improving exchanges among
experts in the materials modeling field, to foster the under-
standing between the industry, the software developers, and the
scientific communities. Such standards can also facilitate the
interoperability between models and databases.
In accordance with these standards, MSM refer to multi-

equation mathematical models (i.e., models describing a system
by a set of interconnected models applied at different length
scales). They have a hierarchical structure; the solution variables
of a system of equations defined in a lower hierarchy domain
(e.g., an active material particle of an electrode) have a finer
spatial resolution than those at a higher hierarchy (e.g., the
whole electrode). Consequently, small length-scale phenomena
and quantities are evaluated at the corresponding small-scale
geometry and the output subsequently homogenized using a
coarser spatial resolution, to evaluate properties at larger scales.
The overall resulting model architecture separates domains, the
characteristic length-scale of each of these domains being
“segregated” (the scales can be clearly “distinguished”).
MSM is hence inherently different to stand-alone models

(Figure 3a) where the input is provided by the user and the
output is not used by any other model. There are different
flavours of MSM, which are defined in the following three
categories.21 (1) Multiscale models based on sequential linking
(MSMSL): these models imply a sequential solution of the
governing equations of two or more models, where the

Figure 2. Multiscale character of a battery cell.
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processed output22 of one model is used as an input for the
following model (i.e., one-way dependency) (Figure 3b). A
typical example is deriving and using a classical atomistic force-
field (FF) for a MD simulation based on electronic structure
calculations. (2) Multiscale models based on iterative coupling
(MSMIC): these models rely on an iterative solution of the
(segregated) governing equations of two or more models (each
of them for a unique spatial scale). For two spatial scales the
processed output of the first model is used as input for the
second model and vice versa. Each of these models has its own
processed output, and the iterative coupling leads to a closed
loop data stream (Figure 3c). The numerical solution requires a
number of iterations to eventually reach convergence. An
example is using a kMC model resolving a chemical reaction
kinetics at an interface from the chemical species concentrations
resolved with a continuum model describing these species
transport along a porous electrode (the reaction kinetics act as a
sink/source term for the PDE describing the transport). (3)

Multiscale models based on tight coupling (MSMTC): these
models consist of the concurrent solution of the governing
equations of two or more physics-based models (each of them
relevant at a single length scale) where the physics equation(s)
andmaterials’ relations of eachmodel are collected and solved as
a single system of equations (Figure 3d). The models’
interdependency is expressed through physical quantities
appearing in more than one equation. The tight coupling leads
to one single raw or processed output for all models. A typical
example is using a continuum model describing electrochemical
reactions and transport mechanisms by temperature-dependent
parameters at the porous electrode scale coupled with a
continuum model describing thermal management in the cell
scale.
Furthermore, the mathematical descriptions in a MSM can be

performed within a single simulation paradigm (e.g., only on a
continuum level) or carried out using different simulation

Figure 3.Workflows of (a) stand-alone models, (b) multiscale models based on sequential linking (MSMSL), (c) multiscale models based on iterative
coupling (MSMIC), and (d) multiscale models based on tight coupling (MSMTC). “PE” refers to “physical equation” (mathematical equation based
on a fundamental physics theory which defines the relations between physics quantities of an entity) and “MR” to material relation (materials specific
equation providing a value for a parameter in the physics equation).21
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paradigms (e.g., a discretemodel coupled with a continuum level
model).2,6

1.3. Software for Multiscale Modeling and Identifiability

Governing equations in MSM are frequently nonlinear and
coupled PDEs needed to be solved temporally and spatially in
one and/or two and/or three dimensions.
MSM methods used to investigate battery materials include

ab initio Molecular Dynamics (MSMIC approach), ReaxFF
(MSMSL approach), and COSMO (MSMSL approach). Such
methods are available in softwares such as Gaussian,24

GAMESS,25 SIESTA,26 and COSMO-RS.27 At the component
and cell level, MSMIC and MSMTC methods have been
developed within software such as Matlab,28 Fluent,29

COMSOL,30,31 or even combinations of those software. Some
of these utilize finite element solvers, making it possible tomodel
complex geometries. Other commercial alternatives which exist
can offer a single and integrated solution for LIB simulations, for
example CD-adapco’s STAR-CCM+32 and its Battery Simu-
lation Module and Battery Design Studio.32 Similar tools have
been achieved by other research institutes developing in-house
software for three-dimensional (3D)-simulations of LIBs.33 In
order to carry out reliable simulations, the numerical solver
needs to be properly chosen or designed in view of the problem
one wants to solve. Besides the choice, often limited, of
numerical solvers and spatial meshing capabilities of commercial
software, numerous groups have developed their in house
numerical solvers (e.g., PETSc,34 LIMEX,35 or FiPy36).
It is also possible to imagine the combination through

computational workflows of simulation packages dealing with
different scales and different simulation paradigms within a
MSMSL approach. For instance, electronic structure calcu-
lations performed with first-principles softwares such as VASP,37

CRYSTAL,38 Wien2k,39 ADF,40 Gaussian,24 BigDFT,41−43 and
NWChem44 can be combined with the most frequently used
MD software of today such as GROMACS,45 LAMMPS,46

AMBER,47 CHARMM,48 and DL_POLY.49 In such a case,
establishing workflows for automatic data flows between models
is very important.50 Several middleware platforms allowing this
are available, including KNIME,51 AIIDA,52 ECCE,53 and
UNICORE,54 and can be used with parallelized programs55

Workflows within the MSMSL approach have been developed
for LIBs56 and interfaced with scripts devoted to automatic
parameter sensitivity analysis and cell design optimization.
Identifiability (i.e., whether parameters can be uniquely

retrieved from input-output data) is a crucial aspect of multiscale
models.57−60 This can result in structurally nonidentifiable
model parameters and in limited data and/or bad data quality.
Altered experimental design or model reduction, such as
linearization,61 are the main remedies. Until recently,62−67 due
to computational restrictions, there were no significant efforts
made to develop efficient techniques for estimating parameters
for multiscale battery models, but Boovaragavan et al. did report
on a numerical approach for real-time parameter estimation
using a reformulated LIB model.68

In the following, we discuss examples of MSM, with particular
emphasis on battery applications, in this order, for active
materials, interfaces, components (composite electrodes and
separators), and cells. In the case of active materials, due to the
large extent/complexity of existing possible approaches,
examples are sorted by materials families. The following
sections, respectively devoted to interfaces, components, and

cells, are sorted by methodology type, including examples of
applications.

2. ACTIVE MATERIALS
The knowledge of the materials properties or especially their
atomistic structure gained through modelling can be the starting
point for the engineering of optimized active materials.
Quantum chemical models based on electronic theories that
do not rely on any parameters are often referred to as first-
principles (or ab initio) techniques. They play a significant role
by suggesting guidelines to improve well-known active materials
or even in helping the discovery of some brand-new ones, with
specific functionality. Such ab initio methods were used very
successfully in recent years for the description of, for example,
bulk materials, metal organic frameworks, and molecular
entities... Density Functional Theory (DFT)69,70 is based on
the Hohenberg−Kohn theorem which states that ground-state
energy is uniquely defined by the electron density. In this
formalism, the real system made of many interacting electrons is
replaced by a set of noninteracting particles generating the same
density that the real system of interacting particles would
generate. The formulation is then simplified: instead of explicitly
including the real potential of many interacting electrons, the
Kohn−Sham equation contains a local effective (fictitious)
external potential of these noninteracting particles. Compared to
higher level ab initio methods based on the complex many-
electron wave function, DFT computational costs are thus
relatively low. In practice, the properties of a many-electron
system are determined by using functionals, which are functions
of the spatially dependent electron density. They also need to
model the electron exchange, the correlation energy terms, and
the difference between the kinetic energy of the fictitious
noninteracting system and the real one. The use of an iterative
self-consistent approach based on the variational principe allows
for solving the corresponding equations. DFT calculations
constitute nowadays a standard tool for the accurate description
of the individual atomic and molecular processes in many areas.
Predicting physical observables with reasonable accuracy and

relatively low computational cost for a large set of systems by
calling to DFT even using local or semilocal approximations for
the unknown exchange correlation energy [e.g., the local density
approximation (LDA)70 or the generalized gradient approx-
imation (GGA)]71,72 let it become popular. In the specific field
of battery devices, it is nowadays very well-established that many
key properties can be reachable by making use of this
computational tool including the structural and energetic
characteristics related to point defects, the estimation of
equilibrium voltages,73,74 the activation energy for atomic
jumps, etc. DFT+U methods can be used for open-shell
transition metal compounds, U referring to an on-site Coulomb
interaction parameter derived either self-consistently or by
fitting to experimental data. Use of a suited U term might be
critical for getting reliable results, and one known limitation is
that U values able to reproduce certain material properties may
fail to account for other features. Similarly, different polymorphs
may need to be modeled with different U-values. Zhou et al.75

demonstrated that DFT+U greatly improves predicted lithiation
potentials using self-consistently calculatedU-values. Apart from
the widespread use of DFT+U, it can be outlined that the theory
based on the Koopmans’ condition represents a significant step
toward the correction of electron self-interaction in electronic
structure theories (which can be applied to any local, semilocal,
or hybrid density-functional approximation).76 Standard
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implementations of DFT is devised to describe correctly
strongly bound molecules as well as solids but is not suited to
account for long-range van der Waals attractions (vdW), which
are related to mutually induced and correlated dipole mo-
ments77 and can be relevant for both electrodes made of layered
inorganic compounds and organic crystalline matrices charac-
terized by π-stacking. Contrary to the Hartree−Fock model,
which does not consider electron correlation effects, DFT
calculations should, in principle, give the exact description of
ground state energy, including the vdW energy, if the true
functional is known. However, practical implementations
relying on either LDA or GGA fail to reproduce the physics of
vdW interactions at large separations with little or no overlap of
atomic electron densities.78 As a result, DFT calculations usually
overestimate the lattice parameters along the stacking direction
for organic crystals or layered materials.79,80 Recently, a number
of semiempirical approaches have been taken to incorporate
correction schemes for London-type dispersive interactions into
DFT.81−88 A great interest of first-principles calculations lies in
the possibility to get access to electronic structure features,
which are sometimes crucial to unravel mechanisms, the
computation thus serving as a tool to probe what happens at
the scale of atoms and chemical bonding. Beyond the
examination of dispersion curves and density of states,89 other
concepts relying for instance on the topology of the electron
density as implemented by Bader through the quantum theory of
atoms in molecules and crystals90,91 or also the electron
localization function92 can be investigated to shed light on the
phenomena related to chemical bonds, including, for instance,
atomic charges/volumes and critical points, which provide
rigorous and quantitative information especially on bonds.93

For applications in materials science, in general, and notably
for LIBs, the DFT calculations along with the above-mentioned
post-treatments present an invaluable interest, as they can
deepen the understanding of mechanisms at the atomic/
bonding scale and thus act as a kind of microscope able to
unravel the various structure−property relationships. In the
specific field of battery devices, it is nowadays very well-
established that many key properties can be reachable bymaking
use of this computational tool including, for example, the
structural and energetic characteristics related to point defects,
the estimation of equilibrium voltages, the activation energy for
atomic jumps, etc. There is indeed a plethora of investigations
having used first-principles calculations to describe the crystal
structures, the redox potentials, the ion mobility, the possible
phase transformation mechanisms, and the structural stability
changes of electrochemical systems. All of these properties are
key features to the development of advanced high-energy, high-
power, low-cost electrochemical systems. However, despite the
large scope of applications and the important extent of
information that are reachable from “first-principles” quantum
mechanics calculations by themselves, some shortcomings
might occur as soon as one tries to simulate large macroscopic
systems at an atomic level. Many problems at the leading edge of
materials science involve collective phenomena. Such processes
may occur over a range of time and length scales which are either
intrinsically difficult to capture solely from quantum chemistry
simulation or even intractable from the current computing
resources. Indeed, being computationally very demanding, the
simulations using ab initio methods are limited to a small
number (i.e., a few hundred) of atoms and short simulation
times in the range of a few picoseconds. In order to close this
“reality gap” and make most efficient use of current computing

capabilities for real materials problems, we must therefore
continue to make further methodological developments, in
particular the connection of different time and length scales
through the coupling of various modeling methodologies. In the
context of batteries modeling, one shall also take into account
the dependence on the local temperature of many processes,
including, for example, the intercalation rate or degradation
effects, the thermal behavior of the systems having a very
significant impact on the initiation of aging processes and thus
on their lifetime. Additionally, treating the electrode as a
homogeneous component might be unsuited to get insight into
actual features or properties related to the electrode real
microstructure. A successful cutting-edge computational strat-
egy has therefore to guarantee that newly developed simulation
tools are able to take into account all these parameters and
specific conditions. Beyond thermodynamic quantities, which
give the opportunity for instance to get an estimation of
intercalation voltage, a myriad of kinetic phenomena occurs in
both electrodes and electrolytes (Figure 4).

One of the properties for which MSM may be of relevance
corresponds in particular to the migration of lithium from one
site to another, which can be seen as an activated process with an
associated free energy barrier. The unit steps of ionic conduction
occur in the nanometer length scale and picosecond timescale.
Being cheaper computational methods because of their
dependence to empirical or fitted potentials, classical MD and
kMC simulations can be used to probe the diffusion pathway
and gain information on mobile carriers (e.g., vacancies or
interstitials) on a larger length scale in order to be consistent
with experimental observation. The kMC method is a variant of
the Monte Carlo (MC) method and enables one to carry out
dynamical simulations of stochastic and/or thermally activated
processes because time is also updated during the simu-
lation.95−98 When combined with a spatial coarse-graining
procedure, this additionally leads to a method of bridging length
scales. More precisely, one of the possible ways of getting
properties for battery materials is to perform the following series
of calculations99 (Figure 5): (i) first-principles electronic
structure calculations in order to extract the activation energy
barriers, (ii) local cluster expansion calculations, which will give
access, in any configuration corresponding to partially
disordered states, to the activation barrier for migration,99,100

and (iii) kMC simulation that enables the numerical calculation
of the diffusion coefficients by explicit stochastic simulations of
the migration of a collection of ions within a host.
In atomic-scale processes, nudged elastic band (NEB)

method,101 which corresponds to an efficient algorithm for the

Figure 4. A variety of kinetic phenomena, including Li diffusion and
first-order phase transformations involving nucleation and interface
migration, occur within individual electrode particles during each
charge and discharge cycle of a Li-ion battery. Reproduced from ref 94.
Copyright 2013 American Chemical Society.
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computation of transition-state energies, can be used to
determine the maximum energy along the lowest energy
pathways between two neighboring atomic sites. The
introduction of phase-field modeling can lead to an accurate
prediction of the phase transitions both in individual electrode
particles and multiparticle systems representing entire electro-
des.

Another way to gain insight into lithium ion diffusion through
simulations is by calling to the ab initio molecular dynamics
(AIMD) technique in view of investigating the inherent
microscopic diffusion mechanisms. In this method, the atomic
forces originating from quantum mechanics treatments are
injected in order to propagate the atoms in the system by
following the laws of classical mechanics (i.e., the motions of the

Figure 5.Computation approach integrated by first-principles calculation, cluster expansion, andMC simulation. Reproduced from ref 102. Copyright
from IOP Publishing.

Figure 6. Important crystal structures and Li hop mechanisms in common intercalation compounds. Many intercalation compound chemistries have
either (a) a layered crystal structure (with an ABAB or ABC stacking of a close-packed anion sublattice) or (b) a spinel crystal structure characterized
by a three-dimensional interstitial network for Li ions. (c and d) Diffusion in these crystal structures is often mediated by vacancy clusters (divacancies
in the layered form and triple and divacancies in the spinel form) if Li occupies octahedral sites. Reproduced from ref 94. Copyright 2013 American
Chemical Society.
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atoms are computed by applying Newton’s second law to the
atomic coordinates). Due to the significantly higher computa-
tional cost of AIMD simulations compared to classical MD
investigations, these calculations are often limited to a small
system size of a few hundred atoms and are suitable for short-
time-scale phenomena (≈10−100 ps). Gathering reliable
statistics, which require hundreds to thousands of trajectories
is thus more time-consuming compared to classical MD, but
examples of applications of AIMD to materials modeling
abound. In conditions of elevated temperatures, in which the
extent of required trajectories are lower, the diffusivity can be

easily estimated, whereas an extrapolation may then be used to
get an insight of the values characterizing lower temperatures.
Combining first-principles, phase field and finite element

calculations were also applied to active materials as will be
exemplified and can cover processes occurring on various
dimensions, from atomic- to mesoscale. Such methodology
provides information about thermodynamic and kinetic proper-
ties, together with strain development during phase separation.

2.1. Layered AMO2 Materials

Layered compounds (e.g., LiTiS2, LiCoO2, LiNiO2, etc.) with an
anion close-packed lattice where layers have a structure of

Figure 7. (i) Schematic diagram of phase transition during deintercalation from (a) O3-LiCoO2 and (b) O2-LiCoO2. Blue octahedrons represent
CoO6, red balls indicate oxide ions, and yellow balls represent lithium ions. (ii) Ordered (a) O6-Li1/3CoO2 and (b, c) O2-Li1/4CoO2 phases found to
be stable at room temperature by first-principles calculations. The lattice denotes the lithium sites within a Li plane, and the filled circles correspond to
Li ions. For the (b, c) O2 host, the unfilled small circle denotes the projection of the Li sites of an adjacent Li plane. For the (a) O6 host, the lithium
positions of the two adjacent layers are different: the projection of one is represented by the small unfilled circle, and the projection of the other is
represented by the large unfilled circle. Reproduced from ref 105. Copyright 2003 American Chemical Society. Reproduced with permission from ref
106. Copyright 2012 Royal Society of Chemistry.
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alternating sheets are one of the most famous class of positive
electrode materials (Figure 6).
In this structure, the transition metal lies in a position into

anion sheets while lithium inserts itself into a free layer between
anion sheets. In particular, the layered materials with formula
LiMO2 (whereM is a transition metal or a mixture of transition
metals) correspond to the archetypal positive electrode for LIBs.
Within this kind of compounds, the most prominent example is
LiCoO2 due to its commercial success in 1992. NaMO2 (M =Ti,
V, Cr, Mn, Fe, Co, and Ni) materials also characterized by a
layered rock-salt structure show high voltage and capacity and
are considered to constitute promising positive material for
sodium ion secondary batteries (SIBs). While LiMO2 is
synthesized only in the thermodynamically stable O3 phase,
the NaMO2 materials can be synthesized in two different
polymorphs (i.e., P2 and O3, where P (prismatic) and O
(octahedral) denote the shape of the LiO6 or NaO6 polyhedra
and 2 and 3 stand for the number of alkali layers in the repeat
unit perpendicular to the layers). Additionally, the O2-type
LiCoO2, which was prepared for the first time byDelmas et al.103

through a Na+/Li+ exchange experiment starting from the P2−
Na0.70CoO2 phase, is metastable. Van der Ven, Ceder, et al.104

were pioneers in investigating the layered LixCoO2 system,
through various studies involving aMSM by calling to activation
barriers originating from first-principles calculations. The phase
diagram of LixCoO2 was calculated for x ranging from 0 to 1 by
considering the set of host structures that are likely to be stable
as a function of Li concentration and temperature. For this
compound (Figure 7), different host structures can be
considered for which the oxygen octahedra surrounding the Li
sites, LiO6, share either edges with the oxygen ions surrounding
the Co ions, CoO6 (i.e., the O3 host) or faces (i.e., the O1 host).
In the H1−3 host, oxygen octahedra around the Li sites of every
other plane between O−Co−O slabs share edges with the
octahedra surrounding Co ions as in O3, while in the remaining
planes these octahedra share faces as in O1. By using
pseudopotential first-principles results as input, cluster
expansions of the formation energy of the O3 and H1−3 hosts
were generated prior to be implemented in MC simulations in
the grand canonical ensemble to investigate the finite temper-
ature thermodynamics of Li and vacancy ordering. Within the Li
concentrations interval of 0.05−0.10 centered at x = 0.15,
modeling indicated that the H1−3 host is more stable than both
O1 and O3. Due to an agreement between the experimental and
the calculated XRD, the experimentally observed phase
transformation below x = 0.21 was ascribed to the H1−3 host.
The calculations also highlighted a trend for Li ordering at x =
0.5 in agreement with experiment. Carlier et al.105 then focused
on the phase stability of the O2-LiCoO2 system in view of
elucidating the series of unusual structures experimentally
observed during Li deintercalation (i.e., the layered phases, T#2
(where T stands for tetrahedral) and O6). After first-principles
calculations, separate cluster expansions were set up for each of
the O2, O6, and T#2 hosts then followed by MC simulations.
The experimentally observed two-phase O2/T#2 region was
accounted for from theoretical prediction only when both
tetrahedral sites in T#2 were considered. These results allowed
one to clarify the underlying mechanism for this structural phase
transformation, which is largely governed by enhanced
configurational entropy in the T#2 phase and not by a metal−
insulator transition as previously proposed. Calculations
performed on O6−Li1/2CoO2 and O6−Li1/3CoO2 by consider-
ing several lithium sites and lithium/vacancy orderings

demonstrated that the structures with Li in octahedral sites
are more stable by 110 meV compared to the structures with Li
in the tetrahedral sites that do not share faces with CoO6. The
calculations also proved that the genesis of the O6 phase is
neither linked to Li staging nor driven by Co3+/Co4+ ordering in
the two different cobalt layers as initially believed. Two ordered
compounds, namely Li1/4CoO2 in the O2 structure and
Li1/3CoO2 in the O6 structure, were found to be stable at
room temperature (Figure 7), and the modeling further
indicated that the O2 structure should remain stable for CoO2
(with respect to T#2 and O6).
Similar to the work devoted to LixCoO2, a study involving the

phase diagram of LixNiO2 (0 < x < 1) was performed using a
combination of first-principles calculations, cluster expansion,
andMC simulations to account for energy dependence of the Li-
vacancy configurational disorder.107 At room temperature,
ordered LixNiO2 phases appeared in the phase diagram at x =
1/4, 1/3, 2/5, 1/2, and 3/4, and the most stable calculated
lithium-vacancy arrangements for Li1/4NiO2 and Li1/3NiO2 were
consistent with experimental models based on electron-
diffraction data. The computational study tends to indicate
that LixNiO2 behaves differently from LixCoO2 despite having
identical structures and that Co and Ni have similar ionic sizes.
Unlike in LixCoO2, the stability of ordered LixNiO2 structures is
not solely determined by short-ranged repulsive in-plane Li−Li
interactions (which are in both compounds screened by the local
oxygen environment). In its Ni-based counterpart, long-range
attractive interplane Li−Li interactions due to the Jahn−Teller
activity of Ni3+ ions constitute the main driving force for the
phase ranking in stabilization. Ordering in Lix(Ni0.5Mn0.5)O2
and its relation to charge capacity and electrochemical features
was also studied by Van der Ven and Ceder.108 The proposed
energetically competitive ordered structure for the Li, Ni, and
Mn ions within Lix(Ni0.5Mn0.5)O2 was found to be compatible
with experimental data. Although this material is a layered
compound in which lithium resides in octahedral sites,
tetrahedral sites tend to emerge as a result of the electrochemical
activity of the lithium in the transition metal layers and have a
significant incidence on the electrochemical behavior of the
material. The phase transformations of this material were then
studied by Hinuma et al.109 who concluded that the cation
ordering in Li(Ni0.5Mn0.5)O2 is a complex function of the
temperature and the heating/cooling history. Their combined
first-principles modeling, cluster expansion, and MC calcu-
lations coupled with selected experiments led to propose a phase
diagram of Li(Ni0.5Mn0.5)O2, which was indicative of the phase
transition upon heating: a zigzag model, which has very little Li/
Ni disorder in the Li layer, first transforms to a partially
disordered flower structure with about 8−11% Li/Ni disorder
(∼550 °C), which upon further heating (∼620 °C) transforms
to a disordered√3*√3 honeycomb structure. The uncommon
ordering of this material with temperature was ascribed to the
competition between NiTM-O-NiLi hybridization and electro-
statics. Van der Ven et al.110 also investigated Li diffusion in
LixTiS2, the first lithium insertion compound experimentally
investigated, as a function of Li concentration, x, using the well-
established simulation approach combining first-principles,
cluster expansion, and kMC calculations. Predictions indicated
that diffusion is driven by Li ions hopping between neighboring
octahedral interstitial sites of the TiS2 host by passing through an
adjacent tetrahedral site. A significant decrease in the migration
barriers for these hops was observed when the end points belong
to a divacancy. Hinuma et al.111 studied the temperature−
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concentration phase diagrams for NaxCoO2 (for x between 0.5
and 1) by combining either GGA or GGA+U DFT, cluster
expansion, and MC simulations. The type of interactions was
found to be dependent upon the first-principles treatment:
whereas the prevalent interactions correspond to long-range in-
plane electrostatics and relaxation effects in GGA, in GGA+U
Co−Co interactions were found to dominate. The comparison
of calculated and experimental data including c-lattice parameter
and the Na1 site/Na2 site ratio revealed that GGA is a better
approximation for 0.5 < x < 0.8. Later, Mo et al.112 made use of
AIMD simulations and NEB calculations in view of identifying
the Na diffusion mechanisms in NaxCoO2 sodium layered oxide
material at nondilute Na concentrations. While it was still
unclear from previous investigations what the dominant Na
migration mechanism was in the P2 polymorph, some
elucidation was provided by this study. Although both P2 and
O3 showed good Na conductivities over a wide range of Na
concentrations, the presented results highlighted the fact that P2
outperforms O3 for Na migration except at high Na
concentrations. They may account for the generally higher
achieved capacities in P2 NaMO2 compounds (see, for example,
ref 113). The authors were able to indicate that Na diffusion in
P2 was not mediated by divacancies, whereas it was the
dominant carrier for Na diffusion in O3. Instead, Na ions
migrate with a low energy barrier (of approximately 0.1 eV) in a
honeycomb sublattice in P2. Such hexagonal network topology
for the Na+ diffusion implies alternating transition-metal face-
sharing and nonface-sharing prismatic sites. While the drawback
of O3 is the drop in diffusion at x ∼ 0.5, it has been evidenced
that P2 is a fast ionic conductor in the same condition and is
expected to remain so for x < 0.5. The fast Na conduction at x∼
0.5 may partly explain why P2 can be cycled to the lower half of
Na concentrations (x < 0.5) in some experimental studies. The
high calculated migration energy barriers account for the
sluggish Na diffusion at high Na concentrations in P2, which was
ascribed to the strong electrostatic interactions among Na ions.
It was stressed that taking into account the effect of finite

temperature for the estimation of thermodynamic quantities
may be crucial to exactly describe the performance of the
electrode materials in LIBs. It has been recognized that the
accurate prediction of cell voltages should be related to the
ability to get temperature-dependent Gibbs energy functions of
electrode materials. Therefore, an effort to go beyond DFT-like
calculation strategies at 0 K has been pursued. A possible
methodology relying on the vibrational and related thermody-
namic quantities of these electrode materials gained from
density functional perturbation theory (DFPT) proved for
instance to be helpful to better understand the performance of
LIBs at finite temperature.114 On the other hand (by calling to
another MSM than the already presented one using first-
principles results as well as cluster expansions and kMC
simulations), an approach based on combined ab initio
calculations and use of CALPHAD (CALculation of PHAse
diagrams) was recently proposed by Chang et al.115 in order to
develop a thermodynamic database for multicomponent Li-
containing oxide systems (Figure 8). The purpose of such new
MSM strategy is to explore the phase diagrams and thus to
describe the continuous properties of complete composition
coverage for the well-known electrode materials. The flowchart
involved in this work first encompasses the estimation of
enthalpies of formation (per metal) for the binary oxide, MOn,
by using ab initio calculations in DFT treatment (without +U
correction) and the method suggested by Kubaschewski et al.116

to get entropy formation data of the oxide, MOn, thanks to the
anionic and cationic contributions [i.e., S(MOn) = S(M) +
nS(O)]. The Gibbs energy functions of the binary and ternary
oxides in the Li−Co−O and Li−Ni−O systems can then be
obtained thanks to these accurate data of formation enthalpies
by using the empirical entropy. They are subsequently
introduced in the calculation of theoretical cell voltage. By
observing a good agreement of this methodology with
experimental data, Chang et al. claimed that an advantage of
this new procedure is to prevent an inappropriate use ofU value,
as it may arise for the estimation of the phase diagram as well as
the thermodynamic and electrochemical properties of any Li−
M−O system.
2.2. Spinel AM2O4 Oxide-Based Compounds

Spinel oxides constitute another promising class of LIB positive
electrode active material (Figure 6). In particular, LiMn2O4 can
be considered as an ideal high-capacity activematerial because of
its low toxicity, the high natural availability of Mn, and its low
cost. First, although not directly related to a coupling of
theoretical treatments, one can outline that the idea of injecting
barriers derived from experimental measurements in the case of
Li diffusion modeling in LiyMn2O4

117 led to Fickian diffusion
coefficients (D) versus fractional occupancies (θ) from 0 to 1
(with the fraction of pinned Li ions varying from 0% to 40%) and
predicted theoretical open circuit potential, that were both
consistent with experiments. Ouyang et al.118 studied the
structural and dynamic properties of spinel LiMn2O4 by calling
to DFT-based AIMD simulations. The structural properties and
the phase reconstruction of Li0.5Mn2O4 were simulated through
full AIMD, while the calculation of the Li migration energy
barriers was performed by selectiveMD technique. They proved
that in Li0.5Mn2O4, lithium tends to be located in one fcc
sublattice, and that diffusion coefficient for lithium in
Li0.5Mn2O4 is much lower than that of LiMn2O4, consistent
with the experiment. While the migration energy barrier was
found to be symmetric along the diffusion pathway for LiMn2O4,
the symmetry was broken when the lithium content was
extracted to reach the value of 0.5. This latter observation has
been ascribed to the associated breaking of the structural
symmetry, which could be one of the reasons for the less stability
of the compound as cathode material for LIBs. Following a
computational study119 already devoted to the same material,
Jiang et al.120 focused their work on the spinel Li1+xTi2O4 by
combining DFT calculations with statistical mechanics methods
including cluster expansion/Metropolis MC and kMC. This
complete investigation encompassed the prediction of lattice
parameters, elastic coefficients, thermodynamic potentials,

Figure 8. Flowchart of the theoretical approaches used in ref 115.
Reproduced from ref 115. Copyright 2012 American Chemical Society.
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migration barriers, as well as Li diffusion coefficients. This set of
data was then introduced in continuum scale studies in a
framework corresponding to a coupled phase field and finite
strain mechanics formulation. The chemo-mechanical evolution
of electrode particles was simulated by considering various case
studies able to account for either homogeneous or heteroge-
neous nucleation. The ability of getting insight into the spatial
distribution of lithium ion composition as well as on stress
profiles and peak stress value evolution through this framework
during the lithiation−delithiation processes therefore provided
access to a complete vision of the kinetics and mechanics
features of this system. The estimation of the stress localization
and the potential for crack initiation during lithiation and
delithiation can be gained through the temporal evolution of
maximum principal stress values. The time evolution of lithium
ion composition in the presence of zero, two, and five nucleation
sites suggested that in view of avoiding the phase localization
within electrode particles the lithiation−delithiation rates has to
be carefully controlled (Figure 9).

It was demonstrated that the peak stress profile can be
connected to the presence and the density of nucleation sites,
whereas its time evolution is related to the rates of the imposed
lithiation−delithiation cycles. This MSMSL is based on
continuum scale studies parametrized using data extracted
from first-principles, MMC as well as kMC calculations. It
provides a new way of predicting the incidence of nucleation
sites on the mechanical degradation of electrode particles, which
is of high interest in view of understanding fracture and voiding.
Additionally, Zhang et al.121 exploited the potential of

combining ab initio calculations and a CALPHAD approach
(as already mentioned in section 2.1115) to systematically probe
infinite composition−structure−property−performance rela-
tionships under sintered and battery states of spinel cathodes.
By calling to this high-throughput computational framework and
with the aim to find the overall best performance for 4 V cathode
materials, they conducted a systematic search for the best
compromise for three key factors: energy density, cyclability,

and safety, within the LiMn2O4-Li4Mn5O12-Li2Mn4O9 triangle
and were able to identify favorable compositions for each of
these three properties.

2.3. Polyanion Oxide-Based Frameworks

In the 1990s, Goodenough’s group initiated the replacement of
simple O2− ions by XO4

y− polyanions in the positive electrode
hosts in order to define systems with higher cell voltage (see, for
example, ref 122). The principle is based on the fact that the
strength of the X−O bond can influence the M−O covalence
and thereby the relative position of the Mn+/M(n−1)+ redox
energy. The stronger the X−O bonding, the weaker the M−O
bonding and consequently the lower the Mn+/M(n−1)+ redox
energy relative to that in a simple oxide. Polyanion-based
frameworks (with general formula XY4

y−: X = P, S, Si, As, Mo,
and W) have been widely studied in the past decade as
alternative positive active materials for LIBs (see, for example,
ref 123). In particular, a specific interest was devoted to PO4

3−

and SO4
2− containing materials. These compounds are nowa-

days renowned thanks to their ability to tune the transition-
metal redox potential. From the viewpoint of coupled
computational methodologies, Yang and Tse124 examined the
mechanisms inherent to thermal (self) diffusion of Li ions in
LiFePO4 (LFP) through spin polarized ab initio (GGA+U) MD
calculations. In agreement with neutron diffraction experiments,
a dominant process was found to correspond to the hopping
between neighboring Li sites around the PO4 groups, leading to
a zigzag pathway along the crystallographic b axis (Figure 10a).

Figure 9. Time snapshots of lithium ion composition during the
lithiation−delithiation cycles for the cubic spinel Li1+xTi2O4 electrode
particles. Shown are the composition fields at time t = 0.3 ms, t = 0.45
ms, t = 0.6 ms, and t = 0.9 ms for the problems with no nuclei, two
nuclei, and five nuclei. The blue regions with composition close to x = 0
are in the α-phase, and the red regions with composition close to x = 1
are in the β-phase. Intermediate values of the composition correspond
to the two-phase regions. Reproduced with permission from ref 120.
Copyright 2016 American Chemical Society.

Figure 10. (a) Trajectories of the three Li atoms originally situated in
the crystalline LiFePO4 structure along the b axis obtained from theMD
simulation at 2000 K. The three specific Li atoms are highlighted with
different colors, and all other Li atoms are omitted for clarity. A zigzag
diffusion pathway can be clearly identified (shown with the curved
arrows) along the b direction and confined in the (ab) plane. (b)
Snapshots from the MD simulation of the fully lithiated LiFePO4 at
2000 K showing the second diffusion mechanism involving the
formation of Li_Fe antisite. Large (light green) and small (brown)
spheres represent Li and Fe atoms, respectively. A pair of Li (pink) and
Fe (blue) atoms are highlighted to illustrate this mechanism. Dashed
lines indicate the size of the used supercell. Reproduced with
permission from ref 124. Copyright 2011 American Chemical Society.

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.8b00239
Chem. Rev. 2019, 119, 4569−4627

4579

http://dx.doi.org/10.1021/acs.chemrev.8b00239


A second process was evidenced, which involves the
collaborative movements of the Fe ions resulting in the
formation of Li_Fe antisite defects thus promoting Li diffusion
across the Li ion channels (Figure 10b). The atomic transport
within these [010] channels was found to be consistent with the
experimental findings on the propensity to form antisite defects.
Evidencing the simultaneous occurrence of such two distinct Li
transport processes in this matrix led to the conclusion that Li
diffusion cannot be described as a simple linear process but may
instead be characterized by a “two-dimensional” diffusion
pattern. Another investigation dealing with this kind of material
was performed by Ouyang et al.,125 who applied the adiabatic
trajectory method for their AIMD simulations on LFP and Na
doped LFP (i.e., NaxLi1−xFePO4). Their collected energy
barriers of Li ions tend to indicate that the Na-doped compound
exhibits a higher ionic transport dynamic compared to the
undoped one. Recently, Xiao et al.126 performed kMC

simulations based on DFT energetics to study the kinetics of
phase evolution and Li intercalation in LFP during the
intercalation/deintercalation processes. Atomistic pictures of
the phase changes were obtained under realistic charge/
discharge conditions. A cluster expansion was employed to
rigorously extract the effective Li−Li interactions from hundreds
of DFT calculations. These interactions were evidenced as being
attractive across the [010] channels and repulsive in the same
channel. In agreement with X-ray diffraction experiments
showing peaks associated with an intermediate Li phase, the
kMC results revealed that an ordered Li0.5FePO4 phase with
alternating Li-rich and Li-poor planes along the ac direction
forms between the LiFePO4 and FePO4 phases. A nucleation
mechanism accounting for the high-rate LiFePO4 was identified.
Pre-existing vacant or weakly bound sites, such as lateral surface
and defects were identified as serving as nucleation centers that
promote the phase transition under both charge and discharge.

Figure 11. MC simulation of the galvanostatic discharge process performed at room temperature for the LixFePO4 olivine nanocrystals. The gray
points represent the lithium atoms in the active particle. The superficial current density is 0.5 Åm−2. The far-field flux of Li ions is perpendicular to the b
direction of the cell. Microstructure at (a) 0 s (initial random solid solution), (b) 0.0001 s (two Li-enriched phases have formed and joined together),
(c) 0.00056 s (growth of the Li-enriched phase), and (d) 10.81 s (the Li-poor phase is almost consumed). (e) Cell voltage as a function of Li
concentration (mol) in the active material. Reproduced with permission from ref 127. Copyright 2011 John Wiley and Sons.
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Additionally, Hin127 developed another methodology based
on the use of kMC, by calling to a residence-time algorithm,
which has been used in conjunction with a finite-element
simulation of Li-ion diffusion into the surrounding electrolyte.
Within this approach, kMC algorithm based on a cathode
particle rigid lattice was used to simulate the kinetic anisotropy
of lithium ion adsorption and lithium absorption for LixFePO4
olivine nanocrystals. The adsorption kinetics of the electrolyte/
electrode interface were treated by coupling the normal flux
outside the particle from a continuum numerical simulation of
Li-ion diffusion in the electrolyte to the atomistic kMC model
within the particle. The atomic potentials for the kMC
simulation were derived from empirical solubility limits
[originating from open circuit voltage (OCV) measurements],

and the local concentration fields were coupled to particle
adsorption via Butler−Volmer (B−V) interface kinetics. Such
investigations tend to prove that the galvanostatic lithium-
uptake/cell voltage is characterized by (i) a decreasing cell
potential for Li-insertion into a Li-poor phase; (ii) after the
nucleation of a Li-rich phase Li(1−β)FePO4, a nearly constant
potential; (iii) and after the Li-poor phase has been evolved into
a Li-rich phase, a decreasing cell potential (Figure 11).
The behavior in the second regime was found to be sensitive

to crystallographic orientation.
With respect to this kind of approach, it is important to stress

that the so-called shrinking core methodology and the phase
field description of phenomena inside the active matter have to
be compared. It seems that the shrinking core model (developed

Figure 12. (Left) Schematic of the cell as modeled by Newman et al. Cell consists of a Li-metal negative and a LiFePO4 positive with a separator
between them. The cell is filled with electrolyte. The LiFePO4 porous electrode is attached to a carbon-coated aluminum current collector. The
electrode is assumed to consist of spherical particles at the surface of which an electrochemical reaction occurs. (Right) Illustration of the shrinking-
core model with the juxtaposition of the two phases and the movement of the phase boundary. Both the single-phase and the two-phase regions are
shown. Reproduced with permission from ref 130. Copyright 2004 The Electrochemical Society.

Figure 13. (a−h) Simulations of reaction-limited phase separation of a 500 nm single crystal of Li0.5FePO4 into Li-rich (black) and Li-poor (white)
phases in an electrolyte bath at zero current and zero pressure, consistent with ex situ experiments. (a) Coherent phase separation, where lithium
insertion causes contraction along the (c) [001] axis and expansion along the (a) [100] axis, leading to tilted interfaces aligned with {101} planes. (b)
Loss of [001] coherency (e.g., due to microcracks) causes the phase boundaries to rotate to align with the [100] planes. Reproduced from ref 131.
Copyright 2012 American Chemical Society.
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by Newman, see earliest works128,129) already allows for a quite
satisfactory description of charge−discharge behavior of various
storage chemistries. For example, in the case of LFP, the
shrinking core model assumes that the storage proceeds via a
two-phase mechanism with the end phases being LiFePO4 and
FePO4. During the charge, an initial spherical LiFePO4 particle
starts to transform into FePO4 at its surface so that a shell of the
latter is created around the core of the former. As the charge
proceeds, the shell gets thicker and the core is shrinking until
consumed entirely. On discharge, the reverse process occurs
(Figure 12).
However, later on it was found that some essential ingredients

found in real LFP material were missing. In particular, the
spherical nature of the phase transformation is a rather large
oversimplification. Thus, although the shrinking model does
capture the basic charge−discharge shape, it fails to fit the real
measurements at various conditions of interest. On the basis of
new experimental discoveries, the shrinking core model was
gradually upgraded by taking into account anisotropy of
transport paths, particle size distribution, composition-depend-
ent diffusion coefficient, and similar approaches. As even these
improvements were unable to describe all the observed features,
a completely different approach to phase transformation was
introduced: the phase field description. The underlying physical
phenomenon is the spinodal decomposition mechanism, well-
known from metallurgical investigation of cooled alloys. Phase
separation is here directly associated with a double-well energy
diagram and the energy minimization principle, with parameters
which can be estimated by DFT calculations for solid/solid
interfaces (e.g., interphase energies), thus within a MSM
framework. This is probably the most important difference
with respect to the shrinking core model, which disregards the
thermodynamics; in contrast, phase field models predict that
phase-boundaries will only form when energetically favorable
(Figure 13). Phase field models also allow consistent
implementation of anisotropic elastic strain, which improves
prediction of special experimentally observed phenomena such
as phase-boundary alignment.131

Recently, Bazant showed that a consistent development of the
phase field approach may lead to a new general theory of
transport-reaction mechanism that extends significantly beyond
the conventional porous electrodemodel proposed byNewman.
In particular, for charged species, this theory provides a general
and unified framework by combining concepts from the
Poisson−Nernst−Planck equations describing ion transport,
the Butler−Volmer equation describing the electrochemical
kinetics, and the Marcus theory describing charge transfer for
concentrated electrolytes and ionic solids (Figure 14).132 In
other words, the theory modifies significantly all three
ingredients constituting the conventional average volume
models (the electrode level, the intracrystal level, and the
junction between these two levels). The theory allows
simulating intercalation mechanisms in phase-separating LIB
active materials and captures complex phenomena such as wavy
intercalation in anisotropic nanoparticles at low currents. Rather
unexpectedly, the author found that below a critical particle size
and above a critical current value, the phase transformation is
suppressed and homogeneous insertion/deinsertion is favored.
This seems consistent with experimentally observed very high
rates for LFP.133

Among others, this generalized model successfully explained
the dynamics of the Li composition and insertion rate in
LixFePO4 as measured using advanced operando X-ray

microscopy.134 In particular, the authors found that spatial
variations in rate and in composition controlled the lithiation
pathways. The previously established skewed relationship
between exchange current density and composition is found
to amplify the reaction heterogeneities upon delithiation but
suppresses them upon lithiation.131,132 These findings underline
the key role of the surface reaction rate in lithiation, paving the
way toward potential new electrode designs and battery
operation strategies.
Other MSM approaches supported on the phase-field

methodology have recently been extended to other types of
materials. For example, in order to explain the unique properties
of Ti-doped LiNi0.5Mn1.5O4 (LNMO), Lim et al. combined the
phase-field modeling with first-principles calculations and finite
element method.135

From first-principles calculations, Ouyang et al.136 estimated
the migration energy barrier along the 1D diffusion pathway for
Li ions and Cr ions in LiFePO4 to be about 0.6 and 2.1 eV,
respectively. Such results thus outlined the ability for lithium to
move easily along the diffusion pathway, whereas heavy Cr ions
are characterized instead by difficulty in diffusing away from
their initial positions, these latter having thus a tendency to

Figure 14. (top) Faradaic reaction O + ne− → R in concentrated
solutions. Each state explores a landscape of excess chemical potential
μex. Charge transfer occurs where the curves overlap, or just below, by
quantum tunneling (dashed curves). (bottom) Example of ion
intercalation into a solid electrode from a liquid electrolyte.
Reproduced from ref 132. Copyright 2013 American Chemical Society.
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block the one-dimensional diffusion pathway of the material.
MC simulations then indicated that the capacity loss due to the
Cr ion doping is very sensitive to the amount of the dopant and
to the particle size. This computational investigation also
mentioned that both larger amount of dopant and larger particle
size are disadvantageous factors to the reversible capacity.
Another class of polyanion-based materials that has been
extensively studied corresponds to the tavorite family (see, for
example, refs 137 and 138) for which DFT+U calculations
complemented by QTAIMAC approaches138 were able in
particular to account for the various charge transfers occurring
upon delithiation as a function of the transition metal element.
Due to its quantitative character, such kind of analysis can be
considered as more beneficiary than, for instance, scrutinizing
electron density difference maps upon charge or discharge and
furthermore gives the opportunity to evaluate the various
Coulombic interactions involved in each of the two phases
(either lithiated or delithiated one). The AIMD simulations
undertaken by Ramzan et al.139 to study the diffusion of lithium
in sulfate tavorite LiFeSO4F predicted that although not
isotropic it is of the three-dimensional type.

2.4. Negative Electrodes

At present, graphite-based materials are widely used as anode
materials in commercial LIBs due to their low voltage with
respect to lithium, long cycle life, low cost, and abundance,
despite their low gravimetric and volumetric specific capacity.
The Li intercalation process in graphite involves multiple stages.
In such studies, the stage number n accounts for n empty layers
between each Li-filled graphite layer. Persson et al.140 used DFT,
cluster expansion, and MC methods to investigate Li-graphite
structures with regard to their thermodynamic and kinetic
properties. The computational results highlighted the necessity
to treat the system by including van der Waals (vdW)
interactions, which are not captured with standard DFT
methods. The staging of phases observed in the Li-graphite
systemwas found to directly arise from the competition between
Li−Li repulsive interactions and C−C attractive vdW
interactions. While homogeneous Li concentration in all planes
is beneficial from the viewpoint of the Li−Li interactions, by
minimizing the Li−Li distances, it is preferable for the vdW
interactions to keep some planes free of Li. The study focused on
LixC6 having a stage I and stage II structure predicted a LixC6
phase diagram that was in good agreement with the experiment
for high Li concentrations (x > 0.5) (Figure 15).
An investigation on Li diffusion in graphite was also

performed by Persson et al.141 by using NEB to study the in-
plane Li vacancy hopping at different Li concentrations and
lithiation stages, as well as cluster expansion and KMC methods
over a wide range of Li concentrations from x = 0.2 to 1.0 (stages
I and II). The high incidence of the different stages along with
the c axis spacing of the graphite layers on the Li diffusion was
evidenced. In the direction parallel to the graphene plane, a high
lithium-ion diffusivity was observed (ca. 10−7−10−6 cm2 s−1),
which contrasted with the sluggish lithium-ion transport along
grain boundaries (ca. 10−11 cm2 s−1). Additionally, a focus on the
best methodology to treat this systemwas achieved by Ganesh et
al.142 They used highly accurate quantum MC computations to
study the adsorption and lithium diffusion in AA-stacked
graphite and proved that the lithium−carbon system requires a
simultaneous highly accurate description of both charge transfer
and vdW interactions. Recently, Raju et al.143 developed an
MSM approach (involving ReaxFF to describe Li interactions),

which was applied to the study of Li/C interactions in carbon-
based materials with and without defects. ReaxFF employed a
bond order/bond energy relationship, characterizing bond
formation and bond dissociation during MD simulations.
They first searched for force field parameters able to account
for Li−C systems using DFT modeling that included a vdW
correction. With the use of this force field, grand canonical MC
simulations of Li intercalation in perfect graphite were
undertaken, allowing one to capture the in-plane Li ordering
and the interlayer separations for stage I and II systems. In the
presence of vacancy defects, they noticed a raise in the Li/C ratio
along with an upward shift in the voltage profile both
proportional to the number of these point defects. Both
phenomena were related to larger adsorption energy of Li in
the defects. The interior of onionlike carbon (OLC) was found
to be inaccessible for energy applications which may lead to
lower Li storage capacities, although the outer surface of OLC
offers on the other hand sites for fast Li adsorption/desorption,
thus proving their suitability for applications as electrode
materials (Figure 16, panels a and b). While zero-dimensional
(0D) defective OLC favors fast charging/discharging rates
through surface Li adsorption, this study proved that a one-
dimensional (1D) defect-free carbon nanorod requires a critical
density of Li for intercalation to occur at the edges.
The lithiation behavior of the a-SiO1/3 suboxide was examined

using AIMD calculations by Chou et al.144 By focusing on the
structural evolution, bonding mechanism, bulk modulus

Figure 15. Li-graphite system. (a) In-plane Li ordering in fully lithiated
stage I and stage II (left) and (b) 2 × 2 Li ordering [found in stage II′
(right) seen from above on the carbon honeycomb lattice]. (c) First-
principles phase diagram obtained fromMC simulations based on stage
I and stage II separate cluster expansions. The phase regions are
denoted in the following way: G graphite, II (stage II), IID (disordered
stage II), I (stage I), ID (disordered stage I), and II′ (stage II with 2× 2
Li ordering). Different symbols refer to cooling and heating runs,
respectively. Reproduced with permission from ref 140. Copyright
2010 American Physical Society.
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variation, and lithiation energetics, they evidenced that on top of
the lithiation voltage lying between 0.2 and 0.8 V (within the
desirable range for LIB anode applications), Li incorporation in
this matrix is predicted to be highly favorable, with a capacity
comparable to that of fully lithiated Si (Li:Si ratio ≈ 4). The
crucial need to control the Si:O ratio as well as O spatial
distribution in view of tailoring the desired lithiation properties
was also outlined.
2.5. Organic Electrodes

Organic batteries can represent a new generation of energy-
storage technology and thus offer more alternatives in the design
of metal-free stationary and redox flow rechargeable batteries
(see, for example, refs 145−149). Therefore, increasing
attention is geared toward organic-based electroactive materials,
offering excellent opportunities for constructing greener devices
due to their unique features, including sustainability, low cost,
ease of scalability, and structural diversity of organic molecules

allowing for highly tailorable redox properties. Despite critical
issues, such as poor electronic conductivity, easy dissolution into
liquid electrolytes, (this latter aspect being sometimes circum-
vented by the introduction of ionic functional groups such as
COO−), and low volumetric energy density that need to be
generally addressed in order to promote their widespread usage
and their commercialization, another important advantage of
organic electrodes certainly lies in the higher number of possible
fabrication routes, due to softer mechanical properties of these
compounds compared with those of inorganic materials,
therefore allowing flexible or stretchable battery electrodes.
For the time being, computational materials scientists have

mainly focused their attention on first-principles modeling of
this new kind of electrodes at the molecular state, which have
been very helpful for predicting molecular redox potentials,
migration pathways, etc. and which have furthermore provided
insights on structure−property relationships.
Increasing the degree of understanding regarding structure-

redox activity may indeed pave the way toward advertised
selection prior to experimental characterization. An attempt in
this area was performed for the identification of electrophilicity
(ω) as a simple model to account for the reduction potential
ranking of a few quinone compounds.150 To really reach this
goal, however, one of the main difficulties lies in the fact that
various contributions of the diverse constituents of a molecule
cannot be disentangled when dealing solely with global
molecular indicators. Premises for going beyond this encompass
the scrutinization of spin density values (see e.g. examples for
singly reduced quinones.151−153) Further tools can be used to
rationalize redox potential trends such as nuclear independent
chemical shift,154 harmonic oscillator model of aromaticity,155

electron delocalization, δ,156 and aromatic fluctuation FLU157

indices, etc. by giving the opportunity to appreciate electron
delocalization on various rings/bond paths. The partitioning of
the global energy of the molecule (e.g. using the code described
in supplementery information of ref 158) may also constitute a
strategy to shed light on the relative role played by the various
pieces of molecule. Specifically, it allows for identifying the ones
having the main incidence on the stabilization/destabilization
upon reduction. For illustration, a deep insight was recently
reached into the mechanisms underlying the division of
quinoneazine [i.e., quinonoid-like structures separated by an
azo (NN) group] and corresponding derivatives into low-/
high-voltage systems (Figure 17) according to the indirect
incidence of the bridge chemical bonding nature.159 Similar
approaches were exploited in order to account for the incidence
on redox potential of isomerism/N substitution in pentalene-
dione derivatives160 and for deciphering the ranking of
naphtho-, biphenyl-, and biphenylenequinone isomers.161

Research area on redox-active compounds bearing azo groups
seems indeed to be promising thanks to recent investigations
having demonstrated that quinoneazine can accommodate 1.2
electrons at its carbonyl ends when grafted to Cu(110),162

whereas azobenzene-4,4-dicarboxylic acid lithium salt (ADALS)
can correspond to a highly reversible electrode material for
alkali-ion batteries,163 with charge/discharge plateaus at 1.50
and 1.55 V vs Li+/Li, respectively. Additional insight on the
structure−property relationship may also be gained through the
consideration of plots of electrostatic potential on the molecular
surface.164−166 Besides investigations performed at the molec-
ular stage, the study of crystalline materials whenever they are
known from the experiment in either the lithiated or the
delithiated phase has also been attempted.167−170

Figure 16. (a) Density plot of Li (green) atoms in the simulation box
during an NVT simulation at 1000 K obtained as an average over a time
period of 250 ps in an OLC. The green color represents all grids
(regions) that registered a Li count during the simulation. (b) Free
energy landscape for Li diffusing out from the OLC through a 12-
membered ring. Reproduced from ref 143. Copyright 2015 American
Chemical Society.
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However, the quest for crystal structure of either reduced or
oxidized forms of electroactive materials can become crucial in
this area whenever they are difficult to obtain from the
experiment, and this is where MSM can play a relevant role.
Seo et al.171 predicted the crystal structure of the unknown
Li2+xC6O6 (x = 2) rhodizonate phase, the key amphoteric
species among Li2C6O6 and Li6C6O6, through a combination of
DFT and force-fields (FF) derived from the DFT, AIMD, and
grand canonical MC calculations. This multiparadigm computa-
tional methodology allowed one to probe the energetics and
changes in packing of Li4C6O6, one of the first envisaged organic
electrode.172 A good agreement between the experimental
pattern and the XRD one generated from the structure with the
lowest DFT energy was evidenced. In order to understand the
charge/discharge mechanisms, crystal structure predictions of
NaxC6O6 (with x = 2.5, 3, 3.5, and 4)173 have then been carried
out by combining first-principles calculations with an evolu-
tionary algorithm (USPEX).174 Thanks to this approach, a
favored new stacking of C6O6 molecules (i.e., the γ-stacking,
which is different from the well-known α-stacking of Na2C6O6,
with space group Fddd) was evidenced. In the α-stacking, which

is found to be favorable only at x = 2, the C6O6 molecules stack
so as not to completely overlap with neighboring molecules,
whereas in the sodiated structures (2.5 ≤ x ≤ 4), the C6O6
molecules stack by sharing the 6-fold rotation axis (i.e., the γ-
stacking). The calculated voltages involving this new phase were
found to be consistent with the experimental result within
approximately ±0.2 V accuracy. Recently, the sodium insertion
mechanism in the tetrasubstituted quinone C6Cl4O2 was also
studied175 within the framework of DFT combined with the
evolutionary algorithm, USPEX. The crystal structures of the
compound NaxC6Cl4O2 (x = 0.5, 1.0, 1.5, and 2) were thus
elucidated, and the results have highlighted great structural
changes upon sodium insertion reaction with a volume change
going to about 14% when x varies from 0 to 2 (in the PBE+D2
approach). Otherwise, Chen et al.176 have performed simu-
lations of voltage−capacity curves of polymeric positive
electrode materials. In order to take into account the large
required numbers of atoms and structures, the authors
combined MD and density functional tight binding (DFTB)
methods. For investigating the oxidation of the amorphous
polyaniline (PANI) solid, ClO4

− anions were incorporated into

Figure 17. CA−AC, CA−BC and CH−X ∼ X−CH systems: (a) High- and (b) low-potential molecular systems (with A/B equal to N or
CH and X equal to NH/O (X−X bond), CH (XX bond) or C (XX bond)). The spin density distribution and Bader’s atomic spin density
populations (in hundredths of electrons) of two representative systems are shown to highlight their difference (a) ACH and (b) XCH. (c)
Calculated reduction potential (in V vs Li+/Li) as a function of the capacity for a one-electron process. Reproduced with permission from ref 159.
Copyright 2015 Royal Society of Chemistry.
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amorphous structures through 18 different configurations
corresponding to different numbers of ClO4

− anions within
the PANI solid and representing different degrees of oxidation.
For each configuration, ten random structures were generated
and optimized (both atoms and lattices) using MD. The lowest
energy structure of each configuration was selected for further
analysis with DFTB. They further demonstrated that function-
alization of PANI with cyano groups on the nitrogen would lead
to a significant increase of the voltage, by about 0.7−1.1 V
depending on the degree of oxidation (Figure 18).

3. ELECTROLYTES
The electrolyte is at the heart of the battery cell. It balances the
electron conduction by its function to provide ion transport
between the electrodes, and selecting the electrolyte plays a
crucial role for battery cell design. There are several practical
electrolyte requirements that can be translated into physical
properties of primary material choices which will impact the
decision process, including solubility, thermal, and electro-
chemical stability, mechanical strength, etc. Here we will solely
focus on MSM of bulk electrolyte properties, leaving the
electrode−electrolyte related issues, properties, and processes to
section 4.
For disordered materials such as liquid electrolytes, it is

challenging to outline any straight relationships between
macroscopic observables such as sustained current without
depletion/decomposition and microscopic properties such as
ion transport and molecular interactions. MSM can here offer a
connection between these two-three “worlds”. Indeed, a proper
description of bulk properties such as lithium ion transport
requires addressing different length- and time-scales; diffusion of
charge carriers ultimately depends on ion aggregation and
changes in solvation structure, which in turn depend on
interaction best described using quantum mechanics. Hence,
among different MSM techniques, MSMSL is the most
frequently used. Within these, models based on atomistic
molecular dynamics (i.e., first principle MD, reactive MD,
classical MD) employ results from quantum molecular

calculations, whereas coarse grained MD- and MC-based
models need dynamic parameters generated by atomistic
dynamic simulations.
Altogether, these MSM techniques make use of FPMD,

classical MD, and coarse-grained MD simulations, as well as
MC-based methods to evolve systems dynamically to explore
bulk transport properties. For most battery electrolytes, no main
chemical reactions in terms of oxidation/reduction occur, and
reaction-predictive methods such as reactive MD are therefore
of limited use. The wide range of side-reactions that do occur at
the electrode interfaces are here treated in section 4.

3.1. First-Principles Molecular Dynamics

FPMD (or AIMD) has been used for MSM of dynamic changes
for almost all types of electrolytes: organic liquid, ionic liquid,
solid polymeric, and solid inorganic, but the size of the system
possible to treat is still highly limited by the computational cost.
Nonetheless, these studies usually concern small-sized bulk
electrolytes, trapped in the box, except a few examples (indicated
below), where FPMD is used to extend DFT calculations by
adding temperature to the system.
Starting with MSM of organic electrolytes, most studies have

comprised salt and solvents normally used commercially and/or
experimentally. One of the primary targets has been to explain
experimental observations, a typical example being simulations
to explore the structure and composition of the Li+ coordination
shell, which is crucial to address in order to properly understand
the ion transport mechanism. This can aid interpretation of
experimental data from a range of spectroscopic techniques. For
example, Tachikawa simulated LiBF4 in EC applying static and
dynamic ab initio calculations of small clusters177 and found EC
to very strongly solvate Li+ by creating a [(EC)3(Li

+BF4
−)]

complex. The calculations also showed that the complex easily
dissociates by substitution of the BF4

− anion by another EC
molecule. Application of both, static and dynamic, techniques
gives a wider insight into these processes and explain the
observed results by calculated potential energy surface and
dynamic trajectories.
The observed Li+ coordination number of 4 is commonly seen

in most simulations of liquid electrolytes,178−183 with the
preferred solvation structure strongly dependent on both the salt
and solvent. For example, linear carbonates such as DMC and
DEC provide too weak interactions with Li+ to completely
dissociate solvent-salt complexes, resulting in a very short
distance between cations and anions during the simula-
tions.181,184 Ion-pairs ultimately decrease the number of free
charge carriers present in the electrolyte and hence, in a direct
way, impacts the lithium ion conductivity in a negative manner.
Adding better solvents such as acetonitrile184 or cyclic
carbonates181 to the electrolyte resolves this problem, where
simulations have been used to clearly show strong solvation of
cations while at the same time maintain weak anion−solvent
interactions. While anions are usually free and undergo
Brownian-like motion, cations are often more strongly trapped
in their solvation structure.179

Detailed analysis of FPMD MSM results have allowed one to
better distinguish between the two commonly discussed modes
of Li+ diffusion: carrier-based/vehicular diffusion with the
lithium ion trapped within its solvation shell and jump diffusion
involving hopping/jumping of the lithium ion from one solvent
configuration to another.182 Bhatia et al. found evidence for the
latter process when using a bond topological analysis of LiPF6 in
EC and found the presence of short-lived transient solvation

Figure 18. Absolute oxidation potentials (left axis) and estimated
voltages (right axes, blue for Li and red for Na) for (●) PANI and (◆)
CN-functionalized PANI at different degrees of oxidation. ○ indicate
the potentials obtained from pristine PANI at 24% oxidation with
different spatial positions of ClO4

− anions. Green △ indicate the
potential obtained from PANI at 24% oxidation using a larger unit
cell.176
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structures with 3 or 5 EC surrounding Li+ to be crucial.183 This
kind of connection between the solvation shell composition and
diffusion type is highly important for the understanding of the
ionic transport properties but can really only be obtained using
MSM at this level. For an EC:EMC-based electrolyte, a strong
caging effect of Li+ has been seen present and therefore only
vehicular motion were observed, which clearly reduced the ion
diffusion/transport (Figure 19). This is surprising, since long ion

jumps between neighboring cages were observed in models of
both EC- and EC:DMC-based electrolytes.179,182 A similar
jump-behavior as for EC-based electrolytes was found also for
PC-based electrolytes, although EC solvates lithium ions more
efficiently.180

So far, FPMD simulations have been much more scarce for
electrolytes for next generation batteries such as Li-S and Li-O2.
In these, the solvents typically used are different than in Li-ion
batteries, and several of the fundamental issues regarding
structure-dynamic properties remains to be addressed/resolved.
In this context, Chen et al. used FPMD simulations to
investigate the impact of the anion on the equilibrium between
polysulfides in a 1,3-dioxolane (DOL)/1,2-dimethoxyethane
(DME) system,185 which is a typical electrolyte in Li-S batteries.
They found that the disproportionation reactions, which cannot
easily be targeted using standard MD, leads to the formation
Li2S3, Li2S4, and Li2S5 species and that the exact balance of these
should be able to be tailored by the salt selection, where
especially LiTDI effectively decreased the polysulfide solubility.
More detailed studies of Li2S4, supported by DFT, indicated
large clusters forming and hence stabilization.186 This is
important, since shuttle effect and loss of active material, both
caused by presence of polysulfides in the electrolytes, are the
biggest issues to overcome developing new Li-S electrolytes. For
Li-O2 cells, Scheers et al. applied FPMD to study the influence of
both electrolyte solvent and the lithium cation for the
stabilization of O2*

− and found a strong tendency to form
LiO2* contact ion pairs, especially in low permittivity media
such as DME.187 On the basis of this insight, high donor number
solvents, as DMSO, can be suggested for better stabilization of
O2*.
In ionic liquid based electrolytes, which display very extensive

electrostatic interactions, lower ionic mobilities are generally
observed than in organic solvent based electrolytes, partly due to
their high viscosity. Therefore, any simulation performed
requires longer simulation times to properly describe the
dynamics. As a result, FPMD studies are usually coupled with

classical MD, with the former determining the structural
properties and validating the FF used in the classical MD,
which is then used to study the dynamics of the system.188−190

Overall, the FPMD simulations of these systems have confirmed
previous spectroscopic analysis,191,192 showing that addition of
lithium salt to the IL cause the lithium cations to be trapped in
cages of 2−3 TFSI anions, which limits the mobility and
decreases the overall ion conductivity.193

This shows that to facilitate lithium transport, weaker
coordinating anions have to be used.
Even more restricted ion mobilities are observed for solid

polymer electrolytes, while applying FPMD puts further
limitations to the possible size of the model system that can
be applied. Xue et al. studied LiTf-PEO3 and compared the
lithium ion diffusion and structure for crystalline and amorphous
phases.194 To get an idea of the system sizes possible to
investigate, the crystalline system was created using PBC and a
repeat unit of the primitive cell comprising 4 lithium cations,
while for the amorphous phase a repeat unit of two crystalline
cells was used (8 lithium cations) after a “melt-and-quench”
scheme up to 900 K to introduce some structural disorder. Such
limited-sized supercells may be a less useful representation of
any real system and can well display restricted dynamics and a
small amount of available configurations. However, the study
still revealed some basic underlying phenomena for the observed
differences in the lithium ion transport between the phases; the
variance in Li-O distances in the amorphous phase causes a
lower force of repulsion during lithium ion migration and thus
lower diffusion barriers than in the crystalline phase.
FPMD approaches have also been used for crystalline

inorganic electrolytes. As the inorganic particles generally are
small and the system is almost fully crystalline, the reduction to
one supercell with PBCs should generally be reasonable.
Simulated systems include Li7P2S8I and Li10GeP2S12, where a
focus has been on Li-ion conductivity and different diffusion
mechanisms.195,196 These FPMD simulations were able to
predict that isovalent cation substitution can cause only minor
changes in conductivity and also provide an assessment of the
impact of lattice parameter changes on transport properties,
corroborating the experimental studies which could correlate Li+

conductivity with lattice parameters. Decrease of the lattice
parameters resulted in an increase in the activation energy which
slows down lithium diffusion, as the size of transport channels in
the crystal lattice became small.
Computational techniques have been extensively used to

better understand ionic transport also in ceramic and glassy
electrolytes, both for Li-ion and Na-ion battery systems, and
have recently been reviewed elsewhere.197−199 These studies
span LISICON and NASICON materials, perovskites, LiPON,
amorphous, and crystalline phosphosulfides (LiPxSy and
NaPxSy), perovskites and antiperovskites, garnet oxides, Li3N,
etc. For MSM approaches, primarily AIMD and DFT-MD have
been applied for different forms and phases of doped and
undoped phosphosulfides, where cation transport inside solid-
state electrolytes has been examined by MSD analyses. For
example, the well-studied “superconducting” phase of
Li10GeP2S12 was simulated using AIMD by Oh et al., showing
that defects in the material generally facilitate Li+ diffusion by
enhancing the charge carrier concentration and flattening the
site energy landscape.200 Somewhat similarly, Li3PS4 was studied
using a combined DFT and MD approach by de Klerk et al.,201

showing how the activation energies of different ionic jumps and
their attempt frequency could be obtained from a single MD

Figure 19. Comparison of the Li+ trajectory in pure EC and the 3:7
EC:EMC mixture showing stronger caging effects in the mixture.
Reproduced from ref 179. Copyright 2017 American Chemical Society.
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simulation. Moreover, Chu et al. studied diffusion mechanism in
Li7P3S11 and found collective Li+ motion together with flexible
P2S7 ditetrahedrals, both responsible for superionic proper-
ties.202 Modification of this material in terms of its sodium
analogue showed much lower conductivity for the oxide
(Na7P3O11) and only a little higher for the selenide
(Na7P3Se11), related to higher and lower activation energies
for the cationic transport, respectively.203 As for the Na-
conducting analogue, studies of glass-ceramic Na3PS4 indicated
defects formation as a key factor for enhancing sodium
conductivity.204−206 Doping the structure with Si, Ge, or Sn
induces disorder by the introduction of excess Na+ and an
increased Na−Na Coulombic repulsion which causes a slight
displacement of their positions and thus lower activation
barriers.205 Similarly, halogen-doping introduces Na+ vacancies
and enhances the chance of cation movement toward a
neighboring site, observed as an order of magnitude higher
conductivity upon introduction of 2% vacancies.206 For Li+-
conducting perovskites, Dawson et al. used a MSM approach to
study both the bulk transport with AIMD207 and the impact of
grain boundaries with classical MD on the conductivity in
Li3OCl.208 The materials possess a high grain boundary
concentration, and the simulations predicted a slower diffusion
through boundaries which could be explained by a higher
migration activation energy.
Much less abundant for MSM of electrolytes are semi-

empirical methods, where we bring forth the coupling of PM7
and dynamics by Chaban.209−211 Here, the forces for the MD
part are generated by a PM7 semiempirical Hamiltonian, with
some integrals predetermined based on experimental data, to
save computational cost, but preserving the QM nature of the
method. The method was applied to the composition of lithium-
ion solvation shells for clusters-in-vacuum models and basically
pair correlation functions, with satisfactory agreement with
AIMD studies.210 In detail, a PC:DME (1:1) system with a
single lithium cation resulted in a first solvation shell of 5 PC and
1 DME molecule to be the most common. A similar analysis of
the BF4

− or PF6
− anions replacing Li+ resulted in much weaker

interactions and no clearly distinguishable first solvation shells,
but the dominance of PC remained. Studies of NaBF4 and
NaNO3 dissolved in different ionic liquids, hence very different
systems altogether, were studied with the purpose of revealing
the effect of various cation−anion interactions on the sodium-
ion solvation.211 Here the formation of hydrogen bonds to the
IL cations were found to be beneficial for the Na+ dynamics by
weakening its solvation.

3.2. Reactive Force-Field MD

As mentioned, the chemical reactions of the electrolytes are
usually restricted to the area interacting with the electrodes
(section 4.2) and are hence seldom included in models
describing bulk properties of electrolytes. In one recent
example,212,213 however, reactive FF MD simulations were
applied to study the evolution of mechanical properties of
structural battery electrolytes. The electrolyte was composed of
LiPF6 in cross-linked poly(propylene glycol) diacrylate,
rendering comparatively mechanical robust properties. The
impact of the salt concentration on the material stiffness in the
presence of EC as a plasticizer was studied. Simulations were
also performed of inelastic deformation, which considered bond
dissociation during mechanical stress. The results displayed a
reduced material strength and failure strain at increased salt

concentrations, due to formation of Li(PF6)n clusters that cause
local viscoelastic properties anisotropy in the material.

3.3. Classical MD

Classical MD is a tool for fast atomistic simulation of transport
properties of electrolytes, as interactions are simply calculated
based on a FF, which most often is developed based on quantum
chemistry data for single molecules, clusters, and small systems.
Hence, this methodology can be considered belonging to the
MSMSL paradigm. The higher speed as compared to the
computationally expensive simulations using quantum mechan-
ical based interactions/equations allows for studies of properties
of much extended spatial- and timescales. Typical examples of
problems addressed for electrolytes are the structure-dynamic of
the solvation shell of Li+ and the mobility of different forms of
clusters.
The FFs used can basically be divided into two classes:

unpolarized, with charges fixed at atomic centra,214−216 and
polarized, where the charges are allowed to positionally deviate
from the atomic centra (i.e., to mimic polarization induced by
other electrolyte components) (mainly Li+).217−220 The choice
of FF is usually motivated by the computational aim and the type
of system; classical MD simulations are one of themost universal
dynamic modeling tools, allowing one to simulate almost all
types of battery electrolytes, from organic solvent based liquid
electrolytes, containing carbonates,221−226 glymes,227−237 and
acetonitr i le238 ,239 via ionic l iquid based electro-
lytes189,193,240−247 to solid and gel polymer electrolytes.248−260

Starting with the liquid electrolytes, the primary target of the
simulations has been to explore the Li+ coordination by solvent
and anions and how these influence the ion transport. Similarly
to the FPMD simulations (see above), most simulations predict
Li+ to have a coordination number of four and to primarily be
coordinated by the carbonyl oxygen atoms of the carbonate
solvents.222,226 Naturally, this coordination number decreases
with increasing salt concentration due to aggregate formation as
exemplified for LiPF6 in EC. The major achievements of these
MD simulations of conventional electrolytes, typically organic
carbonates, have been achieved using polarizable FFs,218,219

whereby the ion diffusion and conductivity have both been
predicted with a maximum error of 37%, also including
temperature dependence. Using nonpolarizable FFs leads to
predicted ion diffusion deviating by factors 2−10 (lower).
Furthermore, also more local structural properties such as free
ions and fraction of solvent-separated ion pairs (SSIPs) has been
targeted, where the DMC:EC/LiTFSI electrolytes have a
fraction of free ions increasing linearly with the concentration
of EC, while a higher temperature decreases this fraction. Using
MD allows uniquely addressing both the dynamic degree and
static degree of ion dissociation. Since the former is always being
found higher, this indicates that ionic clusters contribute
significantly to the ionic conductivity.
Moving to glyme-based electrolytes, these provide an option

for explaining the unique properties of solvate ILs
(SILs).231,233,237 Here, the simulations work has displayed a
pivotal role of the lithium salt anion: the lower Lewis basicity of
the TFSI anion allows for a complete coordination of the lithium
ion by the glyme solvent, unlike when LiNO3 is used as a salt.

232

Also the flexibility of TFSI has been shown to play a key role for
the formation of SIL, as the rigid anion TDI, but yet weakly
coordination anion TDI forms a wide range of different ionic
clusters under the same conditions.228MD simulations were also
employed to study next generation battery electrolytes; Park et
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al., for example, constructed a system to reproduce experimental
data for state-of-the-art electrolytes for Li/S batteries: LiTFSI
and LiNO3 in DME and DOL. A study of the first lithium
solvation shell gave structural insights and helped with the
understanding of the fundamentals of lithium diffusion and
electrolyte conductivity.227 DME was shown to be much more
preferred in the Li+ solvation shell than DOL and also more
effectively separates the TFSI anion from cation. That results in
a decreased conducitivty with increased fraction of DOL as a
solvent. The diffusion coefficients for a 1 M LiTFSI electrolyte
obtained by Park et al. match the experimental values within
20%.227 Much larger errors toward experiments were reported
by Rajput et al., with the diffusion reported to be >10 times
slower for 1 M LiTFSI and 100 times slower for 3 M LiTFSI.261

Nonetheless, the observed trends in self-diffusion coefficient
changes as a function of increased salt concentration was
reproduced and connected with increased viscosities. Kuritz et
al. used MD to study the O2 diffusion in a solvent mixture of
triglyme and perfluorinated carbons, simulated as a model
system for potential electrolytes for lithium oxygen batteries
(LOBs).235 The simulations revealed faster O2 diffusion in
perfluorinated solvents and problems with miscibility of these
two types of solvent. This is important for future electrolyte
design, since improvement of O2 transport in the electrolyte is
essential for development of LOBs as it affects the availability of
O2 molecules at the electrode surface. For multivalent cation
(Mg2+, Ca2+, Zn2+) electrolytes, several structures were studied
by MD to evaluate impact of aggregation on cation transport
properties.230,236,262 It was suggested that the large degree of
ionic clustering, observed in these electrolytes, is the main
challenge when solving the problem with the low diffusion
coefficient of multivalent cations.
For IL-based or -containing electrolytes, the target has often

been to obtain reasonable and transferable MD simulations.
Therefore, FF development has been and will be crucial for the
advancement of the field. There exists an interplay of strong
electrostatic interactions affecting polarizable molecules, but
which is less evident for how to properly treat computationally.
With respect to this, Borodin et al. have developed many-body
polarizable force-field models (APPLE&P) which have gen-
erated good comparisons with experimental data of structural
and thermal dynamical properties (e.g., self-diffusivity, ionic
conductivity, viscosity, etc.) for a wide range of pure ILs as well
as electrolytes based on LiTFSI in ILs and generated Li+

transport data, often lower, but not strikingly different from
experimental data.263 Nevertheless, it is still debatable whether
the use of polarizable FFs is necessary considering the high
computational cost and time devoted to the FF development. In
the meantime, some strategies have been developed to
exclusively treat the effect of bulk polarization using classical
FFs; Maginn et al., for example, have suggested for one to solve
polarization implicitly by reducing the net charge in an all-atom
FFmodel.264 This was demonstrated for the BMIm-PF6 IL using
a combination of ab initio calculations and CHARMM
parameters to construct the FF. Chaban et al. in turn showed
how uniform scaling of electrostatic charges can generate
adequate approximations for imidazolium-based ILs, exempli-
fied by BMIm-PF6 and MMIm-TFSI, through estimations of
scaling factors via DFT calculations.265 Another parametrization
method employed by Köddermann et al. has confirmed the
possibility to achieve good refinements of an all-atom FF
through adjustment of Lennard-Jones parameters. These
researchers further optimized the methodology in an integrated

united-atom model for faster simulations of [CnMIm]-TFSI
ILs.266 These examples show that polarizable FFs might not be
necessary to adequately model the ion transport in ILs, but the
implementation of the approximations might be system-specific
and time-consuming, and there is no guarantee that either of
them works for IL-based electrolytes; they are developed for
“pure” ILs. Generally, the Li coordination number to TFSI and
FSI has been ca. 4, regardless of pyrrolidinium- or imidazolium-
based ILs as matrices, comprising both monodentate and
bidentate configurations. MD simulations have shown a
preference for the monodentate coordination,245 in contrast to
several spectroscopic analyses and DFT calculations.240,267 For
the mechanism, while the Li+ transport in liquid electrolytes
primarily is vehicular, a few MD simulations of IL-based
electrolytes have proposed Li ion jumping between different
anions to be the main mechanism. In other words, Li+ ions do
not seem to possess any stable first coordination shell in these
systems.245

MD simulations of SPEs are, as for experiments, totally
dominated by studies of poly(ethylene oxide) (PEO)-based
electrolytes,268−273 with only a very limited amount of MD
simulations of other SPEs published.274,275 For PEO, several
specific FFs have been developed, where the torsional
parameters have been obtained by fitting analytical expressions
to QC calculated data and validated against crystallographic or
spectroscopic data. The main effort was taken by Borodin and
Smith, who developed a polarizable FF for both pure PEO and
LiX-PEO electrolytes validated against both structure factors,
dielectric loss, and vs 13C NMR spin−lattice relaxation
times.217,218,276 With the use of these FFs, amorphous linear
and branched PEO of different molecular weights systems have
been simulated, at different temperatures, and concentrations of
7 different salts, LiCl, LiI, LiPF6, LiBF4, LiCF3SO3, LiClO4, and
LiTFSI.248,272,276−281 This has provided a picture of several
fundamental structure−property relationships in PEO-based
SPEs (e.g., PEO usually coordinates lithium cation creating
loop) that disturbs the normal structure of the polymer and
slows down polymer chain motions. Borodin and Smith,
however, examined earlier achievements when they showed
that Li+ motion is subdiffusive in amorphous PEO up to 30−40
ns at ambient temperatures.259 This implicates necessary-to-
perform MD simulations with long times in order to precisely
determine diffusion coefficients in these systems. In contrast,
crystalline PEO-based electrolytes,269 polyelectrolytes with
tethered anions,282 and electrolytes containing ceramic nano-
particles283 have been much less simulated using MD. These
simulations usually have been made to address structure and
dynamics inside solid electrolyte and showed that Li+ is
coordinated by subsequent mers forming a loop around the
Li+. Thus, presence of cations is perturbing PEO helix formation
and reduces the polymer chain motions by physical cross-links.
MD studies have shown that the mechanism of Li+ transport is
rather related to diffusion along the chains than between the
chains. Additionally, anions were found to be responsible for the
transfer of cations from one polymer chain to another.
Formation of ion pairs, suggested in literature to inhibit ionic
transport, can to some extent support Li+ diffusion, and neutral
ion pairs and clusters were seen traveling together. These ionic
clusters exhibit a lot of dynamics, related to continuous binding
and releasing cations. However, although the segmental motion
of the polymer, which is directly linked to the conduction
mechanism in solid polymer electrolytes, occurs at timescales

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.8b00239
Chem. Rev. 2019, 119, 4569−4627

4589

http://dx.doi.org/10.1021/acs.chemrev.8b00239


which are clearly accessible in MD simulations, the transport is
still slow in these materials and difficult to directly assess.
3.4. Coarse-Grained Molecular Dynamics

To study the correlations between ionic association and
structural order in SPEs, where dynamics are slow, techniques
applicable to greater timescales are naturally preferred. Coarse-
grained molecular dynamics (CGMD) is one such MSM
technique which relies on reducing of the physical degrees of
freedom by using basic units (bead) defining a set of atoms
(Figure 20) to speed up the simulations by several orders of

magnitude.284 This allows for significant increase in system size
and sampling statistics. The interactions between the bonded
beads are represented by springs, whereas nonbonded
interactions are treated by Coulombic potentials. All interaction
parameters are generally extracted from DFT and/or MD
calculations using force-matching methods like the Yvon−
Born−Green procedure,285 making this a MSMSL approach.
CGMD simulations have been successfully used to simulate
dynamics in electrolytes for hundreds of nanoseconds.
Hall et al. applied CGMD simulations to study ionic

aggregation in low dielectric constant ionomers like poly-
(ethylene-co-acrylic acid), using beads to approximately map
three CH2 groups for various polymer architectures: charged
beads were employed either in the polymer backbone (ionenes)
or pendant side-chains and for various spacing between the
charged beads (Figure 21).286−288 These simulations predicted
the formation of two types of aggregates: discrete units and a

percolation network throughout the simulation box, where the
latter was found to be the preferred aggregate for ionenes and for
pendant side-chains with low spacing. Interestingly, these
structures were unstable in higher dielectric constant media.
The formation of a percolating network structure is important,
as it was found to lead to faster dynamics and higher ion
conductivities. No ion hopping mechanism was observed in any
of these materials, using this MSM technique, instead ions travel
through continuous reformation of the cluster network.
The influence of percolation on ion transport was also studied

by Lu et al. for PEO-based ionomers where the beads consisted
of 13 PEO monomers with negatively charged sulfo-iso-
phthalate groups and where the ionic aggregates serve as
conduction paths.284,289 The mechanism is schematically shown
in Figure 22 and describes how local excess cations can

coordinate to the ionic chains, moving from one center to
another along the chains. Additionally, the charge transport can
also involve collective cation movement, which may allow for
even faster diffusion than any individual ion moving along the
chain. The simulation methodology applied relies on a
separation of timescales of the ion motion and the polymer
segmental motion, that allow for “ion-only” simulations (Figure
23).289

Ting et al. performed CGMD simulations of ionomer melts in
the presence of a static external electric field,290 showing that
even low fields strengths (<0.76 V/nm) render the ions to move
in a synchronized manner for percolated aggregates, while
higher fields are required for isolated ionic aggregates. This is
due to the fact that local ionic motion of ions is affected already
at low fields, while higher fields are required to break isolated
aggregates. For the percolation networks, the structure did not
need to change significantly to promote conductivity. A similar
effect on how electric field can trigger collective motion in highly
structured SPEs was also explored for crystalline LiPF6PEO6
using classical MD based on a DFT-derived FF.291

Another example of a CGMD simulation of SPEs is a study of
the ordering transition using a system of diblock PEO-PS
copolymers doped with generic lithium salt.292 Here, both
polymer blocks were modeled as neutral beads connected by
springs and the salt cations and anions as beads of opposite
charge (Figure 24). The electrostatic interactions were treated
explicitly, to allow for the investigation of order−disorder
transitions, to distinguish the influence of two competing effects:
ion association and solvent dilution. The results show that
dilution with neutral solvents reduces the repulsive interactions
between polymer blocks, causing a higher repulsive strength
required for phase separation and thereby effectively lowering
the transition temperature. The influence of salt concentration

Figure 20. Representation of polymer chains using a coarse-grained
model in 3 different perspectives. Reproduced with permission from ref
284. Copyright 2014 The Royal Society of Chemistry.

Figure 21. Schematics of simulated polymers with uncharged polymer
beads in green, charged polymer beads in blue, and counterions in red:
(a) and (b) periodic pendants, (c) randomblock pendants, (d) periodic
ionenes, and (e) fully random pendants. Reproduced from ref 287.
Copyright 2012 American Chemical Society.

Figure 22. Schematic of charge conduction through ionic aggregates.
Blue-filled circles are cations and red/black circles are sulfonate groups.
Selected cations involved in the movement are highlighted with green,
purple, and orange circles. Reproduced with permission from ref 289.
Copyright 2016 The Royal Society of Chemistry.
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was shown to be rather complex; for intermediate salt
concentrations, ca. xsalt = 0.1, the addition of salt increases the
transition temperature due to stabilization of separated phase by
placing ions inside PEO-rich domains. However, with further
salt addition, the PEO domains cannot retain all of the ions, and
some of them end up in PS domains causing a reduced
separation between the two blocks making up the copolymer,

leading to more mixed system. Similar MSM simulations could
in principle be used as a design tool for the construction of block
copolymeric systems which combine mechanical robustness
(through formation of stable blocks) and high ionic conduction
(through formation of percolating ionic clusters in the
conductive domain.
3.5. Monte Carlo (MC) Methods

To even further extend the simulation scale of SPEs, different
models based on MC approaches have been used to obtain
microscopic descriptions of motion inside the electrolyte. The
dynamic bond percolation (DBP) theory provides a simplistic
yet useful approach to describe generic aspects of ion diffusion in
these systems.293 The transport is then analyzed in terms of
random walk processes in a disordered lattice of the host and by
hopping between neighboring sites in this fluctuating lattice.
The model is characterized by two specific time constants
related to “hopping” time and “renewal” time, where the latter is
attributed to local structural relaxation processes governed by
the polymer dynamics. Despite the simplicity of themodel, it has
been successfully used to study the cation conductivity in
polyelectrolytes and polymer-salt systems at different temper-
atures.294 The results showed, similar to several atomistic scale
models described above, the importance of local anion motion
for promotion of lithium transport. Another approach to
understand cation diffusion, the microscopic transport model,
has more recently been developed by Borodin et al.259 Here,
each lithium cation occupies 4 coordination sites in the one-
dimensional lattice, which corresponds to a polymer chain. The
cations are allowed to either move along chains, move together
with chain segments, or hop between chains (Figure 25). The

parameters for these events are determined by a Monte Carlo
scheme involving short MD simulations performed prior to the
long-run simulation. The model allows dividing cation dynamic
in the polymer electrolyte into these three transport mechanisms
and results in the contributions from diffusion of Li+ along PEO
and together with PEO are approximately equal, while
intersegmental hopping is responsible only for about 10% of
the total cation conductivity (Figure 26). Additionally, the
results showed that an increase of salt concentration primarily
impedes the diffusion along the polymer chains.259

A comparative study using a microscopic transport model of
the analogous binary (EO12/LiTFSI) and ionomeric
(EO12TFSI

−/Li+) systems showed larger contributions from
local motions of the cation along the chain for the latter, but a
decrease in temperature reduces this contribution and lithium
transport is limited by interchain hopping.296

Maitra et al. tried to merge dynamic bond percolation and
miscroscopic transport models, by description of the interchain
hopping as “renewal events” according to the DBP theory.295

The model was employed to study the influence of polymer

Figure 23. Backbone polymer (gray) in the atomistic chain is
completely removed through coarse-graining, leaving only anions
(pink) bonded together with weak harmonic springs, neutralized by
sodium cations (cyan). Reproduced with permission from ref 289.
Copyright 2016 The Royal Society of Chemistry.

Figure 24. Schematic illustration of coarse-grained model for salt-
doped diblock copolymers. The density fields as required by the
Hamiltonian are constructed by mapping bead positions onto an
underlying grid. The mass and charge of beads are mapped onto the
eight nearest-neighbor grid sites (a, b, c, d, etc.) and the contributions of
different sites to the free energy are determined by the relative distance
of each bead to a nearby grid site. Reproduced from ref 292. Copyright
2016 American Chemical Society.

Figure 25. Timescales of different events: τ1 is the time for intrachain
ionic motion, τ2 is the relaxation time of the polymer chain, and τ3 is the
waiting time of an ion between two interchain jumps. Reproduced with
permission from ref 295. Copyright 2007 American Physical Society.
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chain length on cation diffusion. With an increase in chain size,
the contributions from vehicular motion of Li+ associated with
the chain decreases, and the renewal processes, described by
DBP theory, will start to play a more important role for the
cation conductivity.
To overcome computational limitations with classical MD,

trajectory-extending kMC (TEKMC) was used by Hanson et al.
to study the effect of adding nanoparticle fillers in polymer
electrolytes.297 This technique exploits the fact that the long-
term dynamics consists of diffusive jumps from one state of the
system to another, which can be described individually based on
short MD simulations. Atomistic simulations are therefore used
to construct a lattice framework and thereby generate a
probability matrix that can be used to extend the simulation
time-scale significantly. Such larger timescales allow modeling
the influence of nanoparticles on polymer conformation by
analysis of lithium diffusion and polymer segmental relaxation
time. The longer relaxation time of the polymer chains which
result from the addition of the nanoparticles directly affects
lithium cation diffusion by slower dynamics of polymer
segments. Additionally, Li+ are preferentially attracted by
nanoparticles to strongly bind oxygen atoms, which significantly
slows down lithium-ion mobilities in nanocomposite polymer
electrolytes.298

An even more advanced model was proposed by Webb et
al.299 A chemically specific dynamical bond percolation (CS-
DBP) model was established as a framework for ion transport
that is both computationally tractable and flexible enough to be
applied to a wide diversity of polyethers (Figure 27). This allows
studying promising candidates of polymer hosts for electrolytes.
Like TEKMC, CS-DBP is based on short MD simulations,
which are used to indicate solvation sites in the polymer and to
estimate hopping rates between them. In this way, the hopping
rates are a function of the solvation sites distribution and
connectivity. The obtained data are used in kMC simulations to
study long-term diffusion of Li+, where two types of moves are
permitted at each time: hopping to another solvation site or a
restructuring of the solvation site network. Such a model allows
for extension of the few nanoseconds associated with MD
simulations, to the milliseconds scale. The results from different
polymermatrices explain the slower lithium dynamics associated
with lithium-ion hopping in poly(ethylene oxide-alt-methylene

oxide) and poly(methylene oxide) through high reorganization
energy or the low density of solvation sites in poly(propylene
oxide) and poly(trimethylene oxide). The model also showed
that the most efficient lithium transport occurs through short
hopping that involves exchange of only one or two oxygens in
the solvation shell.
3.6. Modeling of Macroscopic Properties

The last level of the MSM paradigm for electrolytes is the
modeling of macroscopic properties, for example melting/
boiling/flash points, glass transition temperatures, solubilities,
viscosities, etc. The developed procedures are generally fast and
allow for screening of a large number of compounds to discover
some tendency between easily obtained data from high-level
calculations and observed electrolyte parameters. The approach
is proven to be an effective and reliable screening tool for
pharmaceutical drugs and separation thermodynamics. More-
over, it can be seen as a computational version of chemical
intuition and will moreover constitute a cornerstone when
machine learning techniques will be more widely employed. It is
important to note that screening is often only interested in the
correct ranking, not a correct value with respect to experimental
data.
The electrolyte parameter that most easily can be directly

connected with data from DFT calculations is the electro-
chemical stability. Borodin et al. calculated the absolute
oxidation and reduction potentials to assess electrolyte stability
for a wide range of carbonate and phosphate molecules.14

However, Husch et al.,300 Brox et al.,301 and Korth302 showed
that much cheaper computationally parameters like the
ionization potential (IP) and electron affinity (EA), or even
HOMO and LUMO energy levels, can be successfully used as
for estimating electrochemical stability. Additionally, Husch and
Brox introduced data from a COSMOtherm analysis of DFT
calculations to the procedure, thereby predicting viscosity
melting, boiling, and flash points, all important parameters for
electrolyte solvents for LIBs300,301 and LOBs.303

Figure 26. Macroscopic Li+ diffusion coefficients originating from
various contributions to the Li+ transport and the total for EO:Li = 20
concentration. Reproduced from ref 259. Copyright 2006 American
Chemical Society.

Figure 27. Alternative strategies for obtaining ion transport properties
in polymers. The dashed arrow indicates the conventional brute-force
approach, in which transport properties are obtained by running long
and computationally expensive MD trajectories. The black arrows
indicate the approach of the CS-DBP model, in which short MD
trajectories are used to obtain parameters for kMC simulations that
predict transport properties at a reduced computational cost.
Reproduced from ref 299. Copyright 2015 American Chemical Society.
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Another important parameter for new generation battery
electrolytes, e.g., for Li-air and Li-S batteries, is the solubility of
the cathode active material: oxygen and sulfur.303,304 In this
context, Jeschke et al. showed on a thermodynamic approach to
estimate the elemental sulfur solubility in Li-S electrolytes based
on COSMOtherm simulations. The calculated chemical
potential of sulfur in different solvents were used to
quantitatively describe solubility, whereas the shielding charge
density distribution gave more qualitative information about the
roles of specific solvent interactions.

4. ELECTROLYTE INTERFACES AND INTERPHASES
The borders between the electrolyte and the electrodes are
essential for the funtionality of any battery; it is here the ions are
transferred to or from the active materials to realize the
operational redox reactions. For LIBs, the contact interface also
usually leads to a certain degree of electrolyte decomposition,
especially at the negative electrode due to the inherent
electrochemical meta-stability under the potentials applied and
thereby the formation of an “interphase at the interface”, the
solid electrolyte interphase (SEI) of the decomposition reaction
products. Ideally, the SEI will transport lithium cations rapidly,
while insulating with respect to electron transfer and hereby
block any further electrolyte decomposition, and hence
passivate the electrode surface. The SEI itself is a function of
both all the materials used, salts, solvents, and additives in the
electrolyte, and the composition of the electrode (in terms of
chemistry and formulation), as well as the cell operating
conditions (e.g., potential, cycling rate, temperature, etc.). All of
this can, at least in priniciple, be described by MSM, from the
very ion transfer and reduction/oxidation reactions creating the
initial SEI to the growth of the interphase as a function of
cycling, with various targets for the different types of MSM
approaches (Table 1). Modeling of interfaces between battery

electrodes and electrolytes generally employs subsequential
(MSMSL) or iterative (MDMIC) linking between different
levels of models. Studies of simple formation and transport
processes rely on data that are obtained thanks to quantum-
mechanical models. More advanced modeling of battery
properties needs much longer timescales that are achieved by
coupling dynamic simulations with a statistical approach either
usingMSMSL (kMC) orMSMIC (hybridMD/MC). Finally, to
describe the impact of the interfacial layer formation on
macroscopic battery performance requires models to describe
reactions, diffusion, etc., simultaneously (MSMTC).
4.1. First-Principles Molecular Dynamics

First-principles MD simulations have been successfully used to
model the very initial steps of the various processes at the

electrolyte−electrode surfaces in detail, including the electrolyte
degradation and SEI formation, as this technique is restricted to
very short timescales, max. ca. 20 ps. As for the scientific field at
large, most studies have focused on the decomposition of the
organic carbonate electrolyte solvents at different common
negative electrode surfaces: graphite,305,306 lithium
metal,307−309 silicon,310 and tin.311 Starting with graphite and
the processes that occur during (over)charging and the risk of
lithium plating and/or electrolyte degradation was modeled
using fully lithiated LiC6 layers in contact with the electrolyte in
order to specifically study the effect of surface functionalization
of different graphite edges.305,306 Thereby, no lithiation process
of the electrode can be simulated but rather the relevant
electrolyte decomposition mechanisms. Both studies by Leung
et al.305 and Ganesh et al.306 showed fast EC solvent
decomposition initiation at graphite edges rich in oxidized
sites such as terminal CO, where electron density transfer to
EC results in the formation of CO3

2−/C2H4 and O(C2H4)O
2−/

CO pairs. Similar results were found for C-OH terminated
edges, followed by a transfer of H+ toward ethylene glycol
formation. For C−H terminated edges, however, no EC
decomposition was observed, that is consistent with generally
observed electrochemical activities.312 Leung et al. explained the
positive effect of the presence of oxygen atoms at the graphite
edges on reduction initiation with facilitation of charge
transfer.306 These oxygen atoms can coordinate lithium cations
and provide a way to directly transport electrons from LiC6 to
EC. A similar explanation was presented by Ganesh et al.
studying the Li-ion diffusion from the electrode into the solvent,
showing a correlated movement of EC and electrode edges to be
crucial for the diffusion of Li+. O/OH groups of both electrode
and solvent interact with the cations and thus facilitate diffusion
through the interphase, while for C−H terminated edges, the
lithium remains inside the graphite electrode.305

Yu et al. simplified the system to study EC decomposition,
making use of experimental data, suggesting that the
decomposition mechanisms at both graphite and lithium metal
electrode surfaces are analogous but faster for the latter
surface,313 which is why it can be successfully employed as a
model electrode to study the mechanism.309 With the use of this
approach, simulations resulted in breaking of the bond between
Ccarbonyl and Oring. Furthermore, Yu et al. showed that
complement prediction can be obtained with one- and two-
electron excess in the liquid phase of the electrolyte in the
absence of any electrodes.309 Such simulations rendered the
excess electron to be delocalized onto two EC molecules, albeit
primarily on ECmolecules not coordinated to Li+. Furthermore,
the predicted barrier of bond cleavage for EC with an excess
electron (EC−) is lower than for the EC−-Li+ complex, resulting
in decomposition of the former, while the presence of Li+ thus
considerably stabilizes EC. The second injected electron usually
attacks EC−, causing breakdown via a classic two-electron
mechanism. The decomposition mechanism has been the
subject of many FPMD studies targeting the competition
between distinct types of bond cleavage in EC.306,308,309 Leung
et al. performed simulations of 32 EC molecules between two Li
metal slabs of 6 atom thickness to mimick a cell of Li|EC|Li,
resulting in 11 out of 12 of the decomposed molecules breaking
down via Ccarbonyl−Oring bond cleavage versus only 1 via Cring−
Oring bond cleavage. This is remarkable as both reactions have
extremely low-energy barriers and the product of the latter,
CO3

2−, is thermodynamically very stable.308 The reason for this
behavior is speculated to be the presence of bend geometry of

Table 1. Types of MSM Applied to Electrolyte Interfaces and
Interphases

MSM
approach SEI property/scientific problem

first principle MD MSMSL composition and decomposition
reactions

reactive MD MSMSL decomposition reactions
classical MD MSMSL transport and mechanical properties
hybrid MC MD MSMIC formation process
kMC MSMSL formation process
macroscopic
models

MSMTC cell capacity fade
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EC close to the lithium electrode, which easily decomposes.
Brennan et al. used FPMD simulations to determine the
preferred adsorption sites and orientations of both EC and PC at
a lithium metal electrode using a model system of 7 bulk Li
crystal layers.307 Three types of orientations: A, EC connected to
two lithium atoms by two oxygen atoms; B, EC connected to
two lithium atoms by one carbonyl oxygen; and C, EC
connected to one lithium atom by one carbonyl oxygen, were
found to occur for both EC and PC (Figure 28). (A) was found

to be the most stable orientation and thus the one studied in
more detail. In (A), EC decomposed by first accepting an
electron from the electrode and subsequently breaking the
Ccarbonyl−Oring bond, followed by transfer of another electron
from the Li surface and breaking the secondCcarbonyl−Oring bond.
The decomposition of PC was found to be very similar, albeit
much slower; EC was found to decompose within 7 ps, whereas
PC needed more than 20 ps, which was ascribed to a higher
barrier of bond dissociation induced by the presence of the
methyl group, a fact not commented upon further or explained.
FPMD simulations have also been applied to study EC

reduction at Si electrodes.310 Here various degrees of lithiation
resulted in significant impact on the reduction mechanism, in
terms of EC decomposition, and furthermore different
compositions and physical properties of the SEI. EC reduction
was found possible even at the very early stages of Si electrode
lithiation (LiSi4, LiSi2), initiated by the formation of C−Si bonds
during adsorption and followed by simultaneous two-electron
reduction of EC (Figure 29). The more reactive surfaces of
various LixSiy alloys reduced EC according to two two-electron
mechanisms: simultaneous reduction by two electrons of the
solvent molecule adsorbed at the electrode and sequential
reduction by one and another electron of molecules in the
electrolyte close to the interphase. The surface of the heavily
lithiated phase, Li13Si4, is very reactive and reduces EC via a four-

electron mechanism. Overall, the reactivity of Si electrodes was
found to be dependent on bulk geometric factors such as
crystallographic planes and atom−atom distances,310 in stark
contrast to the main activity being at the edge groups for
graphite electrodes. The simulations show that the ability of EC
to interact with the lithium atoms at the surface plays a most
important role: too short distances between atoms at the
electrode surface can hinder Li-EC interaction and even obstruct
the reduction process.
Another electrode surface was studied by Moradabadi et al.,

comparing the reduction of EC on different Sn- and Li-based
electrodes: unlithiated Sn, Li-covered Sn, lithiated Sn (Li17Sn4),
and Li metal.311 Decomposition of EC was found for all surfaces
except for the unlithiated Sn. Additionally, a lower degree of
electron transfer was required to reduce EC via a two-electron
mechanism toward CO3

2− on the Li-covered and lithiated Sn
electrodes (−1.90 e and −1.84 e, respectively), as compared to
the Li metal electrode (−2.4 e).
FPMD simulations have also been used to study interphases

created by using another distinct family of electrolytes (e.g.,
based on DME/DOL), a solvent combination generally applied
to Li−S batteries.314,315 Here, two types of Li metal electrode
representations were used: a lithium slab composed of 6 layers
and a lithium cluster of 35 atoms. A higher reactivity, resulting in
decomposition of both DOL and DME was obtained for the
latter model, while only DOL decomposed on the former.314

This was inferred to be due to the higher activity of lithium
atoms exposed to the solvent molecules in a cluster, and hence,
the latter model was to be preferred.
As also the anion decomposition is important for the SEI

formation and stability, Ganesh et al. studied LiPF6 salt
decomposition and formation of LiF near the anode surface,305

while even more pronounced anion decomposition has been
observed for LiTFSI315−319 and LiFSI.316,318,320 The presence of
a TFSI anion in the electrolyte seems to prevent reductive
decomposition of solvents like DME, DOL, and AN by the
anion being reduced prior to the solvents,316,317 corroborated
also for TFSI-based ILs, using a Li metal electrode surface
model, leading to anion decomposition but no decomposition
for the Pyr14 cation.319 A rapid decomposition of the TFSI
anion is initiated by C−S and/or S−N bond cleavage due to
charge transfer from the Li electrode.319 A comparison of the
TFSI and FSI anions showed that their decomposition paths
differ significantly;316,318 TFSI undergoes a less complete
reduction, larger fragments were found as SEI components,
and facilitates charge transfer from the anode, whereas FSI

Figure 28.Classification of the types of adsorption orientations for EC/
PC. Reproduced with permission from ref 307. Copyright 2017 Elsevier
Ltd.

Figure 29. Decomposition of EC. Initially one electron is transferred from the surface to (a) Li-EC, causing a (b) CcarbonylOring bond to break.
Subsequently, a second electron is transferred to (c) the EC− radical anion, triggering the breaking of a second Ccarbonyl−Oring bond and (d) generating
the C2H4 + CO3

2− pair. The net charges of the EC molecule and the CO3
2−/C2H4 products are shown. Reproduced from ref 310. Copyright 2013

American Chemical Society.
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shows a more complete decomposition and easily releases F−,
resulting in LiF formation (Figure 30).

4.2. Reactive Molecular Dynamics

While the FPMD MSM approach can target the very details of
the fundamental reactions, the entire process of SEI formation
calls for other MSM approaches. At the next level of MSM, this
can be studied using reactive MD simulations, so far employed
mostly for electrolytes based on organic carbonates321−325 but
also for some less common solvents like tetraglyme.326 Here the
parametrization and validation of the reactive FF vs QC
calculations is usually made before the MD simulations. As an
example, Bedrov et al. focused on the development of the FF to
correctly reproduce the ring-opening reaction of Li+-EC−

(Figure 31), as this transition is considered to be essential, see
above, for the entire EC decomposition process and therefore
must be accurately predicted.321 Reactions of EC− in both gas
and liquid phase have been targeted in order to explore possible
reaction pathways between EC-based radicals.321 The gas phase
calculations revealed a probability of lithium butylene
dicarbonate (LiBDC) formation, which was also obtained for
low concentrations of radicals in the liquid phase. The influence
of the bulk EC environment on the free energy barrier on the
EC-ring opening reaction was thus found to be minor.
A more detailed analysis of the SEI-formation process,

however, requires an introduction of an electrode to the system.
Kim et al. considered two different electrode models together
with EC and DMC solvents: a slab of Li metal and lithium atoms
randomly placed at 1 nm from the surface (Figure 32).325 The
latter approach was used to assess the role of the Li atom density
for the SEI formation process and more generally mimic a
chargeable electrode. This showed that (i) lithium ethylene
dicarbonate (LiEDC) is formed at the very early stages of the
SEI formation, as an effect of recombination of two radicals with
release of C2H4, unlike the study of Bedrov,321 focusing on
simple recombinations leading to LiBDC, and (ii) a high Li atom
concentration leads to further decomposition to Li2CO3 and
Li2O. The primary and secondary decomposition reactions

showed on the formation of two SEI-layers for the lithium metal
slab electrode model: one inner layer closer to the electrode
containing inorganic salts and one outer layer of organic salts.
This is in agreement with the experimental literature showing
higher concentration of compounds like Li2CO3 and LiF in the
layer closer to the electrode.327−330 DMC-based electrolytes
showed less reactivity and generated the formation of LiOCH3
together with a smaller amount of LiOCO2CH3 in the outer
layer rather than LiEDC, while the inner layer is still dominated
by Li2CO3.

325 An application of an equimolar mixture of EC and
DMC gives, as expected, the mixture of all types of compounds
with decomposition products of EC more expected (Figure 33).
The SEI formation on Si electrodes showed dangling Si atoms

to act as catalysts for the dissociation of EC, resulting in
evolution of C2H4 and CO gases, even in the absence of any
lithium (i.e., at a fully discharged state of the electrode).323

Comparing the electrolyte decomposition on pristine and
oxidized (SiO2) Si electrodes showed an inhibiting effect of
oxygen atoms, due to the reduction of the dangling Si atoms and
thereby a better passivation of the surface.

Figure 30. SEI after 16 ps of simulation using 4 M (a) LiFSI or (b)
LiTFSI in DME electrolytes vs a lithium surface. Reproduced from ref
316. Copyright 2017 American Chemical Society.

Figure 31. Energy profile for breaking C2H4 from o-EC−/Li+, as
obtained fromQC calculations and gas phase simulations using ReaxFF
at 10 K. Reproduced from ref 321. Copyright 2012 American Chemical
Society.

Figure 32. (a) Schematic of a Li metal electrode dipped in an
electrolyte. (b) Initial configuration of the cell. Reproduced with
permission from ref 325. Copyright 2011 Elsevier Ltd.
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Reactive MD simulations were also used to study the
efficiency of preventing solvent decomposition by employing
SEI-forming additives323 or PEO-graphite artificial SEI-
layers.324 The electrode was modeled as a four-layered AB-
stacking graphite, and both approaches were found to suppress
solvent decomposition, the latter to prevent solvent cointerca-
lation. Using the PEO-style of protection, the thermal stability of
the SEI-layer has also been targeted, showing a much better
stability at 353 K for PEO chemically bonded to the electrode
than PEO coated at the H-edged graphite plane.324 Kim et al.
rather focused on the mechanical properties of the SEI, showing
components formed by DMC decomposition to lower the
Young’s modulus as compared to SEIs formed solely by EC
decomposition.325

The ReaxFF method is supported on a quite sophisticated
scheme to treat electrons in its energy functional, but its implicit
description of electrons makes it impossible to separate out any
long-range charge transfer, even between molecular fragments
that are well-separated.331 The consequence is, for example,
inaccurate values of EAs and IPs, which is why ReaxFF has a
somewhat limited ability and applicability to describe redox
reactions. Extensions to ReaxFF have, however, been developed

specifically to enable studies of electron transfer reactions;
eReaxFF332 was recently applied by Islam et al., wherein an
electron is included as a particle. It enables one to track the role
of excess negative charge during the entire decomposition path
(Figure 34). For an EC-Li+ complex, the excess charge was
predominantly found to be located between the Cring atoms and
the Oring atoms, causing these bonds to eventually break.
Subsequently, the termination reactions of the radicals produced
was found to be highly dependent on the radical concentration;
a low concentration reduces the probability of reaction between
two radicals, while spontaneous production of Li2BDC and
Li2EDC + C2H4 occurs at higher concentrations. These
simulations were not able to predict any formation of Li2CO3,
even if it is generally observed in the experimental studies.327,329

The difference between the prediction and experiment is due to
relatively low concentrations of lithium and excess electron
concentration in the simulation set.326

Cheng et al. performed extensive (500 ps) QM-based reactive
MD simulations of a Li/Li6PS5Cl interface and could thereby
target several decomposition products, Li2S, Li3P, LiCl, and LiP,
which were detected through simulated XRD patterns and
compared with experimentally determined diffractograms.333 It

Figure 33. Distribution of the SEI components for different electrolytes (left). Atomic configurations from MD simulations; the components of the
SEI are identified (right). Reproduced with permission from ref 325. Copyright 2011 Elsevier Ltd.

Figure 34. Potential energy profile for the reduction of EC/Li+ and the radical termination reactions according to various pathways. ΔER and ΔEB
denote the reaction energy and reaction barrier, respectively. Color scheme: cyan, carbon; white, hydrogen; red, oxygen; purple, Li+; large blue sphere,
electron. Reproduced from ref 322. Copyright 2016 American Chemical Society.
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was concluded that the weak bonding between P and S poses an
intrinsic stability problem at lower potentials. This led also to a
deterioration of the transport properties in the simulated small-
scale battery cell and thereby to a degradation of the modeled
battery performance.
4.3. Classical MD

Moving to larger systems, the MSM modeling using classical
MD is often still restricted to investigating the SEI-layer
structure and the Li+ mobility within the SEI-layer. The
requirement for this technique’s force field is generally based
on the quantum chemistry results, as also mentioned in section
3.3. To study properties of the passivation layer, Borodin used an
APPLE&P force field and performed a fitting of the FF
parameters based on the ab initio data for LiCO2OCH3 and
Li2EDC prior to simulations.334 Developed FF was shown to
predict binding energies between lithium cation and both
solvent and anionic components of SEI with very good
agreement versus values from the DFT level.335 Such prepared
and validated polarizable FF was used to investigate SEI layers
made up of Li2EDC and Li2BDC.

334−336 The temperature
dependence of the Li+ transport in an SEI layer composed of
Li2EDC was found to be minor, but dependent on the structure;
the diffusion in an ordered SEI-layer was found to be 2−3 times
faster than in a disordered/amorphous layer.334 The activation
energy for Li+ solvation-desolvation was found to be lower than
the activation energy for Li+ transport in bulk Li2BDC,

335 which
indicates that Li+ transport, not desolvation, is the limiting
process. The former layer showed similar behavior, although
observed activation energy of solvation-desolvation was slightly
larger.335 When investigating other SEI layer components, the
activation energy of Li+ transport in Li2EDC and Li2BDC was
shown to be only slightly lower than for Li2CO3, and practical
improvements can be achieved by allowing formation of highly
ordered SEI layers by employing very slow C-rates (Figures 35

and 36).336 For Li2EDC versus Li2BDC, the increase in the
length of the alkyl chain spacer between the carbonate groups
results in the formation of ordered layers of Li+, which increase
the mobility. At the same time, however, this makes the SEI
softer and thereby reduces its ability to resist dendrite growth.336

A study of the PC decomposition product, Li2PDC, suggests the
formation of a lower density SEI more soluble in the electrolyte
as compared to the corresponding EC path product.337 This was
ascribed to the additional methyl group, weakening the adhesion
to the graphite surface by interaction between the methyl group
and graphite. Despite the fact that there are a number of studies

suggesting PC cointeracalation and exfoliation of the graph-
ite,338−340 the simulations were not able to predict this
happening, as already reduced products of PC decomposition,
predicted by DFT calculations, were used for the simulations.
Jorn et al. simulated SEI layers of a graphite electrode with an

external potential of 3 V across the cell applied,341 an approach
providing a molecular level insight into the distribution of
solvent and ionic species in the SEI layer under more “realistic”
conditions which in turn revealed local ion adsorption to be
crucial for their correct description (Figure 37). The amorphous
SEI formed significantly affected the electrolyte by screening the
electric field and thus reducing the restructuration of the solvent.
MD simulations have also been used to study the behavior of

electrolytes close to a polarized electrode, especially for ones
that are stable toward a low potential of graphite and do not
cause fast formation of passivation layer like ILs and solvate ionic
liquids (SILs).234,244,246 For the latter, the electric field changes
the structure of the Li-tetraglyme(G4) complex in the
Li(G4)TFSI electrolyte toward coordination of lithium ions
by more than one glyme molecule,234 while Haskins and
Vatamanu showed for more regular IL base electrolytes, like
[Pyr14][TFSI], [Pyr13][FSI], and [EMIm][BF4], that the
orientation of the ions strongly depend on the electrode
potential and that the presence of lithium cations induces
disorder in the electric double layer by their strong anion
coordination (Figure 38).244,246

4.4. Monte Carlo (MC)

Different MC-based MSM approaches have been used to model
SEI-layers, primarily hybrid MC/MD and kinetic MC with the
aim of investigating the formation of the SEI, targeting longer
“timescales”. Hybrid MC/MD simulations were employed for a
graphite electrode, modeled as a pile of 10 graphene sheets, and
in contact with 1.1 M of LiPF6 or NaPF6 in EC- and PC-based
electrolytes.342,343 To mimick SEI formation by charging the
cell, an initial electrode potential of ca. 2 V was introduced by
employing a single point charge at the center of each carbon

Figure 35. Li+ cation diffusion coefficients for ordered and amorphous
SEI models consisting of Li2BDC and Li2EDC. Reproduced from ref
336. Copyright 2017 American Chemical Society.

Figure 36. Snapshots highlighting the Li+ distribution in ordered
Li2BDC and Li2EDC, and amorphous Li2BDC, all at 393 K.
Reproduced from ref 336. Copyright 2017 American Chemical Society.
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atom of the graphite electrode and the intercalation of Li+ was
restricted, all in order to focus on the differences resulting from
specific SEI-formation processes, introduced based on exper-
imental and DFT-derived data (Figure 39). The introduction of
specific reaction steps to the MC/MD simulations consisted of
creating a list of pairs of reactive atoms followed by a random
selection of a pair from the list of possible reactions.
Subsequently, the atomic potential parameters and potential
functions were applied to the new molecules resulting from the
formation reactions and this latter system subject to a short MD
simulation. From this, the change in energy during the overall
reaction was computed, and based on a Metropolis algorithm,
the reaction was either accepted or rejected.342 These MC/MD
MSM simulations can treat SEI-layer formation for systems
several hundred times larger and for several tens of thousands
times longer than FPMD simulations but, on the other hand,
only for a limited number of preselected reaction paths. While
this methodology has been successfully applied to compare the
SEI-layer formation processes in EC- and PC-based electro-

lytes,342 it has also been used for the altered mechanism of SEI-
layer formation when having FEC as an additive in a PC-based
SIB electrolyte.343 The observed decrease in irreversible capacity
and SEI film thickness using FEC was shown to be due not only
to the FEC decomposition reactions but also to the presence of
the strong electronegative fluorine atom, causing a suppression
of solvation of organic salts into the bulk electrolyte by
enhancing the network formation between SEI species.343

kMC has been applied to study the SEI formation on a
graphite surface,344 using a 25 × 25 molecular mesh where 4
types of events can occur: adsorption, desorption, surface
diffusion, and formation of passive (inactive) material (Figure
40). The rate of each reaction was determined based on the
electrode state of charge (SOC), and once a given event was
(randomly) selected, the transition to the new configuration was
executed. Additionally, all lithium metal formed was assumed to
intercalate immediately (i.e., no lithium metal plating is

Figure 37.Density distributions for an electrochemical cell composed of an SEI-layer consisting of Li2EDC with varying thickness. The thickness and
voltages are indicated in each panel, with the density of Li (red lines) and carbonate groups (by center of mass, green lines) in the SEI and the EC (by
center of mass, blue lines). Reproduced from ref 341. Copyright 2013 American Chemical Society.

Figure 38. Representative Li+-anion coordination in the double layer at
(a) negative electrode potentials and (b) positive electrode potentials.
Red and blue bars indicate the (x,y) plane of the anode and cathode
surfaces, respectively. Reproduced from ref 244. Copyright 2016
American Chemical Society.

Figure 39. Model system and reaction scheme (cyan, carbon; red,
oxygen; white, hydrogen; orange, phosphorus; green, fluorine; blue,
lithium). Reproduced from ref 342. Copyright 2014 American
Chemical Society.
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possible). This makes it possible to explicitly address properties
such as surface heterogeneity and mimic an experimental setup
of an electrode being charged under a constant potential.
Running the cell for over 100 cycles showed that the active
surface coverage, a phenomenon connected with the formation
of the SEI, decreases slowly in the very initial stages of the cell
operation and then more rapidly. Thus, despite the rate of SEI
formation being higher in the initial cycles, this does not
significantly affect the capacity, as the surface is not fully covered.
An even more advanced kMCMSMwas developed by Hao et

al. in order to investigate the growth of the SEI at a graphite
electrode during charging,345 wherein the process was described
in 3 steps: adsorption of Li+ and solvent on the SEI surface,
diffusion through the SEI, and electron transport followed by Li+

intercalation or SEI formation. The simulation describes the SEI
fully in 3D and allows for an analysis of the SEI thickness, with a
linear relationship between the thickness and the square root of
charging time obtained for extensive cycling. As expected, the
lithium intercalation rate and charging time were both found to
be governed by the lithium reduction rate and the lithium
transport through the SEI. At lower temperatures, a high Li
reduction rate was found but also a higher resistance of the SEI,
diffusion likely being the limiting process. At higher temper-
atures, on the other hand, a low Li reduction rate causes
increased total charging time and a minimum of the required
time (Figure 41). Three stages of SEI growth during the very
first charging cycles were found: (i) sluggish SEI formation

above 0.8 V, (ii) rapid SEI growth, using the abundancy of
solvent adsorbed on the electrode surface, and (iii) reduced SEI
growth rate due to the complete consumption of the adsorbed
solvents and subsequently limited by the transport of solvent
through the SEI. Thus, the diffusion within the SEI significantly
affects its growth rate; faster lithium cation transport and/or
slower transport of solvent molecules result in a decrease in the
reduction of solvent and SEI growth (Figure 42).

More recently, Roder et al. implemented a kMCmodel with a
few reaction mechanisms to study the formation of Li2CO3 and
LEDC as products of EC reduction on graphite (Figure 43),

resulting in the two-layer structured SEI previously mentioned,
the inner being inorganic and the outer organic,346 that was also
observed experimentally.327−330 In addition, an investigation of
the particle size dependency showed impact on the growth rate
rather than the final thickness of the SEI: smaller particles lead to
larger surface areas and more SEI is formed, resulting in a more
distinct plateau at the beginning of the charge event and a higher
capacity.346

Shinagawa et al. extended this kMC model even further,347

introducing a cathode to simulate the SEI growth in a LIB full
cell, with both electrodes described using a single particle model

Figure 40. Schematic representation of the 4 types of events selected to
occur in the kMC simulations. Reproduced with permission from ref
344. Copyright 2011 The Electrochemical Society.

Figure 41. Temperature effect on the total charging time and SEI
thickness during a full charging process. Reproduced from ref 345.
Copyright 2017 American Chemical Society.

Figure 42. Effect of SEI solvent activation energy on the total charging
time and SEI thickness during a full charging process. Reproduced from
ref 345. Copyright 2017 American Chemical Society.

Figure 43. Calculated electrode potential during the first charge of the
formation process for electrodes with particle radius R1 = 3 × 10−6 m
and R2 = 10 × 10−6 m. Dashed gray lines correspond to the potentials
0.55, 0.525, and 0.5 V from top to bottom. Reproduced with permission
from ref 346. Copyright 2017 The Electrochemical Society
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(Figure 44). Simulations of hundreds of charge and discharge
cycles were conducted prior to analysis, including surface defect

effects on the SEI growth, showing that presence of defects
causes higher rate of SEI growth and ruggedness of the surface.
All of that together can cause faster fade of the battery capacity.
4.5. Modeling of Macroscopic Properties

The largest spatial scale of MSM used for interfaces is from
continuum-scale mathematical models, primarily describing the
SEI growth and its lithium ion transport.348−350 These
simulations are based on macroscopic well-developed relation-
ships describing mass and electron transport, using physical
parameters obtained either by experiments or computations at
more accurate levels. In this context, Christensen and New-
man349 presented a mathematical SEI model used to estimate
the growth rate, its resistance, and the irreversible capacity
related to the SEI formation. The growth rate was found to
depend on the electron mobility in the film, low electric
conductivity as well as the layer thickness both limit formation
due to hindrance of transport of electrons to the solvent to be
reduced.349 Colclasure et al. chose another strategy and
developed a model incorporating the kinetics of several
reversible chemical reactions leading to charging the graphite
layer and/or formation of the SEI.348 The growth of the SEI was
studied both under open circuit voltage (OCV) at different SOC
and charge/discharge conditions (Figure 45), with an increase
in electron and Li+ concentrations in the SEI with increasing

intercalation. Higher concentration of both cations and
electrons promoted SEI growth, which was mainly limited by
slow electron diffusion.
To primarily explain the role of SEI properties and thickness

for capacity, fade MSMTC approaches have been employed to
include diffusion, decomposition reactions, and electrode
charging.351−356 As a first example, a capacity fade model was
built based on active material (lithium) loss due to the solvent
reduction,357 resulting in a dimensionless loss of lithium and a
surface film resistance increase both as a function of over-
potential and the rate of side-reactions occurring. The studies of
Pinson and Safari both used single-particle models to predict
battery aging,351,358 assuming a uniformity of the SEI, neglecting
any expansion and contraction of active particles during cycling,
applying constant reaction rates, and assuming linear solvent
diffusion. A more complicated porous electrode model
accounting also for concentration gradients created in the
direction of lithium ion propagation did not show any significant
spatial variations for the SEI formation,351 while a one-
dimensional model employed to simulate the EIS response
during cycling (Figure 46)351 allowed for estimating the impact

of the evolution of the morphology. A somewhat different
model, based on porous electrodes and concentrated solution
theory, was used to study the fade caused by SEI growth as a
function of different charging protocols,353 showing fast-
charging to create undesired stress and decrease the charge
stored but also limit the SEI growth. This unexpected
relationship of increasing SEI growth together with a decrease
in charging rate can be due to a longer charging time, which
means also longer time for side reactions to occur, or it can be
related to induction by a high rate mechanical stress that
provides a fresh electrode surface.353 A comparison of constant
current and constant current-constant voltage charging
protocols for different rates from C/8 to 2C resulted in higher
capacity for a single cycle for the latter but faster decrease over
the entire life of the battery cell. The constant voltage stage
provides a very slow charging, increasing the stored energy but
significantly contributing to SEI growth causing capacity fade.

Figure 44. Schematic of the single-particle model used to simulate SEI
film growth by kMC. Reproduced with permission from ref 347.
Copyright 2017 The Electrochemical Society.

Figure 45. SEI film thickness under OCV as a function of time for
various initial SOC. The simulations assumed an initial SEI thickness of
1 nm. Reproduced with permision from ref 348. Copyright 2011
Elsevier Ltd.

Figure 46. Experimental and simulated Nyquist plots for Si-anode-
based half cells. Reproduced with permission from ref 351. Copyright
2017 Elsevier Ltd.
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To summarize, any accurate computational description of the
interfaces and interphases between electrodes and electrolytes
must include processes at different time- and length-scales. The
basic reactions that create the SEI can only be correctly
described by QC simulations. Deployment of this data explicitly
or implicitly (e.g., via a FF) under dynamic conditions has been
shown to provide a proper relationship between the chemical
structure of electrolyte/electrode and the composition of the
SEI. From a practical battery properties point of view, the rate of
the SEI-layer growth is crucial and this can indeed be described
by a combination of parameters that describe single formation
processes and statistical approaches. MSM thus seems to be a
necessary tool for any correct prediction of the full impact of
changes made at the atomistic level on the properties on the
macroscopic and finally battery cell level. Unfortunately, most of
the approaches of MSM to study interphases is based on
MSMSL, which does not fully cover interactions between
different scales. Progress is within reach by employing MSMIC
to enable better descriptions of the processes.

5. COMPOSITE ELECTRODES

The state-of-the-art MSM efforts at the composite electrode
level widely target deepening the understanding of the operation
principles of already fabricated composite electrodes, involving
carbon, binder, and active material. Indeed, at fixed chemical
composition, an approach to ensure high battery energy density
and lifetime to meet EVs requirements is to optimize the
electrode mesostructural properties.359 A very ignificant amount
of performance MSM has been developed in an attempt to
capture the impact of the composite electrode mesostructure on
the transport processes and the resulting cell electrochemical
response. These models have been applied mainly to LIBs with
standard active materials such as LiFePO4, LiCoO2, and
graphite, and they fall within the MSMSL and MSMIC
categories.
Within this scope, a majority of MSM approaches have been

supported on abstract representations of the electrode structure

aiming at capturing the main features of real electrodes, such as
their porosity, tortuosity, and constituting particles
shapes.360,361 Other MSM models have been built from
reconstructed electrode images obtained by using X-ray
tomography and 3D focused-ion beam/scanning electron
microscopy-FIB/SEM-characterizations of the real composite
electrode mesostructure (Figure 47).362

5.1. Volume Averaging Method

The volume averaging method (VAM) is among the most used
modeling approach for the modeling of batteries. The basic idea
of VAM is to circumvent the description of complex micro-
structural features found in a typical composite electrode. This is
done by averaging the relevant properties over a region of the
composite electrode small enough with respect to the overall
dimensions but large enough compared to the pore detailed
morphology (Figure 48).363,364 Therefore, the subjacent

Figure 47. Different structural models for LIB electrode proposed in literature. (a) Assumed main geometrical features. Reproduced from ref 360.
Copyright 2010 The Electrochemical Society. (b) Reconstructed by tomography (in blue). Reproduced with permission from ref 362. Copyright 2014
Elsevier Ltd.

Figure 48. Representation of the volume averaging method applied to a
porous medium made of a solid phase, σ, filled with a liquidphase, β.
The scale of the entire domain is L, while the pore-scale characteristic
length is lβ. Reproduced with permission from ref 364. Copyright 2013
Elsevier Ltd.
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approach can been seen as a MSMSL, as the resulting averaged
volumes, capturing the microstructural properties of the
composite electrode, are subsequently injected into macro-
scopic performance models resolving conservation equations
through them. More specifically, the electrode is treated as a
continuous medium that allows movement of ions and electrons
along two superposed continua: an electrolytic solution (ionic
transport) and a solid matrix (electrons transport). The porous
nature of the electrode is appropriately taken into account. The
interfaces between the electrolyte and the solid crystals are
treated as sinks/sources of charge via introducing an appropriate
electrochemical reaction. This reaction (most commonly
quantified by using the Butler−Volmer equation) thus links
the transport on the electrode scale (∼10−100 μm) and the
transport inside the solid active crystals (∼10−1000 nm).
Since its introduction,128 VAM has evolved significantly in

order to take into account different electrode chemistries and
different specific structural or morphological phenomena
discovered experimentally. Also, improvements in terms of
thermodynamic consistency of this approach have been
proposed. For example, Lai and Ciucci performed volume
averaging of generalized Poisson−Nernst−Planck equations on
a de Levie straight pore model to derive an electrochemical
model for porous electrodes.365 Unlike the Newman’s model,
the proposed approach considers the innate correlation between
the thermodynamic and kinetic material properties. There are
several important differences as regards the model outcome: for
example, the diffusivity in either liquid or solid is related to the
conductivity and thermodynamic property (chemical capaci-
tance, thermodynamic factor, or activity coefficient) in the same
material.
Despite the successful development and application of the

phase field models for certain cases of interest, as discussed in
section 2, it should be reiterated that in practical treatments the
VAM has been successful due to its robust electrode level
framework, rather than due to specific treatment of transport on
the particle or subparticle level. This is because, under
conditions of practical interest, the transport in batteries is
mainly governed by electronic and ionic transport across the
whole electrode, whereas the local transport inside the storage
crystallites is of secondary importance. The predominance of
electrode level transport in realistic batteries is frequently
associated with difficulties in electrode engineering where a huge
number of active particles (up to 1014 per 1 cm2 of electrode
surface) needs to be optimally dispersed and electronically and
ionically wired in order to mimic the theoretical conditions
found in VAM.

Due to these evident difficulties, many authors have tried to
upgrade the original “homogeneous” VAM by introducing
complications that mimic the realistic structures. This way a
third scale, usually referred to as the agglomerate scale extending
over several micrometers, has been introduced and successfully
used to explain the effect of nonhomogeneities on the overall
transport.360,366 Later on, the high impact of agglomerate
formation on the overall transport properties was also
demonstrated in the case of magnetite (Fe3O4)-based electrodes
(Figure 49).367

In search for the optimal particle distribution inside the
electrodes, Chadha et al. have explored the properties of one-
dimensional (columnar) structures on the overall transport in
TiO2 based electrodes.368 The Newman’s approach is used
whereby the transport in solid cylinder is modeled in axial and
radial directions, but no phase transformation was included. The
authors identified, thanks to their model, optimal column
lengths and column spacing as a function of the discharge rate.
Gully et al. showed that the prediction power of state-of-the-

art mathematical homogenization techniques can be signifi-
cantly increased if modeling is combined with suitable imaging
and computational tools.369 In contrast to earlier works,370,371

they considered three constituent phases of an electrode
material, namely the electrolyte, active particles, and carbon-
doped binder. The work demonstrates that the effective
transport coefficients of a given material with a complex
microstructure can be determined based on the properties of the
individual phases.
Although VAM has appeared very successful, it has several

shortcomings. The assumption of a homogeneous medium
within the electrodes is often an oversimplification. Similarly, the
electrochemical reaction rate at the solid−liquid interface may
depend significantly on the local microstructure.370 More
recently, the effectiveness of the variational multiscale enrich-
ment method was demonstrated.372 Unlike MSM based on the
homogenization method, this method can decompose the scales
without assuming scale separation. The approach was directly
compared to the predictions of the so-called pseudo-2D model.
The latter essentially combines a one-dimensional macroscale
model which describes the concentration evolution of active
species and electric potential in the electrolyte across the anode/
separator/cathode sandwich on one side and amicroscale model
for the electrode(s) on the other. The variational multiscale
enrichment method showed clearly an improved prediction
capability in terms of the effects of tortuosity, conductivity,
diffusivity, and specific surface area.
Emerging battery technologies such as lithium sulfur batteries

(LSBs) and LOBs pose interesting new challenges in under-

Figure 49. Schematic representation of the agglomerate scale (a scale between the crystal and electrode size). Reproduced with permission from ref
367. Copyright 2015 The Electrochemical Society.
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standing the electrode mesostructure/performance relation-
ships and open new perspectives for MSM.
Thangavel et al.373 adopted a MSMIC to study the influence

of the cathode mesostructural properties on the Li−S battery
cell performance. Such properties include the interparticular
porosity between the carbon particles, the mesoporosity within
the carbon particles (by assuming mesoporous carbon as
electrode constituent), the particle and the mesopore size
distributions, and sulfur loading. For this approach, the authors
assumed the sulfur impregnated into the interparticular pores
and mesopores within the carbon particles (Figure 50).

Dissolved sulfur, polysulfides, and lithium ions in the electrolyte,
produced during the discharge, were assumed to be allowed to
exchange between the two scales of pores. This model allows
predicting the Li2S(solid) precipitation process depending on the
electrode design and the applied current density by considering
its impacts on transport and reduction reaction kinetics,
providing a versatile platform to study the roles of the electrode
manufacturing and cell operation parameters.
Several continuum mathematical models have been reported

to simulate the discharge behavior of LOBs:374−381 all these
models solve transport equations for O2 (getting inspiration
from polymer electrolyte membrane fuel cell models) and some
of them for Li+, coupled with Butler−Volmer or Tafel electrode
kinetics. However, characterizing the impact of the detailed
electrode mesostructure onto the cell performance has been
recognized as a fundamental challenge in LOBs. The cathode
mesostructure controls the transport of O2 and Li+ species and
consequently the location of Li2O2 formed upon discharge.
Conversely, the formed Li2O2 reduces the porosity and affect
these transport processes.
Within a continuum paradigm, a MSMIC of a LOB

accounting for the cathode pore size distribution and its
influence on electrochemical and transport processes has been
proposed by Xue et al.382 In this model, the morphology of the
discharge product, Li2O2, is assumed to be a thin film covering
the pores surface. During discharge the active surface area
decreases due to (i) the decrease of the effective pores radius
resulting from the Li2O2 coverage increase, (ii) the choking of
small pores (with a diameter of two times the electronic
tunneling distance through Li2O2, estimated to be 10 nm), and
(iii) the blocking of electronic tuinneling along thick enough
Li2O2 films.
Simulations were performed with Super P and Ketjen Black

carbon-based cathode electrodes. The Ketjen Black cell is
observed to offer a larger discharge capacity because of the high

Figure 50. Scheme of the MSM of a Li-S cell proposed by Thangavel et
al. Reproduced with permission from ref 373. Copyright 2016 The
Electrochemical Society.

Figure 51. (a) Schematics of the LOB cell model. (b) One of the surface area distributions (related to a pore size distribution) and electronic tunneling
function adopted in the model. (c) Simulation results for Super P and Ketjen Black carbon-based positive electrodes for two discharge current
densities. Reproduced with permission from ref 382. Copyright 2014 The Electrochemical Society.
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Ketjen Black specific surface area, leading to a slower Li2O2
thickness growth rate. This is known at the experimental level,
but the authors’model was the first one in literature to be able to
reproduce this fact. The model highlighted the importance of
designing electrodes having an appropriate compromise
between high surface area (small pore size) and large pore
radius (slow degradation rate of active surface) (Figure 51). The
model results and conclusions were later on reproduced by other
authors.383,384 The authors proposed an extension of the model
accounting for both the formation of Li2O2 as a thin film (surface
limited reaction mechanism) and the formation of Li2O2 in the
solution phase (solution phase reaction mechanism).385 The
relative impact of the two mechanisms on the overall discharge
performance was captured through an escape function,
quantifying the extent to which the reaction takes place in the
solution phase. Such an escape function quantifies the O2

−

radicals going far away from the carbon electrode surface to
reach the largest open space of the cathode where they may
disproportionate to form Li2O2 particles. Simulations were fitted
to experimental data arising from two cells with TEGDME and
DMSO as solvents, respectively: from this, it was confirmed that
the escape rate was higher in the high donor number solvent
DMSO.
For several years, the VAM introduced a very useful tool for

the description, quantification, and optimization of complex
phenomena operating within the LIBs, obtaining very good
results in agreement with the main features of the experimental
ones. Although modification and new approaches have been
added to the classical VAM models, heterogeneities and
anisotropy of the real electrode structures are not captured in
the description.

5.2. Meso-Structurally Resolved Models

The shortcomings of conventional homogenized approaches
can be overcome through detailed simulations conducted on
3D-resolved mesostructures. The resulting simulation data can
then be incorporated into existing cell models, such as the P2D
model, by coupling the necessary state variables to produce a
MSM. However, such an approach can increase dramatically the
computational costs. One way to overcome the computational
issues is to use the so-called surrogate modeling approach for
coupling the macroscopic (electrode) and microscopic (par-
ticle) length scales (Figure 52).386 The special aspect of this

method is that the state variables of the length scales are not
coupled explicitly but rather implicitly via surrogate functions
constructed from precomputed simulation data. As the
functions are defined analytically, the computational cost of
evaluating a surrogate function is negligible compared to
standard techniques. Still this model approach remains in the
scope of MSMSL.
A different approach to two-scale modeling at the continuum

level was proposed by Salvadori et al.387 At the macroscale, the
electrode is considered as a porous continuum, whereas at the
micro level it is heterogeneous and multiphase. The authors
justify their continuum approach by the fact that the
microscopic length scale is still much larger than the molecular
dimensions. The key pillar of the approach is the formulation of
the microstructural boundaries and the application of averaging
techniques to couple the micro and macroscales. The macro-
scopic output variables are recovered from a microstructural
representative volume element solution (micro-to-macro
transitions) (i.e., in the sense of the MSMSL approach). In an
upgrade,388 the authors also considered the electro-magnetics
via the electro-quasi-static formulation. Capacitive effects were
also included.
With regard to the continuum approach, themain challenge in

the development of a feasible 3D cell performance model is the
inclusion of all the phases constituting the electrode (active
material, carbon additive, binder, and pores). Because the
characteristic length scales of the materials composing the
electrode can be orders of magnitude apart, an enormous
computational effort is needed to simulate cell operation and, on
the other hand, consider all scales needed if one wants to take
into account the interplays between the phases.389

3D-resolved performance models fall generally by construc-
tion within the MSMIC category as they resolve through
iterative coupling Li+ transport in the electrolyte, lithium and
electrons in the solid, as well as the interfacial (lithium insertion/
deinsertion) electrochemistry on the actual (or close to actual)
electrode mesostructure (without the use of effective parame-
ters, such as in the case of the VAM). Some of the existing 3D
models are discussed below.
Wiedemann et al.390 developed a MSMIC to evaluate the

influence of the cathode mesostructure on the LIB performance.
The mesostructural geometry was reconstructed from FIB-SEM
experimental data and processed into finite-volume discretiza-
tions. The model describes transport and electrochemical
processes within the solid phase of the electrode mesostructure
using a 3D extension of Newman’s model and considering
different porosities for LiCoO2 commercial cathodes. In
simulations of the discharge process, all the solid part was
considered as active material and the authors did not evaluate
the potential in the electrolyte and cathode, assuming that both
remained constant. This model demonstrates how the measured
electrode mesostructures, together with their 3D structural
heterogeneities, can be incorporated into a MSM approach.
Thiele et al.362 reported a 3D-resolved finite volume LIB cell

model. The positive electrode is represented as a spatially
resolved three-phase domain based on FIB/SEM and nanoscale
computer tomography reconstructions (Figure 53). The
reconstructed geometry considers three phases: active material,
carbon binder domain, and the electrolyte-filled pores. Several
authors do not report the number of time steps and minimal
mesh size needed for a realistic representation of the electrodes.
Thiele et al. LiCoO2 electrode model was built from 200 images,
composed of 572 × 518 square pixels each, with an edge length

Figure 52. Macroscopic and microscopic scale models with multiscale
coupling variables shown. Reproduced with permission from ref 386.
Copyright 2014 The Electrochemical Society.
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of 35 nm. The reconstructed volume is 20.02 × 18.13 × 12.4
μm3. This probably provides a very realistic and quite accurate
representation of the actual cathode. The cell was meshed to
form a 3D domain with about 21 million hexahedral cells. The
separator was modeled as an effective electrolyte-filled region
between the electrodes. It is important to underline that despite
their explicit consideration of phases in the reconstruction, in
the actual cell simulation, the authors consider the carbon and
binder to be transparent toward the lithium transport. Their
simulation was performed using the commercial software
platform STAR-CCM+. The simulation time was 27 days
using 8 CPUs.

The authors found that the binder partial coverage of the
active material surface ensures excellent transport of electrons to
and away. However, it reduces the specific active area needed for
the ions insertion. The authors identify the optimization of the
binder coverage on the active material as a critical aspect to be
considered composite in electrode engineering. Additionally,
they found that significant gradients of lithium concentration in
the active material appeared while charging the cell.
Wieser et al.389 developed a mesostructure-resolved simu-

lation tool of a LIB half-cell with a graphite-based negative
electrode and correlated the electrical performance with the
material morphology obtained from image analysis. Imaging of
the active material and the binder was carried out by using
different techniques because of the scale difference of the two
components. An important finding is that the simultaneous
computational treatment of both the active material and the
binder is not reasonably feasible and requires alternative
approaches. The proposed solution was to bridge the scales
considering the active material from segmented image data, and
the additive was added in the pore space of the electrode
structure wetting the active material preserving the transport
properties obtained from nanotomography. As in most other
reports in literature, the model was based on the Newman
approach. Transport equations in the additive region were
solved using the same approach as that in the electrolyte domain
but considering effective transport parameters. Preliminary
simulations show a negligible impact due to the additive at low

Figure 53. Simulated lithium concentration within the cathode at
various states of charge (electrolyte-black, carbon-binder domain-dark
gray). (a) SOC 0 (initial state). (b) SOC 0.1. (c) SOC 1 (fully
charged). Reproduced with permission from ref 362. Copyright 2014
Elsevier Ltd.

Figure 54. Scheme of different physicochemical processes taking place in a Li−S positive electrode which may affect the cell electrochemical
impedance spectra: (a) reactions at the pore-scale, (b) precipitate film and electrochemical double layer, (c) imperfect contact between the precipitate
film and the carbon substrate, and (d) electrode microstructure. (e) Interfacial impedance contributions are represented in terms of an equivalent
electrical circuit. (f) Schematic illustration of a simulated electrochemical impedance spectrum, (g) and example of its validation against the
experimental one. Reproduced from ref 395. Copyright 2017 American Chemical Society.
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electric load, while for elevated electric load there is a visible
impact.
Danner et al.391 developed a 3D mesostructure resolved

model to investigate limiting factors in graphite/NMC LIB cells
performance. In particular, the model is used to study the effect
of materials heterogeneities in thick electrodes on the cell charge
and discharge performance. 3D structures were collected from
tomography data for NMC cathodes, whereas graphite electro-
des were generated usingGeoDict software.392 The authors used
their in house BEST software (Battery and Electrochemistry
Simulation Tool) to carry out the simulations.33 In the 3D
model three phases were taken into account (active material,
binder, and carbon additive), and as in the models mentioned
before, the authors made simplifications both in the electrode
reconstruction and the mathematical formulation. In this study,
the binder was described by a no-flux condition of lithium to
neighboring phases, whereas the carbon black was modeled as a
surface layer active material with a high electric conductivity.
Dysart et al.393 reported a MSMSL to describe the operation

principles of LSBs. The authors used graphene models to mimic
carbon in contact with nanosulfur, as a representation of the
actual cathode composite material as graphene flakes with sulfur.
Polysulfide species adsorption energies were calculated using a
DFT approach, while motion of ions was modeled using ab initio
MD. The effects of sulfur loading and Li2S precipitation were
simulated using virtual 3D cathode mesostructures (represent-
ing a network of interconnected pores) reconstructed from SEM
micrographs by using GeoDict software. For the macroscale
performance model, the authors used a simplified mathematical
model, where the electrochemical kinetics was described by the
Butler−Volmer equation, while for the chemical reactions the
usual forward−backward reaction kinetics was assumed. The
microstructure impact was captured through effective properties
such as porosity, tortuosity, and electrolyte ionic conductivity.
By using mass conservation equations, the authors were able to
quantify the evolution in species concentrations and in volume
fractions of solid sulfur.
Barai et al. extended this model, still within the MSMSL

approach, by including the influence of the volume changes in
the cell performance during charge/discharge processes in Li−S
batteries.394 The authors attributed the total volume change of
the electrolyte in the pores to the (a) solid sulfur dissolution and
Li2S precipitation and to the (b) shrinking/swelling of the
cathode microstructure to accommodate the pore volume
changes arising from the electrolyte-induced hydrostatic
pressure. The impact of mechanical volume change on the
overall cell performance was analyzed as well as the impact of
different pore sizes and the mechanical stability of different
cathode microstructures under the influence of nonuniform
precipitation or pore-confinement effect. Additionally, a
computational methodology was introduced in order to analyze
themechanical deformation and stress response at the pore scale
in a porous electrode microstructure. In this work, authors
showed that at the beginning of the discharge curve, which is
governed by the dissolution of solid sulfur, the mechanical
volume change has a minor impact on the overall cell voltage.
However, in the last part, when the precipitation of lithium
sulfide occurs, the cell voltage decreases in the beginning due to
contraction and increases at the end because of expansion of the
carbon microstructure.
Chen et al.395 reported a porous-electrode model, based on a

MSMSL approach, that captures as the Li−S cathode
mesostructure evolution and reaction kinetics within. The

authors analyzed the impedance response of the cathode as a
function of the interfacial area of contact between electrolyte
and carbon substrate, Li2S film thickness, interfacial charge-
transfer resistance, and the electrolyte ionic conductivity (Figure
54). Impedance calculations were carried out at different depths
of discharge. In particular, the impact of mean pore size on the
spectra was investigated. The authors analyzed several cathodes
with the same porosity and sulfur loading but different pore-size
distributions, concluding that smaller pores resulted in smaller
impedance values with a more efficient charge transfer. This
work illustrated the complex dependence of the electrochemical
impedance spectra on the cathode microstructure as a function
of the depth of discharge of the cathode.
Three-dimensional-resolved modeling has recently been

attracting a growing interest in the field of LOBs. A three-
dimensional MSMSL396 was proposed by reusing the
mathematical formulations of the physics previously reported
by Xue et al.382 The model permits simulating a Li-O2 battery
discharge performance by capturing nanoscale and mesoscale
details of a reconstructed cathode via a particle-packing method,
reconstruction compared to SEM experimental data. The model
was used to calculate the rate-dependent morphology of Li2O2
growth on the surfaces of the interconnected pores in three
dimensions (Figure 55). Following a simulation multiscale

strategy random deposition, this permitted them to derive
active-surface-to-volume ratio relationships incorporated in a
macroscale model designed to predict discharge curves.
Although this model is still very simple with regard to the
description of the electrochemical reaction (the solution phase
mechanism is not considered), this kind of simulation approach
may open tremendous opportunities toward the optimization of
the electrode architectures in Li-O2 but also in other battery
technologies.
Large experimental variations in the electrochemical perform-

ance of LOBs have been reported in the literature. Such
variations are often assumed to result from differences in cell
design, electrode structure, handling, and cell preparation at
different times. In order to investigate possible reasons of these
variations, Torayev et al.397 developed a pore network model to
simulate the discharge response of 3D-resolved lithium−oxygen

Figure 55. Three-dimensional calculation of Li2O2 formation in a
reconstructed carbon-based Li-O2 battery. Reproduced with permis-
sion from ref 396. Copyright 2015 American Chemical Society.
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cathode mesostructures, made of Super P carbon, obtained from
TXM tomography. The overall workflow constitutes a MSMSL
(Figure 56). The calculation of model discharge curves was
made in several steps: (a) preparation of a porous carbon
electrodemade of Super P carbon, (b) image reconstruction, (c)
segmentation of images, and (d) binarization of the final
structure.
Then, by using the maximal approach, the porous space in the

tomography data was mapped to a three-dimensional network of
spherical and cylindrical pores.398 Finally, the authors performed
the simulation of a Li-O2 battery using the pore network
approach. Discharge curves were calculated, using identical
conditions for different zones in the electrode and their reversed
configurations. They concluded that the stochastic nature of the
microscopic arrangement of pores and their interconnectivity
can explain, at least partially, the variations in that observed
experimentally in terms of cell discharge performance.

5.3. Discrete Modeling of the Composite Electrode
Fabrication

The electrode mesostructure is strongly affected by the adopted
fabrication process.399 At the industrial level, the electrode
fabrication process of commercial LIBs mainly consists of five

successive steps (Figure 57): (1) the preparation of slurries from
the active material/carbon particles/binder mixture by using an
organic solvent and a dispersant, (2) the casting of the slurry on
the current collector and the subsequent drying to evaporate the
solvent, (3) the mechanical compression of the resulting coating
(called “calendering”), (4) the filling of the arising porous
electrodes with the electrolyte needed for the battery operation,
and (5) the battery assembly. In view of the lack of a general
theory allowing one to predict the electrode mesostructure from
the adopted fabrication parameters such as the temperature used
to evaporate the solvent, and the pressure used for the
calendering, optimizing this fabrication process is a difficult task.
The improvement of LIBs can be also attained by

incorporating a new generation of active materials in both LIB
negative and positive electrodes. The incorporation of such
“new chemistries” in the conventional industrial fabrication
processing raises questions which are yet to be answered,
regarding whether their manufacturing scalability (and the
associated costs) and the desired battery volume density (and
the associated electrochemical performance) are achievable.
Therefore, processing conditions need to be carefully reconsid-
ered for optimal battery performance. Indeed, the rheology and
self-organization phenomena of slurries is dependent on the

Figure 56. Workflow of the pore network approach. Reproduced from ref 397. Copyright 2018 American Chemical Society.

Figure 57. (a) Electrode density effect on its capacity. Reproduced with permission from ref 399. Copyright 2003 Elsevier Ltd. (b) Schematic
representation of the typical LIB electrode fabrication steps at the industrial level.
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chemistry of their constituents which governs the interplay
between the forces among the active material, carbon and binder
in the slurry, such as the van der Waals, electrostatic and
Brownian forces, and the steric and hydrodynamic interactions.
Multiple spatiotemporal scales are involved in the fabrication
process; therefore, it constitutes a multiscale problem which
cannot be addressed in an efficient way only based on trial-error.
As a consequence, there is an urgent need for a general theory
serving as a guide to electrode fabrication for the optimization of
their mesostructural properties. Indeed, enabling precise control
of material arrangement and distribution in the electrodes is of
paramount importance for designing the next generation of
battery electrodes. Such a theory should provide deep insights
on the fundamentals of conventional fabrication processes, from
the slurry to the electrode formation, and on the influence of the
electrodes’ mesostructural properties on the cell performance
for EV applications.
In the literature, one can find only very few and recent

theoretical modeling efforts addressing electrodes fabrication for
batteries. Brownian Dynamics (BD) simulations have been
applied to suspensions of active material particles by Zhu et
al.400 and by Cerbelaud et al.401,402 analyzing the effect of
parameters such as temperature and mass ratio between carbon
and active materials on the resulting number of contacts
between the conductive additive and the active material. The
dynamics equations are functions of fitted interaction
parameters which may been refined by employing molecular-
level simulations, and in that sense, these modeling frameworks
can be seen as a MSMSL. Cerbelaud et al.403 applied this
simulation technique to a system composed of carbon black
aggregates and silicon nanoparticles. The authors show that at
fixed carbon concentration, the suspension structure changes
with the size of the active nanoparticles relating the particle size
and carbon concentration with the connection between active
material and carbon domain and the formation of the
percolating network. The authors conclude that their simulation
results can assist in choosing the type of interactions between the
different components in the suspension to be modified
experimentally in order to improve the structure of electrode

slurries. The authors do not, however, describe the influence of
the solvent evaporation on the resulting composite electrode
micro/mesostructure, probably because of the inherent
limitation of the BD technique to treat larger spatial scale
systems and longer timescales.
In a similar way as for anodes, understanding slurries with

cathode active materials upon the LIB electrode fabrication
process is of crucial importance toward the development of
highly efficient cells. Several stochastic models based on energy-
based structural optimization have been developed in the recent
years, ready to become MSMSL but not yet having this
characteristic.404 This approach allows for the prediction of
equilibrium particle positions and orientations at given electrode
densities. The assessment of the efficiency of the predicted
microstructures to enhance Li+ transport can be then quantified.
As an example, we here highlight the recently reported MC-

likemodels devoted to the optimization ofmultiparticles energy-
based spatial arrangements proposed to mimic the first stages of
conventional LiFePO4-based electrodes fabrication and to
estimate structural properties.405 These models are developed
in one plane neglecting the presence of dispersant and
considering the binder as nanoparticles. But despite these
assumptions, they are able to predict interesting features, such as
the influence of the solvent evaporation rate on the resulting
electrode porosity. In these approaches, the total energy of the
system is a function of the number of interactions between the
particles of type i and j (solvent, active particle, binder, and
carbon) and of the corresponding binary interaction energies.
Due to the empirical character of these energies, it is not possible
to use these models to predict the influence of the solvent and
materials chemistry on the resulting electrode morphogenesis
and mesostructural properties. Important aspects like the
influence of the type of solvent, which is experimentally
known to significantly influence the slurry homogeneity, remain
unexplored with these models.
Stershic et al.406 have proposed a DEMmodel to describe the

effect of calendaring on a cathode electrode microstructure.
Their model permits analyzing the particulate assemblies in
terms of interparticle connectivity, a property expected to

Figure 58. DEM model of a LIB cathode calendaring for different hypothesis of particles morphologies. Reproduced with permission from ref 406.
Copyright 2015 Elsevier Ltd.

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.8b00239
Chem. Rev. 2019, 119, 4569−4627

4608

http://dx.doi.org/10.1021/acs.chemrev.8b00239


determine the overall Li and electronic transport properties in
the solids within the composite electrode. Themodel received as
inputs X-ray tomography data sets for positive electrodemade of
lithium nickel manganese cobalt oxide, for several compositions
and calendering pressures (Figure 58). The authors showed that
their model captured the evolution of interparticle contact
distribution within the electrode. However, they also demon-
strated that the use of electrode microstructures represented like
spherical particles did not entirely follow the experimental
trends. Furthermore, they stressed that their model might also
offer a formulation to represent the deformation and
deterioration (aging) of the active material particles in operating
electrodes at the macroscale.
On the other hand, Forouzan et al.407 developed a model for

simulating a NMC electrode fabrication process using a
mesoscale-level MD. NMC and carbon binder domain (CBD)
particle interactions were simulated with shifted-force Lennard-
Jones and granular Hertzian functions using the open source
code LAMMPS.46 The model is parametrized for a single
electrode mass composition, from slurry viscosity, elasticity of
the dried film, shrinkage ratio during drying, volume fraction of
materials, slurry and dried film densities, and microstructure
cross sections.
Nelson et al.408 studied the intercalation of Li+ in NMC active

material particles by combining X-ray imaging, microstructural
characterization, and modeling. The paper presents a deep
analysis of the NMC particle size distribution and shapes before
and after the cathode fabrication and an image analysis prior to
the embedding of electrode into a performance model. The
performance evaluation was based on a 3D extension of
Newman’s model with several simplifications.
Ngandjong et al.409 reported an innovative MSM platform

linking the simulation of fabrication process with the cell
performance prediction (Figure 59). Indeed, the platform falls in
the MSMSL category. The fabrication was simulated with the
use of CGMD, first to predict the equilibrated slurry
configuration (spatial distribution of NMC active material and
effective particles representing aggregates of carbon, PVDF
binder, and NMP solvent (Carbon Binder Domains, or CBD).

Then CGMD is used to predict the impact of the solvent
evaporation on the resulting electrode mesostructure: such an
evaporation effect is simulated by reducing the size of the CBD
particles to mimick the solvent evaporation. Here, CGMD used
shifted-force Lennard-Jones and Granular Hertzian potentials
describing the solid and solvent behavior, respectively, similar to
the work of Farouzan et al. referenced above. The predicted
three-dimensional electrode mesostructures were imported in
COMSOL Multiphysics software for the implementation of an
discharge model (vs. Li) describing electrochemistry and the
charge transport mechanisms. The CBD particles in the
discharge model were considered implicitly, and the volume
surrounding the NMC particles was divided by the authors into
domains of ionic and electronic conductivity based on inputs
from the CGMDmodel and considering an independent volume
fraction for each of these components. The platform is able to
predict the influence of the electrode mass composition (NMC
vs carbon+binder) on the discharge profiles in good agreement
with experimental trends. The explicit consideration of the CBD
location in the mesostructure remains a challenge while
importing it in the performance model, in order to evaluate
the impact of such a location on the heterogeneity of Li+

insertion in the NMC particles.

6. SEPARATORS
The effect of separator on electrochemical performance can be
taken into account by upgrading the porous electrode model
with typical separator features such as porosity and tortuosity.
Mostly these quantities are treated using the conventional
approach proposed by Bruggeman.410 For some cases of
interest, the properties of separator membranes have been
found essential to obtain a good performance of LIBs.411 Works
report that the Bruggeman coefficient, which depends on the
degree of porosity and tortuosity, has a strong influence on the
values of the diffusion coefficient and ionic conductivity of
lithium ions in the separator and, consequently, on the delivered
LIB cell capacity.
Xiao et al. used a MSM approach for the stress analysis of

polymeric separators in a LIB (Figure 60).412 Instead of the

Figure 59. Scheme of the computational workflow proposed in ref 409 to simulate the LIB electrode fabrication and its impact on the cell performance.
Coarse grained molecular dynamics is used to simulate slurries, the coating, and the effect of solvent evaporation, whereas the resulting predicted
electrode mesostructure is used in a 3D-resolved continuum model to simulate the cell operation. Adapted from ref 409. Copyright 2017 American
Chemical Society.
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Newman’s model, the authors used a thermodynamically
consistent 2D multiphysics microstructural resolved model
with realistic electrode geometries. Species transport, electro-
chemistry, and the deformations and stresses of the components
caused by Li+ intercalation are all aspects considered in their
model. For the specific case of a LiC6/LiPF6/LiyMn2O4 cell, the
authors found that the mechanical stress in the separator varied
in phase with the cell cycles and that their magnitude depended
on several parameters such as the separator Young’s modulus,
the active material particle size in the electrodes, and the
pressure applied to the cell. In a follow -up work,413 the same
group investigated the influences of selected design related
parameters, such as the friction between the separator and the
electrode (defined as an effective friction), the active material
particle size distribution and the thickness of the separator, on
the stresses in the separator. The properties of separator,

however, become even more crucial when the whole battery at
various conditions are considered and safety issues (thermal
runaway, mechanical punctures etc.) are of primary importance.
Examples of multiscale studies addressing these issues will be
presented in the next section.

7. CELL

The electrochemical performance is only one important aspect
of battery operation. Equally important for practical application
are safety considerations which include the thermal behavior
and aging (degradation) processes.9 It thus seems natural to
expand the electrochemical models in order to also capture
those aspects. This naturally arises to models falling in the
MSMTC category. It is reasonable to treat such phenomena on
the cell level because this is usually the lowest enclosed, self-
standing battery unit the properties of which can be measured

Figure 60. Predicted through thickness strain distribution at the end of discharge (2000 s) under a fixed-free (10 psi) boundary condition using a
quarter-sized 2D RVE model. The areas with a voidlike appearance have a strain value beyond the range and hence are removed from the display.
Particles 2 and 4 have a close-packed pattern, whereas particles 1, 3, and 5 have a loose-packed pattern. The maximum strain in the separator is found
near a loose-packed particle of larger diameter. Reproduced with permission from ref 412. Copyright 2010 Elsevier Ltd.

Figure 61. Length scale dependent physics impacting battery modeling. Reproduced with permission from ref 9. Copyright 2016 Elsevier Ltd.
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quite reliably. A sandwich configuration with anode and cathode
separated by an electrolyte field-porous separator is usually
considered as a basic system, although other geometries are also
used. Other components such as cell case and current collectors

are also taken into account. Finally, the approach can extend

beyond the cell level to consider a whole battery pack (Figure

61).

Figure 62. Comparison between temperature contour of the model result and the test. Reproduced with permission from ref 419. Copyright 2014
Elsevier Ltd.

Figure 63. (a) MSM architecture and (b) temperature distribution in an unrolled (left) and a rolled cylindrical (right) cell subject to 2C discharge
current. Reproduced with permission from ref 423. Copyright 2014 Elsevier Ltd.
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The first general and consistent thermal model considering all
cell components was published more than 30 years ago.414

Basically, already such one-dimensional models can capture the
thermal behavior of smaller cells quite accurately. However, in
order to treat larger cells and faster rates, one needs to resort to
the 3Dmodels which, as presented above, have become the state
of the art approach during the past years. Typical outputs of
thermal modeling are temperature fields generated at different
charge−discharge rates, different electrode formulations, using
different additives, different geometries, etc.
A literature survey shows that systematic attempts to include

thermal and other safety issues into MSM have recently
significantly intensified. Typical studies415−418 are based on
coupling of P2D or simplified 1D electrochemical models to 2D
or 3D thermal models.
Usually two submodels, an electrochemical and a thermo-

electric, are tight-coupled and are solved concurrently.419 The
electrochemical submodel predicts the voltage and heat
generation rate of a cell during different load cycles. On the
other hand, the thermo-electric model allows predicting the
temperature and current distribution across the surface of the
battery cell. The calculated temperature (heterogeneously
distributed in space) enters into multiple parameters in the
electrochemical submodel, therefore these models fall in the
MSMTC category (Figure 62).
As underlined several times above, due to (much) increased

complexity of mathematical treatment on the cell level, the
underlying physical models need to be reduced in order to
achieve appropriate computational efficiency. A nice overview of
such efforts towardmore efficient calculations is presented in the
recent work by Kim et al.420 The authors increased the
computational efficiency of their MSM multidomain model by
separating the timescales to decompose their model field
variables. From this, a quasi-explicit linkage emerges between
the multiple length-scale domains and thus reduces computa-
tional cost when solving model equations across multiple
domains. In addition to the particle, composite electrode, and
cell scales, the authors also treat the multicell module scale.
A reduced-order multi-dimensional MSM for the prediction

of large-format LIB cell performance has been reported
recently.421 An analytical model order reduction approach
based on a Galerkin projection method is adopted to save
computational cost. The model performance is checked by
analyzing appropriate experimental data at various current rates.
Results confirm the significant decrease in computational
complexity while retaining the accuracy of determination of
distribution of the electrochemical properties and thermal
features.
There are various possible practical applications of such a

modeling. For example, Mortazavi et al.422 used a coupling
between the Newman’s pseudo 2D electrochemical model and a
three-dimensional heat transfer model based on average
volumetric heat generation to explore the role of phase change
materials like paraffin in thermal management of batteries.
Allu et al. integrated the individual physics models (i.e.,

electrochemical, thermal and electrical) and corresponding
softwares into an open computational framework for battery
simulations (Figure 63).423 The work which focused on the
importance of heat dissipation via metal current collectors was
validated on several case studies (unrolled cell, pouch cell, and
cylindrical cell). Later on, mechanical aspects were added into
this open platform (termed VIBE, virtual integrated battery

environment) for analysis of crush scenarios such as vehicle
crashes.424

A different approach to coupling the various scales, from
atomistic to continuum levels, was proposed by Latz and
Zausch.425 The authors proposed a mathematical average
formalism, using the framework of rational thermodynamics,
which allows one to capture and couple the relevant physics on
each scale, including the ionic and electronic transport and the
heat. Among others, they showed that not all heat sources that
exist on the microstructure scale are represented in the averaged
theory due to cancellation effects of interface and bulk heat
sources. Ohlberger et al.426 showed how such numerically
intensive models can be effectively reduced. Speedup factors of
about 285 were obtained for the full strongly nonlinear battery
model using the reduced basis method with empirical operator
interpolation and around 253 for the linear parabolic heat
conduction model using a parabolic extension of the localized
reduced multiscale method.
In order to model selected extreme conditions such as the nail

penetration test, special boundary conditions (i.e., shorting
boundary conditions) need to be implemented in the coupled
electrochemical-thermal model.427 The results revealed a strong
interplay between the cell thermal response and the electro-
chemistry in such extreme situations. Beside the shorting
resistance, the nail diameter and thermal conducitivy were found
to be crucial parameters determining the overall cell behavior.
The sequential linking (MSMSL) between the models was used.
The use of multiphysics tools have also made it more

straightforward for researchers to apply the MSMTC approach,
since different models can be implicitly connected in
commercial software. For example, Priimag̈i et al. simulta-
neously used the thermal and battery modules in COMSOL to
model the coupled thermal and electrochemical behavior of 3D-
sturctured microbatteries employing different electrode archi-
tectures.428 It was seen that the nonlinear current distribution
through the electrolyte clearly affected the thermal evolution of
the graphite/polymer electrolyte/LiCoO2 cells, where especially
interdigitated electrode plates gave rise to large temperature
gradients during battery operation.
The thermal-electrochemical coupling also allows simulta-

neous study of aging effects. Aging mechanisms are generally
complex. Furthermore, aging and thermal effects are strongly
and nonlinearly coupled. Aging strongly depends on temper-
ature andmay lead to significant heat release. Aging occurs at the
active material particle scale and at the composite electrode
mesostructure, and the heat transport occurs at the cell scale, as
shown by Kupper et al.429 They used aMSMbuilt from three 1D
models, one for the active material particle, one for the
composite electrode, and one for the cell. With this approach,
the authors were able to capture all the relevant physics with
moderate computational cost. The main and side reactions were
described by using a multiphase approach. Finally, the thermal
model provided a feedback between performance, aging, and
temperature. In terms of the classification given in the
introduction, the authors used the iterative coupling
(MSMIC). Indeed, the cell scale provides to the electrode
models the local temperature. Conversely, the electrodesmodels
provide to the cell model their heat sources, where they are used
locally.
Conceptually, the thermal effects can also be directly

associated with mechanical strain, which in turn has an
important influence on battery durability. Thus, coupling
between the electrochemical and mechanical modeling can
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provide important insights into degradation in LIBs. In a recent
study, Wu et al. considered the effect of electrochemistry on the
development of mechanical stress (Figure 64).430 Note that this
particular study was not carried out on the cell level but rather on
the electrode as well as on the particle level. The scales are linked
through the MSMSL approach, from the particle to cell level.
While the stress on the electrode level appeared to be small
compared to the one on the particle level, the former could cause
severe failure due to interparticle fracture since the bonding
between particles is much weaker than the cohesion of atoms
inside particles.
In another safety-related study, a model coupling mechanical,

electrical, and thermal aspects was used to investigate the short
circuit induced by mechanical abuse.431 Applying quasi-static

indentation tests and using a distance-based electrical contact
criterion, the model was found to accurately predict the
initiation of short circuit due to structural fracture and postshort
thermal and electric responses. The maximum current density
was detected in the anode active material, whereas a larger
indenter size created a larger electrical contact area. For their
model implementation, the authors used the commercial finite
element software LS-DYNA (tight coupling approach,
MSMTC).

8. CONCLUSIONS AND PERSPECTIVES

Mathematical modeling has a promise of both a greater
fundamental understanding of existing materials, components,

Figure 64. (a) Distribution of lithium concentration inside all particles. Horizontal axes represent particle location in the electrode by the x position
along the electrode thickness direction and by the y position in the plane of the electrode. The vertical axis represents a point in the particle by the radial
r position. (b) Lithium concentration in particles at y = 0. (c) Radial stress distribution in particles. (d) Tangential stress distribution in particles.
Results shown are at the instant of 300 s. (e) Temporal profiles of the maximum tensile radial stress and the maximum compressive tangential stress for
particles next to the separator (SP) and next to the current collector (CC). Reproduced with permission from ref 430. Copyright 2017 Elsevier Ltd.
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and cells, and a predictive power for properties and performance
of new materials, components, and cells.
Even if battery researchers would agree that mathematical

modeling can help at reducing the time-to-market, particularly
for the use of rechargeable batteries in the transportation
industry, it still has the reputation of (i) complicating the vision
of simple phenomena, (ii) not representing reality, (iii) being
difficult to understand and implement, and (iv) “predicting”
mechanisms, processes, and/or system behaviors already known
(and understood) by the experimentalist, thus not very useful.
Mathematical modeling truly merits having this reputation if

not used correctly (i.e., if not using the same models as the
experimentalists or if not formulating the mathematical
equations in terms of concepts, parameters, and variables
which are familiar to the experimentalists). Indeed, also
experimentalists use mathematical models, more or less
intuitively in their daily work, to analyze data, to extract “the”
lithium diffusion coefficient in an active material, to determine
the conductivity of an electrolyte, or the exchange current
density, employing, for example, Fick’s “law”, Ohm’s “law”, and
the Butler−Volmer “law”. These “laws” all relate to theories or
mathematical models.
However, are the values extracted by the experiment unique

when they depend on the form of the mathematical equation
used and thus on the theory under consideration? How about
the applicability and the uniqueness of the theories that the
experimentalists use? Experimentalists assume these “laws” to be
valid for simplicity reasons, and they make assumptions. They,
therefore, “isolate” a part of the “reality” in their interpretations.
Experimentalists are, indeed, theorists as well.
According to the mathematician and logician Gödel,432 any

formal system which contains mathematics of whole numbers is
incomplete and has undecidable statements (i.e., statements
which are neither provable nor disprovable) by means of the
system itself. Therefore, all theories which crystallize as
mathematical models, regardless of their degree of complexity,
are essentially incomplete and thus will never represent perfectly
the physical system under investigation. Or in other words, both
theorists and experimentalists are in trouble. If we, however,
accept this premise, it becomes clear that “perfect” models of
complex systems like a battery are impossible to achieve:
therefore, a model is a more or less lovely imperfect
representation of the physical system.
During the past decade, MSM approaches of rechargeable

batteries have started to become available. As illustrated in this
review, suchMSM allow spanningmultiple scales and simulating
interplays between electrochemistry, transport processes,
mechanics, and thermal stress mechanisms. These approaches
allow deepening the effect of materials physicochemical
properties and the components mesostructure on the overall
cell response.
It is also apparent from this review that the MSM battery field

is still dominated by sequential linking, MSMSL (Figure 3b),
where especially electronic structure calculations serve either (i)
as a basis for force field construction for use in MD and/or MC
simulations or (ii) to extract parameters needed for continuum
model simulations. These linkages are well-established and have
developed over several years for both electrode and electrolyte
materials. Two conclusions can be drawn. First, the “missing
link” is primarily mesoscale modeling, where nonuniformities in
the cell, primarily in the composite electrodes or in solid
electrolytes, are better represented. Such a mesoscale modeling
is needed to truly link molecular level models with cell-scale

modeling approaches. This is an area of MSM requiring larger
research efforts including general improvements of modeling
tools and softwares, and most likely the proper inclusion of the
mesoscale constitutes the major challenge for approaching true
MSM of batteries. The proper treatment of the mesoscale is for
instance crucial for the development of predictive simulation
tools of battery electrodes manufacturing. We also remark that
MSMIC approaches (Figure 3c) have been mainly developed
within pure continuum paradigms, for instance models coupling
a continuum description of the active material particle level with
a continuum description of the cell level. Second, there is a need
to better develop the MSMIC andMSMTC approaches (Figure
3, panels c and d), where the results obtained from larger scale
models (e.g., FEM), on, for example, heat generation in an
operating LIB, can be used as input for fine-tuning at smaller
scales and for design of materials with better tolerance to
induced mechanical stresses.
Altogether, in the studies summarized the above aspects are

very rarely covered, but for a true advancement of the MSM
methodology, bringing it frommyth to reality, focused and long-
term efforts are required.
MSM still needs to be improved to even better boost the

design and optimization of the next generation of batteries, but
there are excellent opportunities for future research actions to
overcome some remaining challenges. (i) For some cases of
great practical interest, such as NMC active material in LIBs,
even the actual charge−discharge mechanism inside active
particles has not been established to any sufficient accuracy. To a
large extent, this is due to numerous proposed compositions, use
of special dopants, etc. This leaves the coupling to higher
dimensions (electrode) almost completely open with a lot of
basic work to be done. (ii) The exchange current density is one
of the most common parameters used in cell models within the
Newman approach. It can possibly be predicted from atomistic/
molecular simulations, even if challenging, using DFT and
AIMD methods to determine the most favorable reaction
pathways and activation energies of the associated reaction
steps. By employing the transition state theory formalism
corrected with an electrochemical double layer model, it is
possible to derive a set of reaction rate expressions dependent on
the activities of the reactants and products. The zero exchange
current can be then derived by assuming equilibrium
conditions.433 This methodology can be particular useful for
battery systems dominated by solid/liquid interfacial reactions
(e.g., Li-S and Li-air batteries) but has, as far as we know, never
been applied. (iii) Conventionally, the parameters for the
electrolyte and separator used in basic LIB cell modeling are ion
diffusion and conductivity, ion transference numbers, and
separator porosity and tortuosity. While the first set of
parameters rather easily can be extracted from standard but
proper molecular-level MD or MC simulations, the latter are
modeled using mesoscale methods. For the former, a higher
level of sophistication and accuracy can be obtained by using
input from electronic structure calculations, as diffusion of
charged species is intimately linked to coordination chemistry
and local structure which is better addressed by quantum
chemistry methods. Furthermore, also parasitic side-reactions in
the electrolyte can be estimated, together with kinetics and
influence on both surface layer formation and/or bulk viscosity,
if methods like AIMD are used. Molecular-level calculations can
also provide input on fluctuations of larger segments and grain
boundaries, which in turn are useful input for the mesoscale
models. Coupling of these phenomena in MSM of electrolytes
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can be foreseen to push the field significantly forward. MSM can
itself also bring forth more sophisticated models of the
electrolyte by allowing one to incorporate, for example, local
temperature and concentration fluctuations and couple this to
models of the electrochemistry occurring. Last, for the currently
very highlighted field of all solid-state batteries (ASSBs), based
on various kind of solid-state electrolytes (SSEs), the MSM of
mechanical properties will most likely be of much interest as it is
to replace the separator employed in LIBs. (iv) Further
development of 3D approaches is needed in order to account
for large heterogeneity in transport/reaction, both on larger
scale (across the electrode thickness) and locally. This should be
based on realistic imaging of actual electrodes but on different
scales (usually imaging is carried out on one scale, electrode).
New experimental insights should improve the linking from
particle-to-electrode scale in terms of structural-morphological
features. However, along with that, we need new electrochemical
couplings as the validity of the Butler−Volmer equation is
limited to rather narrow ranges and conditions. (v) The
coupling between electrochemistry and other essential phenom-
ena, such as thermal, mechanical stresses, and side reactions, is
still more or less in its infancy. For example, thermal effects
extend over all possible scales, from atomic to large cells and
even packs. The physics that will link these scales in a realistic
way still has to be developed in order to take into account
complex microstructures involving different phases which, in
turn, undergo certain dynamics, not only due to volumetric
changes due to electrochemistry but additionally due to thermal
gradients, etc. (vi) Similarly, the coupling of stress development
from particle level and electrode level, an essential feature
appearing in basically all modern batteries, needs to take into
account appropriate interactions between particles. This has yet
been poorly explored, and indeed a large amount of data is
required to even arrive at relevant models.
Realistically, it may take some time to get satisfactory coupling

between the phenomena mentioned above. Luckily, the
complexity of battery electrode can be broken down by
simplifying various features. Hence, it is expected that progress
will be in a step-by-step fashion, i.e. starting with state of the art
approaches and adding a new level of complexity. Which level
will be added will probably largely depend on the experimental
insights gained.

Other opportunities and challenges which can be mentioned
are as follows. (i) Use MSM to support mathematical reduction
techniques for the derivation of models that can be used in
diagnosis and prognosis. This is not straightforward if one wants
to capture the synergies and competitions betweenmaterials and
components aging mechanisms: such aging mechanisms’ impact
on the performance decay are not additive (indeed, some aging
mechanisms can cancel each other, and others are reinforced).
(ii) Usually models use a code with a particular algorithm to fit
the parameters to calculable observables (e.g., potential and
capacity). This is performed with a fixed set of physical
assumptions. FutureMSMwill need to include the development
of artificial intelligence algorithms for the development, testing,
and optimizing multiple (evolutive) generations of models. A
master routine would automatically change the physics included
in the model, and subroutines optimize each model generation.
(iii) Furthermore, three-dimensional immersive visualization
tools, based on, for example, virtual reality technology, will be
crucial for a better exploitation and understanding, with vast
potential also for changing the paradigm of how to communicate
results, both between academia and industry as well as toward
students. (iv) MSM (which are white box models, as they
describe explicity physical mechanisms) should be compli-
mented with machine/deep learning (or black box data-driven)
approaches aiming at predicting the influence of experimentally
controllable parameters on materials, components, and cell
properties (e.g., electrolyte stability and cell electrochemical
performance). The most interesting cases “discovered” by the
machine/deep learning algorithms can then be analyzed using
MSM (Figure 65)
(v) It would be very helpful to combine MSM with online

measurement tools of characteristics (such as temperature and
voltage) of a wide batch of battery cells in order to refine/
improve on-the-fly the parametrization of MSM, as done today
for weather forecasting models whose parameters are con-
tinuously readjusted from measurements of wind direction and
intensity, pressure, and relative humidity. (vi) In order for MSM
to boost the transfer of concepts developed at the laboratory
scale to the market, it is crucial to work also by coupling with
cost-analysis software tools to allow one to evaluate the potential
of the technology as a function of the current market.435

Figure 65. Schematics of an imaginary computational approach combiningMSMwith machine learning. “X”, “Y”, and “Z” refer to some characteristics
being used as an input in the study (e.g., atomic composition of an active material).434
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Today it is clear that the capabilities of modeling techniques in
general are attracting a growing interest for gaining fresh insights
on existing and new materials. The success stories of MSM
presented in this review should not preclude us from focusing on
future demands and requirements for improvement. On the
basis of the advantage of limited cost, modeling, in general, and
MSM, in particular, have strong potential to become an
unavoidable driving force to foster innovation.

AUTHOR INFORMATION
Corresponding Author

*E-mail: alejandro.franco@u-picardie.fr.
ORCID

Alejandro A. Franco: 0000-0001-7362-7849
Daniel Brandell: 0000-0002-8019-2801
Miran Gaberscek: 0000-0002-8104-1693
Piotr Jankowski: 0000-0003-0178-8955
Patrik Johansson: 0000-0002-9907-117X
Notes

The authors declare no competing financial interest.

Biographies

Prof. Alejandro A. Franco (born in 1977 in Bahiá Blanca, Argentina)
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