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PU.1 eviction at lymphocyte-specific
chromatin domains mediates glucocorticoid
response in acute lymphoblastic leukemia
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Adam A. Dowle 11, Andrew N. Holding 7, Katherine S. Bridge 6,
Chao Zhang 5, Jin Wang1, Jian-Qing Mi 1, Richard B. Lock4,13 ,
Charles E. de Bock 4,13 & Duohui Jing 1,13

The epigenetic landscape plays a critical role in cancer progression, yet its
therapeutic potential remains underexplored. Glucocorticoids are essential
components of treatments for lymphoid cancers, but resistance, driven in part
by epigenetic changes at glucocorticoid-response elements, poses a major
challenge to effective therapies. Here we show that glucocorticoid treatment
induces distinct patterns of chromosomal organization in glucocorticoid-
sensitive and resistant acute lymphoblastic leukemia xenograft models. These
glucocorticoid-response elements are primed by the pioneer transcription
factor PU.1, which interacts with the glucocorticoid receptor. Eviction of PU.1
promotes receptor binding, increasing the expression of genes involved in
apoptosis and facilitating a stronger therapeutic response. Treatment with a
PU.1 inhibitor enhances glucocorticoid sensitivity, demonstrating the clinical
potential of targeting this pathway. This study uncovers a mechanism invol-
ving PU.1 and the glucocorticoid receptor, linking transcription factor activity
with drug response, and suggesting potential therapeutic strategies for over-
coming resistance.

Acute lymphoblastic leukemia (ALL) is the most common cancer
among children. Glucocorticoids, such as prednisone and dex-
amethasone, are critical components of most multi-agent che-
motherapy regimens used to treat lymphoidmalignancies1–4. However,
the emergence of glucocorticoid resistance remains a significant bar-
rier to cure3–5, glucocorticoid-based therapies rarely successfully treat
myeloidmalignancies6, and themolecular basis for these observations
remains elusive7,8.

Glucocorticoids function via interactions with the glucocorti-
coid receptor (GR) in the cytoplasm9, after which the GR

translocates to the nucleus to act as a transcription factor (TF) by
binding to accessible glucocorticoid-response elements (GREs)10–12.
The accessibility of GREs can be characterized by histone H3
modifications (e.g., H3K4Me3 and H3K27Ac) at cis-regulatory
elements13,14. The GR binding further induces chromatin con-
formation changes to form transcriptionally active DNA loops, also
known as topologically associated domains (TADs)15–17. We have
previously identified a series of cis-regulatory conditions (i.e., low
accessibility and hypermethylation at GREs) associated with glu-
cocorticoid resistance in ALL18–21. However, upstream mechanisms
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responsible for regulating the epigenetic landscape at GR binding
sites remain elusive.

Whole exome and transcriptome sequencing have identified
many genetic and epigenetic mutations in relapsed/refractory
ALL18,22–30. Although various mechanisms for glucocorticoid resistance
havebeenproposed, theydonot converge into a single commoncause
for all patients. For instance, loss of BTG1 or PTEN can cause gluco-
corticoid resistance by inhibitingGR expression or translocation to the
nucleus31,32, but primary ALL cells rarely show blocked GR function26.
Similarly, even though some ALLs exhibit mutations in epigenetic
regulators, such as KMT2D, CREBBP, andHDAC7, no specificmutations
account for abnormal chromatin accessibility across all patients.
Nonetheless, the significance of BIM as a key gene in glucocorticoid-
induced apoptosis in ALL is well recognized. Mutations in various
genes deregulating different signaling pathways33–36 have been asso-
ciatedwith the dysregulation of BIM and glucocorticoid resistance.We
have demonstrated that epigenetic abnormalities at lymphocyte-
specific genes, including an enhancer of BIM18 and mutation in
methyltransferase gene NSD221, occur in ALLs with normal and mutant
karyotypes, and contribute to the development of glucocorticoid
resistance. Importantly, while the high diversity of genetic mutations
may hinder the identification of a single genetic cause for drug resis-
tance, epigenetic variation, including chromatin accessibility and
methylation, are much more common characteristics of relapsed/
refractory ALL.

Lineage-specific pioneer TFs, such as PU.1, EBF1, and TCF3, can
initiate nucleosome remodeling during lymphocyte development,
regulate the transcription of lineage-specific genes37,38, and recruit
TET2 and DNMT3b to modulate DNA methylation of target genes,
which in turn regulates gene expression during hematopoietic
differentiation39. Chromatin conformation provides a structural fra-
mework for TF binding and thus gene regulation40,41. From 0.8 million
open chromatin domains identified by DNase I-hypersensitive site
(DHS) sequencing (derived fromENCODE), wehavepreviously defined
over 11,000 lymphocyte-specific open chromatin domains (LSOs)18. By
analyzing glucocorticoid-induced epigenetic alterations in vivo using
ALL patient-derived xenografts (PDXs), we identified around 2000
LSOs with GR binding (GR-LSOs), including 42 GR-activated and 61 GR-
repressed LSOs with abnormal hypermethylation in glucocorticoid-
resistant ALL.

To date, the precisemechanismby which lineage-specific pioneer
factors contribute to the epigenetic aberrations seen atGR-LSOs inALL
remains unknown. We hypothesize that during tumor evolution, these
factors prime regulatory domains which in turn leads to abnormal
chromatin remodeling and the development of glucocorticoid resis-
tance in ALL. In this work, we aim to explore common upstreamevents
that contribute to the aberrant chromatin accessibility patterns that
we previously described in ALL, and identify targets and strategies for
reversing glucocorticoid resistance.

Results
Distinct regions of higher-order chromatin are associated with
dexamethasone response in ALL
To explore the relationship between chromatin conformation and
glucocorticoid response, we conducted chromosome conformation
capture sequencing (HiC) in two pediatric ALL PDXs following dex-
amethasone (DEX) treatment in vivo. Both PDXs have normal cytoge-
netics and comparative basal gene expression profiles but ALL-54S is
sensitive and ALL-50R is resistant to DEX in vivo and in vitro18,28.

We first integrated the HiC measures with our database of epi-
genetic profiles from aprevious study of the same PDXs18. The genome
was divided into 60,000 bins, each with a size of 50 kb, and we com-
pared their principal components (PCA, representing contact inten-
sities) across 0.8 million DHS domains in ALL-54S and ALL-50R.
Analysis of these data showed that regions with an increasing signal of

open chromatin (Low to High DHS) also had a significant increase in
the number of HiC interactions (PCA Value) in both PDXs, validating
the principles of nuclear organization from other publications42

(Supplementary Data 1 and Fig. 1A, first panel). Representative geno-
mic regions of DHS-Low, -Mid, and -High bins are shown in Supple-
mentary Fig. 1. Focusing on LSOs and LSCs (i.e., DHSdomains open and
closed in lymphocytes, respectively), HiC contact intensities were
significantly higher in LSOs (Fig. 1A) with a trend for significantly
increasing contact intensities for genome regions (50kb bins) that
contained higher frequencies of LSOs (Fig. 1B). LSOs that were also
bound by the GR18, showed significantly higher contact intensities
compared to those without GR binding (non-GR-LSOs) (Fig. 1A).
Finally, limiting our analyses to the subset of the 42 activated and 61
repressed GR-LSOs (i.e., associated with changes in key gene
expressions18), we found that the ALL-54S PDX had higher basal con-
tact intensity that significantly increased upon in vivo DEX treatment
for the 42 activatedGR-LSOs but remained the same forALL-50R,while
no significant difference was observed for the 61 repressed GR-LSOs
(Fig. 1A, panel four; Supplementary Data 1). Furthermore, genes within
DHS-High regions showed higher RNA transcriptional activity com-
pared to DHS-Low regions in both PDXs, and similarly, genes within
LSOs demonstrated higher RNA transcriptional activity compared to
LSCs (Fig. 1C). Notably, Dex treatmentmade no global changes in RNA
transcriptional activity compared to untreated control. Taken toge-
ther, these data support the concept that LSOs have increased acces-
sibility facilitating higher genomic contacts and increased
transcriptional activity compared to LSCs.

Next, we investigated DEX-induced chromatin conformation
changes on a genome-wide scale (Supplementary Data 2). Most con-
tact intensities remained unchanged (i.e., stable) but we found a ~2-
fold increase in dynamic changes (i.e., bins with increasing or
decreasing contact intensities) in ALL-54S compared to ALL-50R
(Fig. 1D). Therefore, we set out to identify genomic regions that
showed significantlydifferent contact intensities between the sensitive
and resistant cells post-treatmentwithDEX (i.e., ALL-54S andALL-50R).
In total, 4645 bins were significantly different, including 135 dynamic
bins containing GR-LSOs and their associated genes including the
previously identifiedBIM (BCL2L11)18,28. (SupplementaryData 3, Fig. 1E).
Combining the dynamic changes and overlaying with the 42 GR-
activated and 61 GR-repressed LSOs (Fig. 1F), we further identified a
number of regions containing genes of interest, including ZBTB16, BIM
(BCL2L11), SUPT4H1, and others linked to aberrant chromatin accessi-
bility and glucocorticoid resistance18,22–30. These data suggest that the
ability to dynamically change higher-order chromatin interactions is
key to GR sensitivity, warranting further interrogation of regulatory
factors of chromatin conformation.

PU.1 is a transcriptional regulator of higher order chromatin
regions associated with DEX response in ALL
To better understand the cis-regulatory mechanism of these chroma-
tin conformation dynamics and their associated response to DEX we
performed an enrichment analysis using i-cisTarget to identify
potential upstream regulators43,44. Our in silico analysis focussed on
GR-LSOs enriched for H3K27Ac (enhancer mark) in ALL-54S but not
ALL-50R post-DEX treatment (Supplementary Data 4). The DNA bind-
ing motifs for 77 TFs were identified with the highest enrichment
scores found for steroid receptor family members including GR,
androgen receptor (AR), and mineralocorticoid receptor (MR), as well
as key TFs involved in lymphocyte development, such as PU.1, EBF1,
and TCF3 (Fig. 2A, Supplementary Data 5). While TFs may share
binding motifs, PU.1 (SPI1) had the highest enrichment score among
the ETS family proteins comparable to GR (median NES of 3.01 vs.
3.25). EBF1 had the highest score among non-ETS family proteins
(median NES of 0.88). The structural protein CTCF, which is con-
sidered to play a critical role in stabilizingGR-inducedTADs despite no
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interaction with the GR15,16,18, exhibited no enrichment (median NES of
−0.19; Fig. 2B).

To complement this in silico analysis and directly identify GR co-
factors that mediate tissue-specific glucocorticoid response, we

performed rapid immunoprecipitation mass spectrometry (RIME)
analysis45 of GR-binding proteins in ALL-54S and ALL-50R post-DEX
treatment (Fig. 2C, D). The interacting affinity between the GR and all
previously reported GR co-regulators46–50 was analyzed, including the

A C

D

E F

ALL-50R ST & ALL-54S DE
ALL-50R DE & ALL-54S DE
ALL-50R DE & ALL-54S ST

ALL-50R IN & ALL-54S ST
ALL-50R IN & ALL-54S IN
ALL-50R ST & ALL-54S IN

ST - Low Contacts ST - High Contacts

ALL-50R Ctrl
ALL-50R Dex
ALL-54S Ctrl

ALL-54S Dex

42 LSOs
 42 +/- nearby

61 LSOs

1.5

-1.5
0.0

FU
C

A1

BC
L2

L1
1

KA
TN

AL
1

TP
53

13

N
U

D
T4

SN
X3

0

R
AS

A1
ZB

TB
16

SU
PT

4H
1

ZB
TB

33
ZN

F6
25

ZN
F8

31

H
K1

C
EC

R
1

SN
X3

0

PC
A 

Va
lu

e

R
N

A 
no

rm
al

iz
ed

 C
ou

nt
s

HighMidLow
DHS

LSOs LSCs GR-
LSOs

Non-
GR-LSOs GR-LSOs

42 61
-3

-2

-1

0

1

2

3

ALL-50R Ctrl● ALL-50R Dex
ALL-54S DexALL-54S Ctrl ■

●
■

20

30

10

0

Decrease Increase

NUDT4

ALL-50R Dex vs Ctrl

-lo
g1

0 
(a

dj
.p

-V
al

ue
)

20

30

10

0

-lo
g1

0 
(a

dj
.p

-V
al

ue
)

Increase

-4 -2 0 2 4
Log2 (Fold change)

-4 -2 0 2 4
Log2 (Fold change)

ALL-54S Dex vs Ctrl

SUPT4H1

SNX30
ZBTB16 
+50k
BCL2L11 
+50k

ALL-50R ALL-54S

ALL-50R ALL-54S

47.4%

39.7%

7.0%
5.9%

43.1%

32.7%

12.5%

11.7%

ST
- Low Contacts

ST
- Low Contacts

ST 
- High Contacts

ST 
- High Contacts

DE

D
ynam

ic
Bins

D
ynam

ic
Bins

IN

DE

IN

****

**** **** *** ****

****

B

6-8 LSO Counts2 3 4 5

PC
A 

Va
lu

e

1
● ■● ■ ● ■● ■ ● ■● ■ ● ■● ■ ● ■● ■ ● ■● ■-2

-1
0
1
2
3

1.0
0.5

0

2.5
2.0
1.5

5.0
2.5

12.5
10.0
7.5

LSOsDHS-Low

TES

********
NS

NS

DHS-Mid
DHS-High

LSCs

■
●

ALL-54S Ctrl ■
ALL-50R Ctrl● ALL-50R Dex

ALL-54S Dex

■ ● ● ● ■● ■ ● ■● ■● ■● ■■● ■ ● ■●● ■ ■● ■● ■●■ ●● ■● ■■

Fig. 1 | HiC multi-omics annotation and changes in ALL-54S and ALL-50R pre-
and post-treatment with DEX. Violin plots of HiC contact intensities quantified
using principal component analysis (PCA) in genomic regions for A (i) 0–9 DHS
domains (DHS-Low), (ii) 10-19 DHS domains (intermediate, DHS-Mid), (iii)≧20 DHS
domains (DHS-High), (iv) lymphocyte-specificopen regions (LSOs), (v) lymphocyte-
specific closed regions (LSCs), (vi) LSOs with GR binding (GR-LSOs), (vii) LSOs
without GR binding (Non-GR-LSOs), (viii) 42 activated GR-LSOs and (ix) 61 repres-
sed GR-LSOs; forB genomic regions with different abundance of LSOs. Statistics by
Wilcoxon matched-pairs signed rank test, ***p <0.001; ****p <0.0001; NS, not sig-
nificant. See Supplementary Data 1 for exact p values. C Gene expression levels
measuredbyRNA-seq at the regions defined inA. Data are presented as normalized
transcript counts across transcription start sites (TSS) to transcription end sites
(TES) of all genes located in each bin category of genomic regions.D DEX-induced
HiC contact intensity changes in ALL-50R and ALL-54S in vivo. Dynamic bins are
genome regions that changed in HiC intensity. IN, increase from negative to

positive PCA values or >1.5-fold increase; DE, decrease from positive to negative
PCA values or >1.5-fold decrease). Stable bins (ST) are genome regions with no
change of HiC contact intensities, including ST-Low Contacts with negative PCA
values and ST-High-Contacts with positive PCA values. E Volcano plots depicting
differential expressed bins of HiC contact intensities between control and dex-
treated groups in ALLs. A generalized linear model “estimateGLMCommonDisp” in
R package EdgeR (version 4.2.1) was applied to calculate the statistical significance
for the exponential transformedPCAvalues of eachHiC bin (n = 56380).FHeatmap
of HiC contact intensities in ALLs. The top row indicates the 103 (i.e., 42 GR-
activated or 61 GR-repressed) LSOs as well as their adjacent 50 kb regions (42 GR-
LSOs +/− nearby bin) and the bottom row highlights genes identified by a ΔΔHiC
analysis (ΔΔHiC = ΔHiC of ALL-54S (Dex – Ctrl) - ΔHiC of ALL-50R (Dex – Ctrl)). See
also SupplementaryData 1–3 and Supplementary Fig. 1. Source data areprovided as
a Source Data file.
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GR itself (as a GR dimer) and proteins involved in structural and
enzyme-interacting, chromatin-remodeling, methyltransferases, his-
tone acetyltransferase/deacetylase, and TFs. Previous work has iden-
tified long-range GR interactions depend on interaction withmembers
of the cohesin complex46–48. In this study, we did see that the sister
chromatid cohesion proteins PDS5A and PDS5B were enriched in RIME
samples, but their interacting affinity with theGRwas similar in ALL-54S

and ALL-50R, showing |Δlog2FC| < 1. Instead, PAXIP1, which is required
for stabilizing cohesin on chromatin48, revealed enhanced GR interac-
tions in ALL-54S with Δlog2FC= 1.25 (Fig. 2D). Furthermore, clusters of
SMARC proteins manipulating chromatin structure and Mediators of
RNA polymerase II were highly interacted with the GR in ALL-54S
compared to ALL-50R, showing highly positiveΔlog2FC (Fig. 2D), which
is consistent with the more active glucocorticoid-induced signaling
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cascade in ALL-54S. Furthermore, notably, PU.1 was one of the highest
enriched GR-interacting proteins in DEX-treated ALL-54S compared to
control, but not in ALL-50R (Fig. 2C). This DEX-induced change in PU.1-
GR interaction in ALL-54S vs. ALL-50R (Δlog2FC) is the highest among
ETS-related proteins and all GR co-regulators (Fig. 2D). There was no
significant enrichment for ELF1, EBF1, or CTCF proteins in either PDX.
Together, the in-silico prediction and RIME experimentation provide
compelling evidence for PU.1 serving as a key co-regulator of GR in
glucocorticoid response of ALL.

This finding led to a global analysis of PU.1 binding in ALL-54S and
ALL-50RbyChIP-seqwithCTCF as control. Comparing bindingprofiles
in dynamicbins pre- and post-treatmentwithDEX,we found thatCTCF
binding remained unchanged, while PU.1 binding was globally
decreased after DEX treatment in ALL-54S but not ALL-50R (Fig. 2E).
These data suggest that the interaction between GR and PU.1 may lead
to the eviction of PU.1 following DEX treatment and warranted further
studies of PU.1 and GR co-binding at these cis-regulatory elements.

PU.1 eviction mediates DEX response via recruitment of the GR
in DEX sensitive but not resistant ALLs
Next, binding profiles of GR, PU.1, and CTCF at key clusters of
glucocorticoid-response genomic regions, i.e., LSCs, LSOs, non-GR-
LSOs, and GR-LSOs, were analyzed. We found that GR and PU.1 were
bound more frequently to LSOs than LSCs (green curves vs. orange
curves) while CTCF binding was generally low and did not exhibit any
group preference. Furthermore, while PU.1 was enriched at both GR-
LSOs and non-GR-LSOs, its enrichment wasmuch stronger at GR-LSOs,
providing further evidence for the cooperation of PU.1 and GR at LSOs
(Fig. 3A). Moreover, we have previously shown that there was no dif-
ference in chromatin accessibility or CTCF binding at either GR-LSOs
or non-GR-LSOs in ALL-54S and ALL-50R18. However, we found a
marked difference in PU.1 binding at GR-LSOs and non-GR-LSOs
between ALL-54S and ALL-50R. In response to DEX treatment, the
binding of PU.1 increased in ALL-50R but decreased in ALL-54S at GR-
LSOs and non-GR-LSOs (Fig. 3B).

Fig. 2 | Identification of PU.1 as a key regulator for genome regions associated
with HiC changes in ALL-54S and ALL-50R pre- and post-treatment with DEX.
A Motif enrichment analysis using i-cisTarget at genomic regions associated with
HiC contact intensity changes inALL-54S andALL-50Rpre- and post-treatmentwith
DEX. The normalized enrichment scores (NES) for all TF motifs are shown in blue
and the top 10 TFmotifs are highlighted in red and annotated.B Violin plots of the
NES for the top 10 ranked TF motifs, two lineage-specific TFs EBF1 and TCF3, and
structural protein CTCF. C GR-interacting proteins identified using Rapid Immu-
noprecipitationMass Spectrometry (RIME). Interacting affinities were calculated as
a differential abundance of the GR-bound proteins in DEX-treated vs. control
samples in ALL-50R and ALL-54S. GR co-regulators, previously reported GR-
interacting proteins46–50 to mediate GR actions. TF, transcription factor; FC, fold

change. Statistics were performed using limma through the FragPipe-Analyst
(http://fragpipe-analyst.nesvilab.org/). N = 3, the datawas generated fromPDXcells
in 3 separate mice of each group.D Relative changes of TF-GR interacting affinities
in ALL-54S compared with ALL-50R upon DEX treatment. Δlog2FC = log2FC in ALL-
54S – log2FC in ALL-50R based on the data from C. N = 3. E Violin plots of PU.1 and
CTCF ChIP-seq enrichment in ALL-50R and ALL-54S pre- and post-treatment with
DEX at genomic regions described in Fig. 1D. ST = genomic bins with stable HiC-
contact intensities after DEX treatment, IN = bins with increased HiC-contact
intensities after DEX treatment; DE = bins with decreased HiC-contact intensities
after DEX treatment. ALL-50R: IN, n = 3956; DE, n = 3299; ST, n = 49125. ALL-54S: IN,
n = 7036; DE, n = 6578; ST, n = 42766. See also SupplementaryData 4-5. Source data
are provided as a Source Data file.

Fig. 3 | Combinatorial binding of PU.1 and other TFs in ALL-50R and ALL-54S
pre- and post-treatmentwithDEX. AGR, PU.1, and CTCF ChIP-seq binding profile
plots atGR-LSOs, non-GR-LSOs, LSOs, and LSCs inDEX-treatedALL-54S. BS, binding
sites. B PU.1 and CTCF ChIP-seq binding profile plots at GR-LSOs and non-GR-LSOs
in ALL-54S and ALL-50R pre- and post-DEX treatment. C Pie chart showing the

binding and co-occurrence of PU.1, CTCF, and EBF1 in ALL-54S pre- and post-
treatment with DEX. D Summary of binding dynamics of PU.1, CTCF, and EBF1 at
GR-LSO in ALL-54S pre- and post-treatment with DEX. See also Supplementary
Data 6 and Supplementary Fig. 2. Source data are provided as a Source Data file.
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To further explore these patterns, we interrogated PU.1 binding
at each individual GR-LSO upon DEX treatment and used CTCF and
the lineage-specific transcription factor (TF) EBF1 as controls. We
found that sites exclusively bound by PU.1 decreased by 7% and those
bound by both PU.1 & EBF1 decreased by 8% in ALL-54S (Fig. 3C;
Supplementary Data 6). These losses were accompanied by an 8%
and 7% increase in sites lacking TF binding or sites bound exclusively
by EBF1, respectively. In line with these data, among the 1773 GR-
LSOs, 1009 did not show any changes in the binding patterns of PU.1,
EBF1, and CTCF in ALL-54S (depicted by black bars in Fig. 3D).
However, we identified three clusters of GR-LSOs in ALL-54S, con-
sisting of 127, 97, and 39 sites, which exclusively exhibited loss of
PU.1 binding while maintaining an unchanged pattern of EBF1 and
CTCF binding (depicted by blue bars in Fig. 3D). As a control, the top
two clusters of GR-LSOs with altered EBF1 binding demonstrated
binding loss at 48 regions and binding gain at 41 regions exclusively
in ALL-54S (depicted by green bars in Fig. 3D). In contrast, the PU.1
eviction upon DEX treatment was not observed in ALL-50R (Sup-
plementary Fig. 2A and B), and PU.1 binding in ALL-50R revealed a
similar pattern to EBF1 (positive z-score) in a bootstrapping analysis
compared to a distinct PU.1 action in ALL-54S (negative z-score;
Supplementary Fig. 2C).

Taken together, these data suggest that PU.1 primes chromatin in
treatment-naive cells, and that PU.1 eviction is linked to GR binding
post-treatment with DEX, in DEX-sensitive but not resistant
leukemia cells.

PU.1 priming and eviction lead to epigenetic changes at GREs
and the formation of a densely connected gene regulatory net-
work centered around GR
Next, we integrated the above data with regions of open chromatin
(ATAC-seq) in gene regulatory elements defined by the presence of
histone modifications H3K4Me3 (promoter region), H3K4Me1
(enhancer region), H3K27Ac (active region) and H3K27Me3 (repressed
region). Using these histone marks, the genome was partitioned into
regulatory regions including promoters, enhancers, and dual
promotor-enhancer regions. These were then further divided into
silent (S), active (A), repressed (R) and bivalent (Bi) regions (Fig. 4A).
Reconciling these regions with the ChIP-seq data, CTCF and PU.1 were
more frequently bound at repressed regionswhen compared to theGR
across all conditions, while PU.1 but not CTCF was more frequently
bound to enhancers than promoters. However, we also found differ-
ences between conditions, for example, PU.1 showed a different
binding frequency at active enhancers in ALL-54S compared to ALL-
50R (Fig. 4A). Similarly, at GR-LSOs, the binding patterns of GR and
PU.1 were constrained to the distribution of the GR-LSOs (Supple-
mentary Fig. 3A). Taken together, while these data show that high GR
enrichment was critical for the activation of promoters and enhancers,
a low enrichment of PU.1 was associated with enhancer activation in
ALL-54S.

Furthermore, we associated GR-LSOs with their interacting gene
promoters using HiC (Supplementary Data 7) and then integratedwith
gene expression measured by RNA-seq. Unsupervised hierarchical
clustering analysis of differentially expressed genes identified four
clusters that variably correlated with the identity of gene regulatory
elements (left panel in Fig. 4B). For example, in ALL-54S, we found that
H3K27Ac signal in clusters 2 (red box, indicating active enhancers and
promoters) was increased and in line with up-regulated gene expres-
sion but remained unchanged in clusters 3 and 4 despite the down-
regulation of target genes, suggesting that additional factors might
impact the down-regulated gene expression (right and lower panel in
Fig. 4B and Supplementary Fig. 3B). Interestingly, we found that the
genomic regions in cluster 2 had a significant decrease in PU.1 binding
inALL-54S but notALL-50R (Supplementary Fig. 3C andD). InALL-50R,
however, H3K27Me3 levels were elevated at promoters of selected

target genes (yellow boxes), including BIM and ZBTB16, in line with
their stable gene expression pre/post-DEX treatment (left panel in
Fig. 4B). These data suggest that genes differentially regulated in ALL-
50R and ALL-54S, including BIM and ZBTB16, are associated with dif-
ferential H3K27Ac and H3K27Me3 signals at genomic regions
bound by PU.1.

To link potential signaling pathways regulated by the GR-
interacting protein networks, we performed an ingenuity pathway
analysis (IPA, Fig. 4C) of differentially expressed genes identified from
RNA-seq, proteins identified fromRIME, and gene regulatory elements
with DEX-induced PU.1 loss identified in Fig. 3D (first three blue bars,
n = 263 regions). The GR interactome via RIME analyses demonstrated
that the “gene expression pathway” was the most enriched upon DEX
treatment, validating the critical role of GR-interacting proteins in
triggering gene transcription. RNA-seq, RIME, and ChIP-seq analyses
demonstrated that both up- or down-regulated genes, GR protein-
protein interactions, and PU.1 eviction-affected genes were sig-
nificantly enriched in “cellular development, proliferation, death &
survival pathways” (involving both pro- and anti-apoptotic genes), and
“cell cycle pathways”. This supports GR and its interacting proteins in
regulating proliferation arrest and cell death ofALL cells followingDEX
treatment in vivo. Particularly, as the most significant one on the list,
enrichment of the “cellular development pathway” is consistent with
the interaction of GR with the lineage-specific transcriptional factor
PU.1 in response to glucocorticoid treatment.

Next, we used Cytoscape51 to construct a regulatory network
model centered around GR-LSOs by integrating data from
i-cisTarget43,44 motif analyses of GR and PU.1 compared to other
lineage-specific TFs such as EBF1 and TCF3 (Fig. 4D). This analysis
revealed a core set of genes that are co-regulated by GR and PU.1,
compared to rare connections between the GR and two other TFs
(EBF1 and TCF3). ZBTB16, a regulator of lymphoid development52, had
multiple connections with both GR and PU.1. ZBTB16 was also ranked
highly in two independent analyses of DEX-induced HiC contact
intensities (Fig. 1E, F) and an integrative transcriptome and epigenome
analysis (RNA-seq, H3K27Ac/me3 and H3K4me1/me3 ChIP-seq; Fig. 4B
and Supplementary Fig. 3B), which suggests that ZBTB16 may play a
role in the GR - PU.1 pathway and might thus be a mediator of DEX
response in ALL.

Multi-omics annotation of DEX-induced De Novo TADs confirms
the eviction of PU.1 as a recurrent epigenetic pattern in DEX-
sensitive but not resistant ALLs
We next compared changes in TAD formation pre- and post-treatment
with DEX in the sensitive and resistant PDXs, and found that the for-
mation of DEX-induced de novo TADs is common at genomic regions
surrounding GR-LSOs. First, our analysis identified the formation of a
de novo TAD spanning a 300 kb region around the BIM LSO in ALL-54S
but not ALL-50R (Fig. 5A top). This TAD had two contact-enriched sub-
regions, including a breakpoint at the BIM enhancer18, and ΔHiC ana-
lysis confirmed an increase in contact frequency in ALL-54S but a
decrease in frequency in ALL-50R post-treatment with DEX (Fig. 5A
bottom). In ALL-50R, the decrease was in-line with a lack of conclusive
protein binding at the TAD borders (i.e., CTCF marked only one of the
two TAD borders) pre- and post-treatment. In ALL-54S, however, we
found an overall increase in contact frequencieswhichwas particularly
high in regions adjacent to TAD borders post-treatment (Fig. 5B, top).
Additionally, while CTCF marked TAD borders pre- and post-treat-
ment, PU.1 binding adjacent to TAD borders was reduced post-
treatment. Similarly, at LSOs, we found CTCF binding pre- and post-
treatment, while a decrease in PU.1 signal and an increase in GR and
H3K27Ac signal were observed post-treatment (Fig. 5B, bottom).
Notably, BIM expression was also upregulated post-treatment, while
ACOXL expression, a gene located upstream to the TAD, remained
unchanged (Fig. 5F).
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Similarly, we observed de novo TAD formation surrounding GR-
LSOs at ZBTB16 and RASA1 loci (Fig. 5C and Supplementary Fig. 4A),
which followed the same epigenetic blueprint pre- and post-treatment
with DEX (Fig. 5D and Supplementary Fig. 4B). The TAD at ZBTB16
locus was again divided into three sub-sections by the LSO and its two
TAD borders (Fig. 5C). Interestingly, we found a relatively larger
increase in contact intensities in the sub-section downstream of the
LSO insulated by the two TAD borders. In ALL-54S, but not ALL-50R,
DEX treatment led to a particularly high increase in H3K27Ac signal,

and this region was identified as a super-enhancer (SE) by ROSE53

spanning 32 kb (ZBTB16 SE, Fig. 5D). As in ALL-54S and ALL-50R, both
TAD borders were insulated by CTCF, we further shifted our focus to
the interaction between LSO, ZBTB16 SE, and other gene regulatory
elements. In ALL-54S, but not ALL-50R, PU.1 binding was partly lost,
and the signal of GR and H3K27Ac was partly gained at both LSO and
ZBTB16 SE after DEX treatment (Fig. 5D). Particularly, interactions
between ZBTB16 SE and genes within the TAD were enhanced post-
treatment (Fig. 5E). This was consistent with expression activation of
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ZBTB16 and other genes within the TAD, including ZW10, USP28 and
H3TR3A post-treatment (Fig. 5F and Supplementary Fig. 4C). Of note,
genes such as TMPRSS5 and H3TR3B, which located at the border of
TAD or had no interaction with the SE, revealed no response to DEX
treatment.

Interactions between ZBTB16 LSO, promoter and SE were more
frequent in ALL-54S than ALL-50R and these interactions were further
augmented after DEX treatment in ALL-54S (Supplementary Fig. 4D
and E). Additionally, the LSO interacted more frequently with the SE,
compared to the promoter, suggesting that the LSO regulated ZBTB16
expression via the SE in ALL (Supplementary Fig. 4E). Furthermore, a
genome-wide HiC study revealed upregulated SE activities at IN HiC
dynamic bins in DEX-treated ALL-54, indicating SE may play an
important role in mediating chromatin conformation dynamics in
response to glucocorticoid (Supplementary Fig. 4F).

To assess these observations across a larger panel of sensitive vs.
resistance ALL samples upon DEX treatment in vivo, ATAC-seq studies
were performed to determine chromatin accessibility at the ZBTB16
and BIM locus in a panel of DEX-sensitive and -resistant PDXs (Fig. 5G
and Supplementary Fig. 4G). While the ZBTB16 SE was accessible in
sensitive and resistant ALL, the ZBTB16 and BIM LSOs were only
accessible in glucocorticoid-sensitive PDXs but not resistant PDXs.
These data indicate a more cell-type-specific role of the LSO rather
than the SE in mediating glucocorticoid activities.

The multi-omics annotation of two TADs, at the BIM and ZBTB16
loci, illustrate how TFs drive the cooperation of gene regulatory ele-
ments and SE to remodel chromatin, and identified a recurrent pattern
of selective PU.1 eviction followed by GR recruitment and H3K27Ac
engagement in DEX-sensitive ALL. This suggests PU.1 eviction as an
upstream regulatory mechanism underlying DEX response in ALL.

PU.1 inhibition enhances glucocorticoid sensitivity of ALL
To validate the function of ZBTB16 LSO and SE, we identified six
H3K27Ac-enriched regions within the ZBTB16 SE (Supplementary
Fig. 5A) and performed luciferase reporter assays (Supplementary
Fig. 5B). Interestingly, while the full-length ZBTB16 LSO did not sig-
nificantly enhance luminescence we found that the insertion of SE
peaks #2 and #6 significantly increased luciferase expression upon
DEX treatment in Nalm6 cells (Supplementary Fig. 5B). Next, we per-
formed luciferase reporter assayswith the PU.1 inhibitorDB2313.When
compared to the treatment with DEX alone, combination treatment
with DB2313 significantly increased the luminescence intensities dri-
ven by BIM, RASA1 and ZBTB16 LSO-insert in Nalm6 cells (Supple-
mentary Fig. 5C).

We have recently demonstrated that the displacement of PU.1 by
DB2313 is reliant upon the enrichment of A/T nucleotides surrounding
the core PU.1 ETS motif54 (Fig. 6A, left panel). We found that GR-LSOs
had a higher log-odds score for the A/T-rich motifs than non-GR-LSOs
(Fig. 6A, right panel) which suggested a potential synergy between
DB2313 and glucocorticoids. To test this hypothesis, we performed
PU.1 ChIP-seq in a Dex-resistant B-ALL cell line KOPN8 treatedwith Dex
alone or with a combination of DEX and DB2313. The combination

treatment reversed Dex resistance in KOPN8 cells (Supplementary
Fig. 6A) and, when compared to the treatment with Dex treatment
alone, led to a further loss of PU.1 binding sites at LSOs and GR-LSOs
(Fig. 6B; Supplementary Fig. 6B, C). We further annotated the PU.1
binding sites that were lost in GR LSOs with coding genes and per-
formed IPA pathway analysis (Supplementary Fig. 6D, E). We found
that these genes were significantly enriched for pathways associated
with “Cellular Growth and Proliferation” (rank 2) and “Cellular Death
and Survival” (rank 4;) supporting the hypothesis that PU.1 removal,
and potential GR recruitment to these sites, might induce apoptosis.
Similarly, we performed ATAC-Seq and found that chromatin accessi-
bility at LSOs (Fig. 6C and GR-LSOs (Supplementary Fig. 7A) in NALM6
cells and PDXs were enhanced by the DEX & DB combinational treat-
ment compared to DEX alone after 48 h in vitro. Genes linked to the
LSOs with enhanced chromatin accessibility are enriched in a pub-
lished glucocorticoid-induced gene set55 and signaling pathways
including PI3-AKT, MAPK, and B-cell receptor signaling pathways that
have been reported to be involved in glucocorticoid actions56 (Fig. 6C).
Furthermore, RNA-seq analysis confirmed that glucocorticoid-induced
signaling cascades were enhanced by the combinational treatment
compared to DEX alone (Fig. 6D and Supplementary Fig. 7B). Particu-
larly, the GR-LSOs with PU.1 Loss demonstrated higher transcriptional
activities following combination treatment compared to GR-LSOs and
LSOs (upper panel in Fig. 6D), indicating critical cooperation between
GR binding and PU.1 eviction in enhancing glucocorticoid sensitivity
in ALL.

We then validated the findings frommulti-omics analysis. Firstly,
a time-course analysis showed an increased expression for BIM,
RASA1 and ZBTB16 after combination treatment compared to DEX
alone (Fig. 6E). Secondly, combination treatment significantly pro-
moted cell death in ALL cell lines and PDXs compared to DEX
treatment alone (Fig. 6F) and synergy profiling in Nalm-6 cells con-
firmed a synergistic cytotoxic effect (SynergyFinder score: 11.95;
Fig. 6G). These data suggest that inhibition of PU.1 enhanced the
sensitivity of ALL cells to DEX.

To further test these findings, we developed an inducible CRISPR
knockout system and performed BIM and PU.1 (SPI1) knockout (KO)
in vivo in ALL-54S. The doxycycline-induced BIM KO led to DEX resis-
tance and shorter event-free survival (EFS), while the PU.1 KO sig-
nificantly delayed leukemic growth and led to an increase in EFS
(Fig. 7A, B). To better understand the impact of gene editing at both
BIM and PU.1 target sites, we analyzed the insertions and deletions
(INDELs) generated by CRISPR/Cas9 in the BIM KO and PU.1KO clones.
INDELs in BIM KO clones displayed varying lengths in all frames while
INDELs in PU.1 exclusively generated in-frame mutations with lengths
being multiples of 3 bp particularly for DEX treated mice (Fig. 7C, D).
Protein structures of two representative PU.1 mutants with 3 or 6 bp
insertions were predicted using Aphafold257 (Supplementary Fig. 7C).
The insertions are located 140 amino acids upstream of the DNA
binding domain of the PU.1 protein and do not alter its core structure.
This suggests that frame-shift mutations were lethal and the extended
EFS post-DEX treatment was due to loss of all frameshift mutated PU.1

Fig. 4 | PU.1 binding at gene regulatory elements and associated network
modules in ALL-50R and ALL-54S pre- and post-treatment with DEX.
A Epigenome categorization in ALL-54S and ALL-50R pre- and post-DEX treatment.
Top panel: Combinatorial code of histone modifications for epigenome categor-
ization. Pro, promoter with H3K4Me3; Enh, enhancer with H3K4Me1; four sub-
categories under Pro or Enh: S, silent; A, active; R, repressed; Bi, bivalent. RO,
repressed mark H3K27Me3 only; AO, active mark H3K27Ac only; NS, no signal
(regions lacking ChIP enrichment). Lower panel: GR, PU.1, and CTCF binding at
defined epigenome categories in ALL-54S and ALL-50R pre- and post-treatment
with DEX. B RNA-seq signal of GR-LSO-associated genes and H3K27Ac/H3K27Me3
ChIP-seq signal at GR-LSOs in ALL-54S and ALL-50R pre- and post-DEX treatment.
HiC data was used to associate LSOs with genes and the five genes with the highest

scores in each LSO were used for the analysis. H3K27Ac and H3K27Me3 ChIP-seq
profiles are +/− 5 kb surrounding GR-LSOs. Red box, clusters 2 showing relatively
higher H3K27Ac enrichment after DEX treatment in ALL-54S; yellow box, genomic
regions showing lower H3K27Me3 enrichment in ALL-54S compared to ALL-50R.
C Bar-graph of -log (p-values) calculated using the Fisher exact test in Ingenuity
Pathway Analysis to determine the molecular pathways enriched between ALL-54S
and ALL-50R upon DEX treatment in vivo based on genes expression levels (RNA-
Seq; N = 87), protein interactions (RIME; N = 125), and gene regulatory elements
(ChIP-seq; N = 247). D Cystoscope model integrating i-cisTarget motifs, TF ChIP-
seq, and histone marks ChIP-seq at LSOs. See also Supplementary Data 6-7 and
Supplementary Fig. 3. Source data are provided as a Source Data file.
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Fig. 5 | Multi-omics annotationof twode novo TADs at theBIM and ZBTB16 loci
in ALL-50R and ALL-54S pre- and post-treatmentwithDEX.HiC interactionmap
and ΔHiC analysis at BIM TAD (A) and ZBTB16 TAD (C) of ALL-50R and ALL-54S pre-
and post-treatment with DEX (top) and directionality index (DI; bottom). Triangles
indicate TADs. DI shows a preference to interact with either an up or downstream
region. (B, D) UCSC Genome Browser tracks at BIM locus (B) and ZBTB16 locus (D)
showing LSO-interacting genomic regions by HiC and CTCF, PU.1, GR, H3K27Ac,
H3K4Me1, and H3K27Me3 ChIP-seq. Blue and green highlights are the up and

downstreamTADborders, yellow highlight is LSO, pink highlight is super-enhancer
(SE). E UCSC Genome Browser tracks of HiC interaction at ZBTB16 SE in ALL-50R
and ALL-54S pre- and post-DEX treatment. F Heatmap of RNA-seq data showing
gene expressionwithin theBCL2L11 (BIM)TADand ZBTB16TAD inALL-50R andALL-
54S pre- and post-DEX administration in vivo. G UCSC Genome Browser tracks of
ATAC-seq data showing accessible genomic regions at the ZBTB16 locus in a panel
of DEX-sensitive and resistant ALL PDXs pre- and post-treatment with DEX. T-ALL 8I
has intermediate resistance to glucocorticoids. See also Supplementary Fig. 4.
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KO clones and therefore evicted fromGR binding sites whereas clones
that retained PU.1 were selected for during DEX treatment due to lack
of eviction and conferring glucocorticoid resistance.

Discussion
Epigenomic landscapes play a crucial role in the evolution of leukemia,
but their therapeutic utility is yet to be fully realized. Previous studies

have defined the genomic and epigenomic landscapes that mediate
glucocorticoid resistance in ALL18,21 and this study identified the
developmental pioneer TF PU.1 as a critical upstream regulator. Fur-
thermore, glucocorticoids have been in clinical use for decades, and
their tissue- and cell-specific activity is a recurring clinical
observation7,58. To this end, this study revealed the molecular basis of
glucocorticoid response, and this could further be exploited to guide
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Fig. 6 | Combination treatment with PU.1 inhibitor DB2313 in ALL. A Left:
Schematic of PU.1motif that is most responsive toDB2313 treatment (DB-sensitive)
and showed PU.1 binding loss after DB2313 treatment54. Right: log-odds ratio for
enrichments of DB-sensitive PU.1 motif in GR-LSOs (n = 1510) and non-GR-LSOs
(n = 10707). Statistics were performed using receiver operating characteristics
(ROC) analysis.B PU.1 ChIP-seq profiles and heatmapplots (DeepTools) at LSOs in a
B-ALL cell line (kopn8) exposed to DEX (Dex, 1μM) alone or a combination treat-
ment of 1μMDex and 1μMof a PU.1 inhibitor DB2313 (DB) for 16 h in vitro.CATAC-
seq analysis of Nalm6 and ALL-54S cells treatedwith DEX ±DB2313 for 48h in vitro.
Upper left panel normalized ATAC-seq intensity at LSOs. Gene-set enrichment
analysis was performed using the “RHEIN ALL GLUCOCORTICOID THERAPY UP55”

gene set (RAGTU, lower left panel) and the top activated signaling pathways (right
panel) comparing Dex + DBwith Dex-treated Nalm6 cells. See the Methods section
for statistics. D RNA transcriptional activities in Nalm6 treated with DEX ±DB2313

for 48 h in vitro. The data are presented as normalized transcript counts across TSS
to TES of genes associated with LSOs (LSO-related Genes), GR-LSOs (GR-LSO
Genes), GR-LSOs with PU.1 Loss (PU.1 Loss at GR-LSOs), RAGTU gene set, and dif-
ferentially expressed genes comparing Dex treatment and control Nalm6 cells
(DEG). E Time course study of DEX±DB2313 induced gene expression in Nalm6
cells. Cellswere exposed toDEX (1μM)±DB2313 (1μM).GILZ is a direct target of GR
and was used as a positive control. F Cytotoxicity assays of DEX (1μM) ±DB2313
(1μM) in two ALL cell lines (Nalm6 and 697) and two ALL PDXs (RJ-1 and RJ-10)
treated for 72 h in vitro. G Cytotoxicity assay to determine synergistic effects of
DEX and DB in inducing cell death of Nalm6 Cells. Interactive analysis is performed
using SynergyFinder. A synergy score >10 is considered significant. Data in E, F, and
G are presented as the mean ± SEM of three biological replicates. P value was cal-
culated using two-sided student t-test. See also Supplementary Fig. 5–7. Source
data are provided as a Source Data file.
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the clinical application of glucocorticoids and form a foundation for
developing strategies to reverse resistance in ALL.

We have published a series of studies on epigenetic inhibition of
the pro-apoptotic BIM gene associated with glucocorticoid resistance
inALL18,26,28,59,60. Dysregulationof an intronicGR-bound enhancer at the
BIM locus that triggers BIM transcription and apoptosis of ALL upon
glucocorticoid treatment was attributed to glucocorticoid resistance
in ALL for the first time28. It was further demonstrated that the BIM
enhancer was lymphocyte-specific and could be activated in normal
and malignant lymphoid cells. Furthermore, glucocorticoid resistance
driven by different mutations harbored a similar mechanism: aberrant
chromatin accessibility20,21.

While cancer stem cells have been identified as the initiators of
chemo-resistance and relapse in various tumor types61–63 including
acute myeloid leukemia, lymphoid cells at various developmental
stages have been implicated in key aspects of ALL, such as oncogenesis,
chemo-resistance, and relapse64–69. Thus, the critical role of develop-
mental factors in ALL biology is becoming increasingly evident. In this
study, we provide evidence through both bioinformatic and experi-
mental work that PU.1, a well-studied lineage-specific pioneer protein, is
highly interactive with the GR and associatedwith TADdynamics in ALL
PDXs upon treatment with DEX. Even though various transcription
levels and mutations were identified at gene loci coding for PU.1 and
other TFs that are potentially associated with TAD alterations (RNA-seq
and whole exome sequencing assays in Supplementary Fig. 8 and
Supplementary Data 8), no specific gene dysregulation or loss-of-
function mutation has been identified in the PDXs used in this study.
This suggests that TF mutations may not be a cause for the abnormal
chromatin accessibility in glucocorticoid-resistant ALL.

Alterations in tumor-associated TADs are often oncogenic, and
DNA structural variation, together with enhancer-hijacking, play cri-
tical roles in the oncogenesis of various cancer types70,71. Several recent
studies identified recurrent changes of TADs in leukemia subtypes and
suggested their application as genomic signatures to stratify
leukemias71–73. In this study, we identified a similar pattern, and
reported TADs associated with distinct patterns of PU.1 binding in
DEX-sensitive vs. resistant ALL, and PU.1 priming of lineage-specific cis-
regulatory elements, rendering them as accessible before GR binding,

in DEX-sensitive but not resistant ALLs. Our findings suggest that the
PU.1priming andeviction are critical events leading to the formationof
DEX-induced de novo TADs in ALL, which cannot be achieved by either
the structural protein CTCF that stabilizes TADs or other develop-
mental TFs such as EBF1 or TCF3.

Furthermore, the ZBTB family comprises a diverse group of TFs,
with severalmembers considered to be critical regulators of lymphoid
cell development74. For example, MIZ-1 (encoded by ZBTB17) regulates
B-cell differentiation at early progenitor stages75, while PLZF (encoded
by ZBTB16) directs differentiation of the NKT cell lineage52 and ZBTB16
translocations have been reported critical in driving leukemogenesis,
such as ZBTB16-RARA in acute promyelocytic leukemia (APL)76 and
ZBTB16-ABL1 in T-ALL77,78. Our data suggest that ZBTB16 was combi-
natorically regulated by GR and PU.1 at its LSO and SE, leading to the
formation of a de novo TAD upon DEX treatment.

Overall, while epigenetic changes underlying DEX resistance may
differ acrossdifferent ALLs, thismulti-omics analyses provides insights
into a pathway of developmental factors modulating cancer epigen-
omes and sheds light on the unified upstream mechanism driven by
developmental pioneer factor PU.1. These findings provide a link
between the lineage-specific transcription factors, response to gluco-
corticoids and the activity of epigeneticmodulators andprovide apath
to translate fundamental epigenetic research into the clinic.

Methods
ALL xenograft model and primary patient samples
The process of establishing continuous xenografts from ALL biopsies
in immunodeficient NOD/SCID interleukin (IL)-2 receptor gamma
chain null (NSG) mice has been previously described18,28. ALL biopsies
were obtained for xenografting with informed, written consent
approved by the Human Research Ethics Committees of the South
Eastern Sydney Illawarra Area Health Service and UNSW Sydney. All
animal studies had approval from the Animal Care and Ethics Com-
mittee of UNSW Sydney. The fidelity of all PDXs is routinely validated
by high-density SNP (single nucleotide polymorphism) arrays as pre-
viously described24.

There is no restriction from the Ethics Committees on the max-
imal leukemia burden in mice models.
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Fig. 7 | PU.1 Knockdown in ALL-54S in vivo. Engraftment (A) and Event-free
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Control (NTC) guide RNA inmouse peripheral blood (PB). Gene KOwas induced by
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webtool (http://tide.nki.nl) was used for sequencing data analysis. See also Sup-
plementary Fig. 7. Source data are provided as a Source Data file.
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In vivo treatments
ALL xenograft cells were inoculated by tail-vein injection into NSG
mice and engraftment was monitored weekly as previously
described18,28. Mice were housed under a 12-hour light/dark cycle, with
a temperature range of 22–26 °C and a relative humidity range of 40%-
70% (optimum humidity: 55%-60%). Mice were randomized and trea-
ted with either DEX (15mg/kg) or saline vehicle control by intraper-
itoneal injection when the %huCD45+ cells in the peripheral blood
reached >50% and euthanized 8 hours thereafter. Cell suspensions of
spleens were prepared, and mononuclear cells were enriched to >97%
human cells by density gradient centrifugation. After harvesting, cells
were immediately resuspended in fetal calf serum (FCS) containing
10% DMSO, frozen, and stored in liquid nitrogen for further use.

Animal euthanasia: The CO2 used for euthanasia is sourced from
the compressed CO2 system, which is available in all holding and
procedure rooms within the animal facility. The outlets are equipped
with gas pressure and flow regulators to ensure controlled CO2 flow
into the euthanasia chamber. Mice are euthanized in their home cages
to minimize stress from unfamiliar environments. The transparent
cages allowvisualmonitoringof themice, ensuring the confirmationof
loss of consciousness followed by death. A maximum of six mice can
be euthanized at any given time to ensure proper oversight during the
process.

Assessment of DEX sensitivity
In vitro DEX sensitivity was assessed by mitochondrial activity using
Alamar Blue assay as described previously18,28. The half-maximal inhi-
bitory concentration (IC50) was calculated from the dose-response
curves. In vivo, DEX sensitivitywasdeterminedby the leukemia growth
delay (LGD, treated-control). The sensitivities of ALL cells to DEX
in vitro and in vivo have been described in our previous
publications18,28. The PDXswere stratified into glucocorticoid-sensitive
or resistant groups based on their in vitro IC50 and in vivo LGD.

Rapid Immunoprecipitation Mass Spectrometry (RIME)
RIME was done with some minor modifications to the original
protocol79. Briefly, 1 × 108 cells were collected fromALL-54Sor ALL-50R
upon acute treatment with DEX or vehicle control (8 hours), pelleted,
and initially cross-linked using 2mM disuccinimidyl glutarate (DSG) in
PBS for 20min with shaking at RT. After pelleting the cells, the cells
were resuspended in 1% formaldehyde in PBS and incubated at RTwith
shaking for 10min to double-cross-linked the samples45. Crosslinking
was quenched by the addition of glycine to a final concentration of
0.125M and an incubation at RT for 5min. The cells were washed with
ice-cold PBS, and then resuspended in PBS containing protease inhi-
bitors (PI). The nuclear fraction was extracted by resuspending the
pellet in 1mL LB1 (50mM HEPES-KOH pH7.5, 140mM NaCl, 1mM
EDTA, 10% glycerol, 0.5% Igepal CA-630, 0.25% Triton X-100) con-
taining PI, followed by rotating the samples at 4 °C for 10min. After
pelleting the cells, cells were resuspended in 1mL LB2 (10mMTris-HCl
pH8.0, 200mMNaCl, 1mM EDTA, 0.5mMEGTA) containing PI, mixed
by rotation at 4 °C for 5min, then pelleted. The cells were then
resuspended in300 µl LB3 (10mMTris-HCl pH8.0, 100mMNaCl, 1mM
EDTA, 0.5mM EGTA, 0.1% Na-Deoxycholate, 0.5% N-laurosylsarcosine)
containing PI, and sonicated for 7 cycles (30 seconds on, 30 seconds
off). To the sonicated samples, 10% Triton X-100 in LB3 was added to a
final concentration of 1%, followed by centrifugation at 20,000xg for
10mins at 4 °C to remove the debris. The supernatant, which is the
nuclear fraction, was then collected for immunoprecipitation. Protein
A/G magnetic beads (Thermo Fisher Scientific) were firstly blocked
with Pierce Protein-Free PBS blocking buffer (ThermoFisher Scientific)
and resuspended in LB3 containing 1% Triton X-100. The blocked
beads were incubated with the supernatant containing the nuclear
fraction for 1 hour rotating at RT to preclear the samples. The pre-
cleared samples were incubated with 10 µg anti-NR3C1 antibody (Atlas

Antibodies) overnight at 4 °C with rotation. The samples/antibody
mixtures were then incubatedwith blocked beads for 1 hour at RTwith
rotation. The beads were washed 10 times with LiCl RIPA buffer
(50mM HEPES pH7.6, 1mM EDTA, 0.7% Na-Deoxycholate, 1% Igepal
CA-630, 0.5M LiCl), followed by washing twice in 100mM ammonium
hydrogen carbonate (AMBIC) solution. The beadswere furtherwashed
three times with 25mM AMBIC solution before tryptic on-bead
digestion was performed by adding 10 µl of sequencing grade trypsin
(0.02 µg/µl in 25mM AMBIC solution) and incubating overnight at
37 °C. An additional 10 µl of sequencing grade trypsin (0.02 µg/µl in
25mM AMBIC solution) was added to the beads, and on-bead diges-
tion was performed for another 1 hour at 37 °C. The supernatant con-
taining peptides was collected and combined with TFA to give a final
concentration 0.1%. Peptides were loaded onto EvoTip Pure tips for
desalting and as a disposable trap column for nanoUPLC using an
EvoSep One system. A pre-set EvoSep 100 SPD gradient was used with
an 8 cm EvoSep C18 Performance column (150mm×1.5mm). The
nanoUPLC system was interfaced to a timsTOF HTmass spectrometer
(Bruker) with a CaptiveSpray ionization source (Source). Positive
PASEF-DIA, ESI-MS, and MS2 spectra were acquired using Compass
HyStar software (version 6.2, Thermo). Instrument source settings
were: capillary voltage, 1500V; dry gas, 3 l/min; dry temperature;
180 °C. Spectra were acquired between m/z 100-1,700. Custom TIMS
settings were applied as 1/K0 0.−1.60 V.s/cm2; Ramp time, 100ms;
Ramp rate 9.42Hz. PASEF-DIA acquisition specified DIA-windows of 25
Th width between 400–1201 Th and a mobility range of 0.6–1.43 1/K0.
The total cycle time was 1.8 s. Collision energy was interpolated
between 20 eV at 0.6 V.s/cm2 to 59 eV at 1.6 V.s/cm2. Peak lists in.d
format were imported into DIA-NN software (ver. 1.8)80 for identifica-
tion and relative quantification. An in-silico spectral librarywas created
from the human subset of SwissProt appended with common pro-
teomic contaminants. The two-pass method was used in DIA-NN, first
searching against the in-silico library and then iterating against the DIA
data from these samples for a second search. The search was run at 1%
FDR. DIA-NN results in peptide-centric.tsv format were filtered to
peptide q-values < 0.01, then pivoted on protein accessions before
further filtering to require aminimumof 2 unique peptides per protein
match and protein q-values < 0.01. For statistical comparison between
groups, missing values were imputed with minimum values, and dif-
ferential abundance was tested using limma through the FragPipe-
Analyst (http://fragpipe-analyst.nesvilab.org/), run as a local installa-
tion in R-shiny. Three biological replicates were used for each group
and the Hochberg and Benjamini correction was used for multiple test
correction.

HiC library preparation and sequencing
HiC was performed using a modified version of a previously described
protocol81. Briefly, 10 million cells were collected and cross-linked in
10ml of PBS containing 1% formaldehyde for 10minutes at room
temperature. The reaction was stopped by 0.125M glycine solution. A
cross-linked cell pellet was used to prepare nuclei, which were sub-
jected to digestion with restriction enzyme MboI followed by end-
filling to create biotin-labeled blunt ends. Blunt ends were ligated by
T4 DNA ligase at room temperature for 4 hours with rotation. Nuclei
were treated with proteinase K and 10% sodium dodecyl sulfate (SDS)
at 55 °C for 30minutes. Following sodium acetate and ethanol pre-
cipitation, DNA was isolated and dissolved in Tris buffer. DNA was
sonicated using a Bioruptor sonicator (Diagenode SA, Belgium) to
obtain 150-300bp fragments, followed by double-sided size selection
using AMPureXPbeads at 0.55X and0.3X volume forHiC. Biotinylated
HiC material was then purified using Dynabeads MyOne Streptavidin
T1 beads (Life technologies). While on beads, DNA ends were blunt-
ended and dA-tailed, followed by ligation of the Illumina sequencing
adapter with T4 DNA ligase. On-bead PCR of 8 cycles (95 °C for 2min,
followedby 94 °C for 80 s, 65 °C for 30 s, 72 °C for 30 s)was performed
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and the final library was size selected using 1.5% agarose gel to obtain
400–700 bp fragments. Sequencing was performed on the Illumina
HiSeq2500 to obtain 150 bp paired-end reads at a sequencing depth of
100 million reads per sample.

ChIP-seq
ChIP and ChIP-seq were carried out as previously described18,28. Briefly,
in vivo treated PDX cells were revived from cryostorage and fixed with
1% formaldehyde for 10min at room temperature. Nuclei were then
extracted, lysed, and chromatinwas fragmented to 200-500bpusing a
Bioruptor sonicator (Diagenode SA, Belgium)at 4 °Cwith 30 sec on/off
for 10 cycles. Separate immunoprecipitates were produced using
immunoglobulin raised against GR (Cell Signaling, Danvers, MA, USA,
Cat. #3660, Rabbit, 1:100), PU.1 (Cell signaling, Cat. #2258, Rabbit,
1:50), CTCF (Cell Signaling, Cat. #3418, Rabbit, 1:50), histone marks
(Cell Signaling, H3K4Me3, Cat. #9727, Rabbit, 1:100; H3K4Me1, Cat.
#5326, Rabbit, 1:50; H3K27Ac, Cat. #8173, Rabbit, 1:100; and
H3K27Me3, Cat. #9733, Rabbit, 1:50). DNA from protein-associated
complexes were reverse crosslinked and extracted using minElute
columns (QIAGEN) in 20 µl water. ChIP DNA was then amplified and
sequenced on Hiseq2500 platform for 50 bp single-end reads at 20
million reads per sample.

RNA-seq
For gene expression studies, RNA was extracted immediately after cell
harvesting using the RNeasy Mini Kit (QIAGEN, Valencia, CA, USA)
following manufacturer’s instructions. RNA samples with integrity
number (RIN) > 8.0 were sent to NovogeneAIT Genomics (Beijing,
China) for library preparation and sequencing using Hiseq4000 plat-
form for 150 bp paired-end reads at 40 million reads per sample.

ATAC-seq
ATAC-seq was carried out as previously described18,82. Briefly, frozen
PDX cells that were harvested from mice after dexamethasone or
vehicle control treatment in vivo were revived from cryostorage, and
50000 cells per sample were lysed in lysis buffer [10mM Tris-HCl (pH
7.4), 10mM NaCl, 3mM MgCl2 and 0.1% (v/v) Igepal (Sigma, St Louis,
MO, USA)] on ice. Nuclei were extracted by centrifugation at 500 × g
for 10min at 4 °C, and then incubated with the Nextera Tn5 Transpo-
sase (Nextera kit, Illumina) at 37 °C for 30min. After the tagmentation,
qPCR was performed to determine the optimal number of cycles to
amplify the library to reduce artifacts associated with saturation PCR
of complex libraries. PCR was then performed for the optimum num-
ber of cycles using the following PCR conditions: 72 °C for 3min; 98 °C
for 30 s; and thermocycling at 98 °C for 10 s, 63 °C for 30 s and 72 °C
for 1min; following by 72 °C 1min. After the PCR reaction, libraries
were purified with the Qiagen MinElute PCR Purification Kit. Libraries
were using Hiseq4000X10 (150PE) platform with 100M reads per
sample.

HiC data analysis
HiC data were first trimmed and then mapped against hg19 human
reference genome using runHi-C pipeline based on the 4DN con-
sortium. Specifically, Burrows-Wheeler Aligner (BWA) was used for
the FASTQ file alignment, and low-quality aligned reads and PCR
duplicates were removed. Aligned reads were then paired and fil-
tered for fragments containing ligations of at least two different
restriction fragments. These reads were then binned at 5-kb resolu-
tion. To generate the contact matrix at multiple resolutions (5, 10, 25,
40, 50, 100, 250, 500 kb, 1, 2.5, 5, and 10Mb), we used the run-
cool2multirescool script from4DN consortium, which performed the
ICE normalization at the same time. We used Coolbox to visualize
ICE-normalized genomic HiC data. The juicer tool was also used to
generate multiresolution.hic files, which can be visualized using
Juicebox.

In Fig. 1, we divided the whole genome into 60,000 bins at 50kb
resolution and grouped them based on the enrichment of DHS
domains. We have previously analyzed DHS-seq datasets from 78 dif-
ferent cell types in the ENCODEdatabase18, which identified0.8million
open chromatin domains (DHS domains) and defined a series of
categories of DHS domains based on their chromatin accessibility and
histone modification data. Here, in this study, we aligned the PCA
values derived from HiC contact intensities with the domain
categories.

To study DEX-induced chromatin conformation changes on a
genome-wide scale, we compared HiC contact intensities before and
afterDEX treatment inALL-54S andALL-50R, anddefineddynamicbins
and stable bins as described in the legend of Fig. 1D. To further inter-
rogate the subset of stable bins, we divided these regions into those
with high (−0.2 < PCA <0.2 and values of each group > 0) and low
(−0.2 < PCA<0.2 and values of each group <0) contact intensities.
Next, ΔΔHiC was calculated asΔHiC of ALL-54S (DEX – Control) - ΔHiC
of ALL-50R (DEX – Control), which depicts differential bin activity
between control and DEX-treated group in ALL-50R and -54S following
DEX treatment in vivo. ΔΔHiC Fold change < −0.24 or > 0.24 and -log10
(adj.p-Value) > 0.2 were considered as significant changed bins.

To generate a volcano plot between Dex vs Ctrl of ALL-50R and
ALL-54S groups, a generalized linear model were applied to calculate
the statistical significance for the exponential transformed PCA
values of each HiC bin. The PCA values of each bin were 10-based
exponential transformed andRpackage edgeR (version 4.2.1)was used
to estimate statistical significance of the transformed values. Disper-
sion parameters were estimated and implemented by “estima-
teGLMCommonDisp” of EdgeR, setting estimating method of
“deviance”.

ChIP-seq, ATAC-seq and RNA-seq data analysis
ChIP-seq, ATAC-seq, and RNA-seq analyses were performed as pre-
viously described83. In brief, ChIP-seq reads were aligned to human
reference genome hg19 using the Burrows-Wheeler Aligner (BWA,
default parameters)84. Peak calling was performed using three algo-
rithms, HOMER (FDR 1e-3 and 1e-2)38, MACS85 (p < 1e-5 and p < 1e−9)
and SPP86 (FDR 1e-2 and FDR 1e-5). Peaks identified by ≥2 algorithms
were kept in the final peak list. These sites were assigned as regulatory
regions to specific genes using the genomic regions enrichment of
annotations tool (GREAT) analysis package87. Paired-end RNA-seq
reads were aligned to the human reference genome hg19 using the
software STAR (v2.5.0b)88 with standard parameters. Gene expression
levels were quantified using htseq (v0.9)89 and TMM normalized using
the software package DESeq (v3.6) in the R statistical analysis software
(v3.3.3)90,91. To visualize read intensities, aligned reads were further
processed using the DeepTools function bamCoverage which nor-
malized these datasets to reads per kilobase per millionmapped reads
and then visualized the results using the DeepTools functions plot-
Profile and plotHeatmap, or on the UCSC Genome Browser. Further-
more, signal intensities of regulatory regions were defined by
normalizing the absolute reads of each peak to the total reads of the
dataset and region size. Heatmaps of gene expression profiles and
epigenetic profiles at related regulatory regions were generated using
Genepattern (Broad Institute, USA). Hierarchical clustering was per-
formed using the commercially available package Partek Genomics
Suite (version 6.6).

Pathway analysis from ATAC-seq datasets: Trimmed reads were
aligned with Bowtie2 (v.2.4.1) to hg19, with a maximum insert size of
2000 bases. Aligned bam files were sorted (Samtools v.1.9), and
duplicates weremarked (Picard v.2.22.8). Genrich (v. 0.6.1) was used to
perform peak calling, and R (v.4.2.0) and package DiffBind (v.3.8.4)
were used for differential binding analysis. Gene-to-peak associations
were determined using the GREAT online service (v.4.0.4; http://great.
stanford.edu/public/html/) with default settings. GREAT was also used
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to determine the gene set enrichment, with default settings. Then
package clusterProfiler (v.4.6.2) was used for pathway analysis.

GSEA analysis: Trimmed reads were aligned with bwa (v.0.7.10) to
hg19. Gene counts were generated using featureCounts (v.2.0.1) and
differential expression analysis was performed using edgeR (v.4.2.1).
GR glucocorticoid-associated gene sets were retrieved from the data-
bases of MSigDB. GSEA analysis was carried out using the R package
clusterProfiler (v.4.6.2) and the enrichplot (v.1.24.0) was used for the
visualization of enrichment results. P value was calculated using an
empirical phenotype-based permutation test with one-tailed tests, and
adjustments were made for multiple comparisons.

Link enhancer with promoter using HiC data
To map enhancer with promoter using HiC data, interaction normal-
ization, matrix creation, and significant interaction identification at
10 kb resolution were performed using HOMER tools (v4.11.1)92. Gene
annotations (version GeneCode V42lift37) were retrieved from
UCSC93,94. Gene TSS regions 1.5 kb upstream or downstream of the
interactions of GR-LSOs were extracted based on the significant
interactions of the HiC data. Interacting pairs were deduplicated and
sorted by HiC scores.

Co-binding Z-score calculation
Bootstrapping was used to assess the statistical significance of com-
binatorial binding events involving CTCF, EBF1, PU.1, and GR across all
15 potential binding patterns as previously described40. In brief, we
used a conservative estimate of 80,000 binding sites per protein95,96 to
establish a background distribution of combinatorial binding events
and then calculated a standardized z-score to measure the deviation
between the number of combinatorial binding events (i.e., determined
by ChIP-seq) from the expected mean of the background distribution.

Motif analysis
Motif analyses were performed using ChIP-seq data of H3K4Me1,
H3K27Ac, H3K4Me3, H3K27Me3, and GR in ALL-50R and -54S before
and post in vivo DEX treatment. Next, GR-bound regionsmatching the
following criteria were selected (Supplementary Data 4)
a. defined as Pro-S or Pr-Enh-S or RO or NS in ALL-50R control, AND
b. defined as Pro-S or Pr-Enh-S or RO or NS in DEX-treated ALL-

50R, AND
c. defined as Pro-S or Pr-Enh-S or RO or NS or Enh-S in ALL-54S

control, AND
d. defined as Pro-A or Enh-A or Pro-Enh-A or AO in DEX-treated

ALL-54S

The selected GR-bound regions were analyzed using an inte-
grative genomicsmethod for the prediction of regulatory features and
cis-regulatory modules from i-cisTarget43,44. The regulatory network
model was built based on analysis of connectivity between GR, PU.1,
EBF1, and TCF3 with their regulated genes by i-cisTarget and was
visualized by Cytoscape51.

Motif analysis of DB2313-induced PU.1 Loss
The extended “DB-sensitive” PU.1 motif (derived from examination of
DB2115 displacedPU.1binding inMOLM13 cells fromTaylor et al.54) was
used to calculate a log-odds score for GR-LSOs and non-GR-LSOs using
the annotatedpeaks function from theHomerpackagewith the -mand
-mscore options enabled38.

Cell line authentication and mycoplasma testing
DNA was extracted by a commercial kit from Corning Incorporated
(catalog number: AP-EMN-BL-GDNA-250G). The twenty STRs including
Acerogenin locus were amplified by six multiplex PCR and separated
onABI 3730XLGeneticAnalyzer. The signalswere then analyzedby the
software GeneMapper.

The Mycoplasma test was performed using MycoBlue Myco-
plasma Detector kit from Nanjing Vazyme Biotech Co., Ltd (catalog
number: D101-01). Briefly, after three days of cell culture, samples were
centrifuged at 2300 rpm (500 × g) for 5minutes and the supernatant
was collected. The experiment was performed following the manu-
factory instructions. After incubation of 24μl MycoBlue Buffer, 1μl
MycoBlue Enzyme, and 1μl supernatant for 1 hour at 60 oC, observe
the color change. If the reaction solution remains purple, the sample is
negative for Mycoplasma. If the solution turns sky blue, the sample is
positive for Mycoplasma.

Luciferase reporter assay
Sequences of target regulatory elements were synthesized as dsDNA
by Integrated DNA Technologies (Coralville, IA, USA) and inserted
into pGL3-promoter (pGL3p) vector (Promega, Madison, Wisconsin,
USA) between SalI and BamHI cutting sites downstream of the firefly
luciferase gene. The cloned vector was co-transfected with pRL-TK
renilla luciferase control reporter vectors (Promega) into Nalm6
cells. The firefly and renilla luminescence were detected in the
transfected cells treated with DB2313 (MCE, NJ, USA) in the presence
or absence of DEX (Sigma) using the Dual-Glo Luciferase Assay Sys-
tem (Promega). The firefly luminescence was normalized to renilla
luminescence for each condition. Fold inductions were then calcu-
lated by normalizing to the luminescence signal of the pGL3p control
sample.

Cytotoxicity assay
Nalm6 cell line (ATCC, Manassas, USA, Cat. #CRL-3273) was cul-
tured in RPMI 1640 media supplemented with 10% FCS, 1 mmol/L
pyruvate, nonessential aminoacids, 10 mmol/L 2-mercaptoethanol,
and 2 mmol/L L-glutamine. Nalm6 cells were seeded in 96-well U-
bottomed plates at 20,000 cells per 100 μL medium per well.
DB2313 or vehicle control was added to a final concentration of 1 μM
in triplicate wells. After 48 hr, 10 μMDEX (Sigma) or vehicle control
was added to the cells pre-treated with either DB2313 or vehicle
control. The cells were incubated for a series of time points. Fol-
lowing the incubation, Cell Counting Kit-8 (Vazyme) was added.
After an additional 4 hr incubation, fluorescence was measured
(450 nm) and cell viability was expressed relative to vehicle-treated
cells. The presumed additive effect of combination treatment
(DB2313 and DEX) was shown by viability% of DB2313 × viability% of
DEX-treated conditions. Synergy score was calculated by Synergy-
Finder (https://synergyfinder.fimm.fi). The p valueswere calculated
as the combination vs. the presumed additive effect at each
concentration point.

qRT-PCR
Quantitative real-time polymerase chain reaction (qRT-PCR) was car-
ried out as previously described18,28. Briefly, total RNA was isolated
using TRIzol (life technologies) and cDNA was synthesized using HiS-
criptIII All-in-one RT SuperMix kit (Vazyme). Primers and probes for
targeted genes were purchased from Life Technologies and qRT-PCR
was carried out in triplicate under cycling conditions according to the
manufacturer’s instructions. qRT-PCR was conducted using the
ChamQ Universal SYBR qPCR Master Mix (Vazyme) on a ViiA 7 qRT-
PCR system (Applied Biosystems, Waltham, MA). Relative expression
of target genes was calculated using glyceraldehyde-3-phosphate
dehydrogenase (GAPDH) expression as control. The sequences of
primers used are as follows:

BIM forward primer, ‘5-TAAGTTCTGAGTGTGACCGAGA-3’
reverse primer, ‘5-GCTCTGTCTGTAGGGAGGTAGG-3’;

RASA1 forward primer, ‘5-ACTTGACAGAACGATAGCAGAAG-3’
reverse primer ‘5-GCCTCCGATCACTCTCTCTTA-3’;

ZBTB16 forward primer, ‘5-GAGATCCTCTTCCACCGCAAT-3’
reverse primer ‘5-CCGCATACAGCAGGTCATC-3’;
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GILZ forward primer, ‘5-AACACCGAAATGTATCAGACCC-3’
reverse primer, ‘5-TGTCCAGCTTAACGGAAACCA-3’;

GAPDH forward primer, ‘5-GGAGCGAGATCCCTCCAAAAT-3’
reverse primer, ‘5-GGCTGTTGTCATACTTCTCATGG-3’.

CRISPR/Cas9-Mediated In Vivo Gene Knockout (KO)
Stable Cas9-expressing PDX cells were generated using the FU-Cas9-
mCherry plasmid (Addgene #70182). In brief, HEK293FT cells (Invi-
trogen) were transfected using Lipofectamine™ 2000 (Thermo
Fisher Scientific 11668019) with FU-CAS9-mCherry and the pMD2.G
envelope (Addgene #12259) and psPAX2 packaging plasmids
(Addgene #12260) to generate lentiviral particles. PDX cells were
revived and transduced ex vivo with lentivirus for 24 hours, washed
in PBS, and injected into NSG mice (Australian Bioresources) for
in vivo expansion (1 million cells per mouse). Mice were sacrificed at
high leukemia burden (>50% huCD45+% in mouse peripheral blood)
and PDX cells were harvested from the spleen. mCherry+ cells were
sorted by fluorescence-activated cell sorting (FACS) to generate a
purified Cas9-mCherry population and reinjected into naïve NSG
mice for in vivo expansion.

For gene KO, single guide RNA (sgRNA) sequences against human
SPI1 (PU.1), BCL2L11 (BIM), or non-targeting sgRNA sequences were
cloned into the FgH1tUTG (Addgene #70138) GFP vector and lentiviral
particles made as described above. Cas9-mCherry+ PDX cells were
transduced, in vivo expanded, and sorted by FACS to generate a pur-
ified mCherry+ GFP+ population and reinjected into naïve NSG mice
for in vivo expansion. sgRNA sequences are as follows:

Targeted Genes sgRNA sequence

SPI1 AATACTCGTGCGTTTGGCGT

BCL2L11 GCCCAAGAGTTGCGGCGTAT

Human non-targeting sequence ACGGAGGCTAAGCGTCGCAA

For in vivo gene KO and drug efficacy testing, Cas9-mCherry+
sgRNA-GFP + PDX cells were injected into NSG mice (6 mice/treat-
ment group) and mice switched to Doxycycline-impregnated food
(600mg/kg Doxycycline) 7 days post-injection to activate sgRNA
expression. Leukemia level was tracked weekly by tail vein bleeding
and quantifying huCD45+ cells in mouse peripheral blood. At 1%
huCD45+, DEX treatment was administered via intraperitoneal injec-
tion at 15mg/kg daily, 5 days on/2 days off for 4 weeks. A leukemia
event is defined as 25% huCD45+, or when the animal is euthanized
due to leukemia-related morbidity, and event-free survival (EFS) was
used to assess therapeutic enhancement with statistical significance
defined as p < 0.01. At the leukemia event, mice were sacrificed and
PDX cells were harvested from the spleen for quantification of CRISPR
efficiency.

Evaluation of Indel mutagenesis
The CRISPR/Cas9-induced indel frequencies were quantified by
Tracking of Indels by Decomposition (TIDE)97. Genomic DNA was
extracted using an Isolate II Genomic DNA Kit (Bioline BIO-52066)
following the manufacturer’s instructions. 100 ng genomic DNA
was PCR amplified usingQ5 polymerase (NEBM0494X) andprimers
flanking the sgRNA target region. The PCR products are next sub-
jected to standard Sanger sequencing and the sequence data files of
the edited samples and the wild-type samples were analyzed by the
TIDE webtool (http://tide.nki.nl). It requires one pair of standard
capillary (Sanger) sequencing reactions of the wild-type (wt) gen-
ome and the CRISPR/Cas9-edited genome (Cas9-targeted locus
amplified by standard PCR). The sequence traces are then analyzed
by a specially developed decomposition algorithm that identifies

the major induced mutations in the projected editing site and
determines their frequency in a cell population. Specifically, the
TIDE software decomposes the composite sequence trace into its
individual components by means of multivariate non-negative lin-
ear modeling, with the control sequence trace (wt) serving as a
template to model the individual INDEL components. This decom-
position results in an estimate of the relative abundance of every
possible INDEL. The software provides the R2 value as a goodness-
of-fit measure and calculates the statistical significance for
each INDEL.

Primer sequences used for INDEL quantification by TIDE assay are
as follows:

Genes Forward primer (5’-3’) Reverse primer (5’-3’)

SPI1 GGAAGAAATGAACCCCG
CAC

GAGGGCTGTAGGTCC
AACG

BCL2L11 GGTTGGAATGTTTTCAGTTC
TTGC

TCCTTTGCTGCCTCC
TACTG

Protein structure analysis
Mutated PU.1 proteins structures were predicted using Aphafold257

based on the following amino acid sequences and the results were
viewed with PyMOL98.

Mutant #1: Serine insertion. MLQACKMEGFPLVPPQPSEDLVPYDT
DLYQRSQTHEYYPYLSSDGESHSDHYWDFHPHHVHSEFESFAENNFTELQ
SVQPPQLQQLYRHMELEQMHVLDTPMVPPHPSLGHQVSYLPRMCLQYP
SLSPAQPSSDEEEGERQSPPLEVSDGEADGLEPGPGLLPGETGSKKKIRLYQ
FLLDLLRSGDMKDSIWWVDKDKGTFQFSSKHKEALAHRWGIQKGNRKK
MTYQKMARALRNYGKTGEVKKVKKKLTYQFSGEVLGRGGLAERRHPPH

Mutant #2: Glycine and Valine insertion. MLQACKMEGFPLVPPQPS
EDLVPYDTDLYQRGVQTHEYYPYLSSDGESHSDHYWDFHPHHVHSEFESF
AENNFTELQSVQPPQLQQLYRHMELEQMHVLDTPMVPPHPSLGHQVSYL
PRMCLQYPSLSPAQPSSDEEEGERQSPPLEVSDGEADGLEPGPGLLPGETG
SKKKIRLYQFLLDLLRSGDMKDSIWWVDKDKGTFQFSSKHKEALAHRWG
IQKGNRKKMTYQKMARALRNYGKTGEVKKVKKKLTYQFSGEVLGRGGLA
ERRHPPH

Statistics & reproducibility
HiC-seq, RNA-seq, and ChIP-seq studies were performed using PDX
cells from three randomized ALL-engrafted mice at each condition of
treatments. Gene expression and cytotoxicity studies were performed
with three independent experiments. Quantitative variables of nor-
mally distributed data were compared by the two-sided student t-test
and non-normally distributed data were compared by the Mann-
Whitney U test. All statistical tests were two-sided and p values < 0.05
were considered statistically significant.

No statistical method was used to predetermine the sample size.
No data were excluded from the analyses.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
The ChIP-seq publicly available data used in this study are available in
the NCBI’s Gene Expression Omnibus repository under accession code
GSE10994918. The ChIP-seq and HiC data generated in this study have
been deposited in the NCBI’s Gene Expression Omnibus repository
under accession code GSE236085. The dataset is publicly available.
The RNA-seq and ATAC-seq data generated in this study have been
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deposited in the Genome Sequence Archive99 in National Genomics
Data Center100, China National Center for Bioinformation/Beijing
Institute of Genomics, Chinese Academy of Sciences under accession
code HRA008240 and HRA008250. The datasets are accessible
through a request process. The data do not include genetic informa-
tion on individuals of Chinese people, and therefore are not subject to
restrictions from the Chinese government. However, according to the
GSA genetic data sharing policy, users must clarify how they intend to
use the data in their research, including the research title, chosen
research period, research purpose, methods, and techniques. Both
data producers and users must sign a ‘Data Access Agreement of GSA-
Human’. Once this agreement is approved by both parties, the datasets
will be available for download. Upon granting access, the data will be
available for a period of two years. For any questions, please contact
Duohui Jing, the corresponding author of this paper; we will respond
within two weeks. Please refer to the guidance of GSA, https://ngdc.
cncb.ac.cn/gsa-human/document/GSA-Human_Request_Guide_for_
Users_us.pdf. The RIME data generated in this study has been depos-
ited in the ProteomeXchange under accession code PXD056483 and
available to download fromMassIVE (doi:10.25345/C52N4ZW0F; ftp://
massive.ucsd.edu/v08/MSV000096019/). The dataset is publicly
available. The remaining data are available within the Article, Supple-
mentary Information or Source Data file. Source data are provided in
this paper.
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