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Abstract

Rigid n-point water models are widely used in atomistic simulations, but have known accu-

racy drawbacks. Increasing the number of point charges, as well as adding electronic polar-

izability, are two common strategies for accuracy improvements. Both strategies come at

considerable computational cost, which weighs heavily against modest possible accuracy

improvements in practical simulations. In an effort to provide guidance for model develop-

ment, here we have explored the limiting accuracy of “electrostatically globally optimal” n-

point water models in terms of their ability to reproduce properties of water dimer—a mimic

of the condensed state of water. For a given n, each model is built upon a set of reference

multipole moments (e.g. ab initio) and then optimized to reproduce water dimer total dipole

moment. The models are then evaluated with respect to the accuracy of reproducing the

geometry of the water dimer. We find that global optimization of the charge distribution

alone can deliver high accuracy of the water model: for n = 4 or n = 5, the geometry of the

resulting water dimer can be almost within 50 of the ab initio reference, which is half that of

the experimental error margin. Thus, global optimization of the charge distribution of classi-

cal n-point water models can lead to high accuracy models. We also find that while the accu-

racy improvement in going from n = 3 to n = 4 is substantial, the additional accuracy

increase in going from n = 4 to n = 5 is marginal. Next, we have explored accuracy limitations

of the standard practice of adding electronic polarizability (via a Drude particle) to a “rigid

base”—pre-optimization rigid n-point water model. The resulting model (n = 3) shows a rela-

tively small improvement in accuracy, suggesting that the strategy of merely adding the

polarizability to an inferior accuracy water model used as the base cannot fix the defects of

the latter. An alternative strategy in which the parameters of the rigid base model are glob-

ally optimized along with the polarizability parameter is much more promising: the resulting

3-point polarizable model out-performs even the 5-point optimal rigid model by a large mar-

gin. We suggest that future development efforts consider 3- and 4-point polarizable models
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where global optimization of the “rigid base” is coupled to optimization of the polarizability to

deliver globally optimal solutions.

Introduction

Water molecule has a deceptively simple structure H2O, yet many anomalies of liquid water

are still hard to explain despite the countless studies [1–5]—not surprisingly, water in its liquid

state is notoriously difficult to model. Many complex biomolecules (DNA, RNA, proteins,

etc.), vital for a living cell’s function, cannot be studied alone without considering their envi-

ronment—water as the solvent [6]. To study those large biomolecules, atomistic simulations

have been widely used, and numerous different water models [7] have been developed to

reproduce water properties, including the class of water models most widely used today—sim-

ple, rigid, fixed-charge explicit models such as TIP3P [8], TIP4P [9, 10], TIP5P [11] and SPC/E

[12]. According to the convention, these classical water models are distinguished by the num-

ber of “points”—interaction sites—in them: 3-point models (Fig 1a, with 3 point charges) such

as TIP3P are the most common due to what is perceived by many as an acceptable balance

between accuracy and computational cost (compared with 4 or 5-point models). For water

models with more points, 4-point models (Fig 1b, with 3 point charges and neutral oxygen)

such as TIP4P, and especially 5-point models (Fig 1c and 1d, with 4 point charges and neutral

oxygen) models such as TIP5P (Fig 1d), the cost considerations become significant, even

though these models tend to reproduce water properties better than their 3-point counterparts.

However, despite decades of effort by many groups, none of the existing simple water models

is perfect. [7, 13–17]

It is known that liquid water properties are determined by a complex network of hydrogen

bonds. In these classical water models, hydrogen bonds are mimicked mostly by the electro-

statics, complemented by a Lennard-Jones (LJ) potential. The latter—LJ potential—is generally

represented by a single site centered on the oxygen, and its corresponding interaction is isotro-

pic and featureless, in contrast to hydrogen bonding, which is directional. Thus, accurately

representing electrostatic interactions is paramount for a classical water model to mimic

hydrogen bond interactions and reproduce liquid water properties [19]. Therefore, our first

question is how accurately can we describe the reference electrostatics within the unavoidable

limitations of n-point models, and how far it can get us in terms of water model accuracy, by

optimizing the electrostatics alone. This is a non-trivial question since, by construction, these

Fig 1. Rigid n-point water model geometries for n = 3, n = 4 and n = 5. Hydrogen, Oxygen and the extra interaction point with a

point charge but no mass are represented as white, red and pink spheres respectively. 4, and 5-point water models have zero charge

on their oxygen, the negative charge is placed on the extra point(s). (a) 3-point water model. (b) 4-point water model. (c) and (d)

Different possible non-planar configurations of 5-point water models [18].

https://doi.org/10.1371/journal.pone.0224991.g001
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simple n-point rigid models miss many important physics, such as molecular flexibility, elec-

tronic polarizability, and charge transfer.

We note that a good water model intended for biomolecular simulations must reproduce

experimental properties of water with high accuracy. There are at least two reasons why exist-

ing water models are far from perfect in this respect. One is the limitations of the optimization

strategies used in constructing water models. The other reason is on a more fundamental

level—the limited physics built into these simple models. As an example of the first kind of

limitation, current widely used rigid 3-point models (TIP3P, SPC, SPC/E, etc.) are based on an

assumption that the experimental water molecule geometry is somehow optimal, or near opti-

mal, for a classical water models—consequently, these models place the point charges on, or

near, the centers of hydrogen and oxygen atoms. While sophistication of the optimization

techniques employed to find the optimum has grown tremendously [20], from essentially

“guess-and-test” to the complex, state-of-the-art force balance optimizations [21], one crucial

aspect of the over-all procedure has not changed until recently: the search for best fit model is

performed in the vicinity of the “canonical” water geometry, thus returning a local optimum in

the parameter space. It was recently demonstrated [19] that abandoning the restrictions

(except fundamental C2v symmetry) on water model geometry, and performing an exhaustive

search for a truly global optimum in the parameter space can result in significant accuracy

improvements. The resulting 4-point rigid model—OPC [19] was built without the geometry

restriction on point charge placements. It was optimized globally to reproduce bulk water

properties as best as possible, without any increase of the computational cost of employing the

model in simulations, relative to common 4-point models such as TIP4P-Ew.

Apart from using global optimization, a natural strategy to improve the accuracy of a rigid

n-point water model is to consider larger “n”. The key question with this approach is whether

the inevitable and substantial increase in computational cost of employing “larger n” water

models is justified by significantly better accuracy? If the accuracy gain is large enough, the

cost increase may still be well worth it. Answering the question is important both for model

developers and practitioners alike. Unfortunately, it is nearly impossible to compare existing

n-point water models on the same footing to find out exactly how much gain an increase in n
brings. For once, these models are optimized using different criteria, and against non-identical

set of water properties. For example, TIP5P-Ew model [22] surpasses many of its 3- and 4-

point predecessors in accuracy of describing water structure, but its accuracy of reproducing

the self-diffusion is lower than that of TIP4P-Ew. In addition, optimization protocols vary

widely, and, except for OPC-family models, there is no guarantee that the model corresponds

to the global optimum in the optimization landscape. Thus, it is entirely possible that a global

optimum for a smaller n may yield a more accurate model than a local one for a larger n.

Even if a hypothetically perfect fixed-charge rigid model reproduced a large subset proper-

ties of bulk liquid water exactly, the model would still be inherently incapable of responding to

the change of polarity of its micro-environment, relevant to biomolecular simulations. Specifi-

cally, water is highly polarizable [23]: the experimentally observed change in the dipole

moment of real water molecule upon transfer from gas to liquid phase is as large as 1 Debye,

while for any rigid fixed-charge model that change is zero by construction. The polarity of

micro-environment near a macromolecule can be quite different from that of bulk water; non-

polarizable models cannot properly respond to different micro-environments during the

course of a simulation [24], e.g. in cross-membrane transport. However, the vast majority of

current water models lack polarizability, which must adversely affect the accuracy of biomolec-

ular simulations. This example illustrates the second type of limitation on water model accu-

racy—the missing physics. To address the lack of electronic polarization, a number of

polarizable water models have been developed, for example POL1 [25, 26], FF12POL [27],

Exploring optimization strategies for improving explicit water models
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SWM model family [28] and AMOEBA model family [29–31], see recent reviews for a com-

prehensive account of the field [7, 32, 33]. There is little doubt that, in principle, availability of

highly accurate and efficient polarizable models for routine practical simulations should

improve the accuracy of biomolecular simulations significantly, by accounting for effects

completely missed by rigid fixed-charge models. However, because of the unavoidable higher

complexity of polarizable models relative to the fixed-charge ones, the balance towards wider

adoption can only be tipped by distinctly higher accuracy, which does not seem to be the case

yet [27, 34]. Since current polarizable water models typically use existing fixed-charge models

as their “base”, they likely inherit at least some of the existing flaws of the fixed-charge models,

unrelated to their lack of polarizability. That is they are likely represented by local optima in

the complex optimization landscape. Indeed, despite undeniably better physical foundation,

accuracy of a sophisticated polarizable water model can be lower than that of a globally optimal

non-polarizable rigid model [19]. This observation begs the question: how much accuracy gain

can the inclusion of polarizability bring, if the above optimization-related limitations were

removed, and a truly globally optimal polarizable model was constructed? In other words, is

global optimization a potentially useful strategy for polarizable models? For reasons discussed

above in the context of comparing non-polarizable models, comparing existing n-point non-

polarizable with polarizable models (even with respect to liquid water properties alone) on the

same footing is difficult. Moreover, to the best of our knowledge, a truly globally optimal polar-

izable model has not be constructed yet.

The main motivation of this work is to address the questions outlines above in a tightly con-

trolled computational experiment. To this end, here we build and evaluate several test water

models of two types—rigid n-point globally optimal models (n = 3, 4, 5) and also polarizable

models based on these rigid models—that illustrate the two limitations discussed above. We

also construct a truly globally optimal polarizable test model. All models are optimized using

the same type of protocols, and to the same accuracy level in reproducing the training set. The

models are evaluated by examining their ability to reproduce water dimer, which can be con-

sidered as the simplest possible mimic of water in condensed state.

Methods

As mentioned above in the Introduction, liquid water properties are determined by a complex

network of hydrogen bonds, which is the most challenging part a water model needs to mimic

in order to simulate real water. Water dimer, involving only two water molecules and their

interactions, is a good minimal starting point to reveal the secrets of hydrogen bonding, and

has been studied over half a century [35, 36]. Due to its significance to hydrogen bonding stud-

ies, and being the simplest possible mimic of the liquid phase water, the water dimer structure

is utilized here to evaluate the quality of the water models.

Overall approach

The overall approach is as follows. Individual water model’s geometry and values of point

charges are optimized to match as closely as possible a set of reference multipole moments

(Table 1, below). The matching is done in the following precise sense. Through optimal point

Table 1. Reference multipole moments of single water molecule.

data sets μ/D Qt/DÅ Q0/DÅ Ot/DÅ2 O0/DÅ2

gas phase experimental [37] 1.86 2.57 0.11 — —

gas phase QM calculation [37] 1.81 2.49 0.08 1.93 -1.35

liquid phase MP2/4MM calculation [47] 2.49 2.93 0.13 2.09 -1.73

https://doi.org/10.1371/journal.pone.0224991.t001

Exploring optimization strategies for improving explicit water models
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charge approximation (OPCA, a method to approximate electrostatic charge distributions

with a small number of point charges to optimally represent the original charge distribution)

[37], each water model has its quadrupole and octupole moments fitted to the reference, and

the monomer dipole moment is optimized so that when the two water models form a dimer,

the dimer total dipole has a smaller than 0.1% error relative to ab initio calculation—2.68D

[38]. Then the water model’s accuracy is evaluated by comparing its dimer’s geometry (Fig 2)

with the one obtained from an ab initio calculation [39].

As discussed in the introduction, a water model’s accuracy of simulating liquid water is

largely determined by its electrostatic properties, small variations in these properties can lead

to large differences in simulation outcomes [40]. Also, the “electrostatic” parameters are where

different types of water models differ the most from each other, while the Van der Waals

potential is typically simulated in the same manner: by a Lennard-Jones (LJ) site on oxygen.

All of model types studied here follow that approach. In reality, optimization of the LJ parame-

ters can be largely decoupled from optimization of the “electrostatic” parameters such as par-

tial charges and their distribution [19]. An accepted approach to construct realistic water

models involves optimizing the LJ parameters against reference O-O RDF (radial distribution

function), to obtain a close match [19]; we follow essentially the same strategy here, except that

we use ab-initio reference oxygen-oxygen distance (r(OO) = 2.91Å [38, 39]) as the target refer-

ence for optimization of LJ parameters. With the r(OO) distance used in LJ optimization, the

remaining parameters of the dimer geometry—the two angles (θ and φ in Fig 2)—are left as

convenient metrics to evaluate the model accuracy, which is mainly determined by the

electrostatics.

From the perspective of electrostatics, a model with larger n (number of interaction points)

is expected to better reproduce given multipole moments, and thus improve the accuracy of

the model [41–44].

For a set of N point charges, in this case—the water model, the Coulomb potential can be

written as:

φðRÞ ¼
1

4p�0

XN

n¼1

qn
k R � rn k

ð1Þ

Fig 2. Schematic of a water dimer. r(OO) is the distance between the two oxygens; θ and φ are the angles between water molecule’s

C2 axis and the O-O line for the two molecules respectively [18].

https://doi.org/10.1371/journal.pone.0224991.g002
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In a Cartesian system, this equation becomes:

φðRÞ ¼
1

4p�0

1

R
qþ

1

R2

X

i¼x;y;z

R̂imiþ

 

1

R3

X

i;j¼x;y;z

R̂iR̂jQijþ

1

R4

X

i;j;k¼x;y;z

R̂iR̂jR̂kOijk þ . . .

!

ð2Þ

q ¼
XN

n¼1

qn ð3Þ

mi ¼
XN

n¼1

qnrn;i ð4Þ

Qij ¼
1

2

XN

n¼1

qnð3rn;irn;j � ðrnÞ
2
dijÞ ð5Þ

Oijk ¼
1

6

XN

n¼1

qn 15rn;irn;jrn;k�
h

3ðrnÞ
2
ðrn;idjk þ rn;jdik þ rn;kdijÞ

i
ð6Þ

Because of the C2 symmetry of a water molecule, the quadrupole moments and the z-plane

elements of octupole moments can be written as:

Q ¼

� Qt � Q0=2 0 0

0 Qt � Q0=2 0

0 0 Q0

2

6
6
6
4

3

7
7
7
5

ð7Þ

Oijz ¼

� Ot � O0=2 0 0

0 Ot � O0=2 0

0 0 O0

2

6
6
6
4

3

7
7
7
5
where i; j range over x; y and z ð8Þ

With the equations all set up, we can then rearrange them to the form where water model

parameters (coordinates and charge) are explicitly expressed with multipole moments [19].

Exploring optimization strategies for improving explicit water models
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For a 3 or 4-point water model, the rearranged equations become:

z1;2 ¼
2Qt þ 3Q0

6m
�
m

4q
ð9Þ

y ¼
ffiffiffiffiffiffiffiffi
2Qt

3q

r

ð10Þ

q ¼ � 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m4ð256Q2

t þ xÞ
p

þ 16Qtm
2

2x
ð11Þ

where x ¼ 52Q2
t þ 60QTQ0�

9½3Q2
0
þ 8ðOt � O0=2Þm�

ð12Þ

A 4-point water model is shown in Fig 3b. With the C2 symmetry, only 4 parameters are

needed to construct the 4-point water model—y1, z1, z2 and electric charge q. Both 3 and

4-point models have 3 point charges, so the calculation process are the same (Eqs 9–12) except

for 3-point models the condition z1 = 0 needs to be imposed (Fig 3a).

For a 5-point model, there are 5 parameters to be determined (q, x1, y1, z1, z2, see Fig 3c).

From Eqs (3)–(6), we have:

m ¼ 2qðz2 � z1Þ ð13Þ

Qt ¼
3

2
qðx2

1
þ y2

1
Þ ð14Þ

Q0 ¼ qðx2
1
� y2

1
� 2z2

1
þ 2z2

2
Þ ð15Þ

Ot ¼
5

2
qðx2

1
z1 þ y

2

1
z2Þ ð16Þ

O0 ¼ qð3x2
1
z1 � 3y2

1
z2 � 2z3

1
þ 2z3

2
Þ ð17Þ

Fig 3. Schematics of 3, 4 and 5-point rigid water models. Each circle represents an interaction point (H, O atom, or extra point–

EP). Thick lines are chemical bonds. The origin point is on the Oxygen; C2 symmetry axis of water is set as the z-axis; y-axis is in the

H-O-H plane and passes through O; x-direction is only accounted for in a 5-point model, and the 2 extra interaction points (EP) are

placed on the xOz plane. Electric charge on H is q, charge −2q is placed on O for 3-point model, on EP for 4-point model, and

divided evenly on the two EPs for 5-point model. (a) 3-point water model. (b) 4-point water model. (c) 5-point water model.

https://doi.org/10.1371/journal.pone.0224991.g003
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With Eqs (13)–(16), a series of expression (x1, y1, z1, z2) = f(q, μ, Qt, Q0, Ot) can be derived:

x1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� 36Otmqþ 30Q0Qtqþ 20Q2

t qþ 15Qtm
2

qð60Qtqþ 45m2Þ

s

ð18Þ

y1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
36Otmq � 30Q0Qtqþ 20Q2

t qþ 15Qtm
2

qð60Qtqþ 45m2Þ

s

ð19Þ

z1 ¼
48Otq2 þ 30Q0mq � 20Qtmq � 15m3

qð80Qtqþ 60m2Þ
ð20Þ

z2 ¼
48Otq2 þ 30Q0mqþ 20Qtmqþ 15m3

qð80Qtqþ 60m2Þ
ð21Þ

After choosing a set of multipole data (μ, Qt, Q0,Ot, O0), insert μ, Qt, Q0, Ot values into Eqs

(18)–(21) so that we can then express the coordinates (x, y, z1, z2) with one argument—q the

charge value. And now, what is left is a very simple optimization problem: finding the optimal

q that makes the O0 error of the model as small as possible with exhaustive search. Then with

the optimal q and its corresponding coordinates (x, y, z1, z2), a 5-point water model is then

constructed and ready for evaluation.

Evaluation of the built water models starts with the energy minimization calculation of two

identical water molecules that form a water dimer, using AMBER 2019 [45]. Steepest descent,

conjugate gradient method (for 3, 4-point rigid models) and Limited-memory Broyden-

Fletcher-Goldfarb-Shanno (LBFGS) quasi-Newton algorithm (for 5-point rigid models and

3-point Drude models) are used in this minimization calculation. With the energy minimiza-

tion process, the LJ parameters on the oxygen of each model are determined so that the mini-

mized water dimer has an oxygen-oxygen distance matching the reference (2.91Å). With the

oxygen-oxygen distance controlled, the dimer system has a very limited number of variables

(rotation angles), therefore finding the global minimum is straightforward. To assert it, we ran

multiple minimizations with random starting coordinates, and found that all the minimized

states were the same. Thus, after minimization, the dimer system of the constructed water

model reaches its global lowest energy state. The total dipole moment of the minimized water

dimer is then calculated and compared with the ab initio result(2.68D [38]). If the relative

error of the total dipole moment is greater than 0.1%, the monomer dipole moment will be

changed, we then redo the model building and the dimer minimization. This optimization

process is continued until a monomer dipole value is found when the total dipole moment of

the minimized dimer has a relative error within 0.1%.

As a metric to evaluate the geometry of water dimer, two parameters are used—θ and φ. θ
and φ are the angles between water molecule’s C2 axis and the O-O line for the two molecules

respectively. θ is of the water molecule coplanar with O-O, φ is of the other one non-coplanar

with O-O (Fig 2). We use an ab initio calculation of a water dimer as the reference geometry,

where θ0 = 57.9˚, φ0 = 55.6˚ and r(OO) = 2.91Å. [38, 39] This ab initio calculation is done by

Klopper et al. in 2000 [39], optimized at the level of CCSD(T) theory with IO249 basis. It is

seen as a benchmark result of theoretical studies on water dimer. [36]

Reference multipole moment sets

To ascertain robustness of our methodological conclusions, we use three different sets multi-

pole moments as references to which we fit our water models (Table 1). The monomer dipole,

Exploring optimization strategies for improving explicit water models
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quadrupole and octupole moments of gas phase QM calculation (CCSD with aug-cc-pCVTZ

basis) are from Anandakrishnan et al [37]. The gas phase experimental data are from Clough

et al [46]. When used to construct water models, the octupole moments from the gas QM set

are used in the gas phase experimental set (whose octupole moments are not available). The

third set of reference multipole moments is of liquid phase water, a QM calculation done by

Niu et al [47].

Each set of reference multipole moments is used to construct a set of optimal water models

comprising of 3-point, 4-point and 5-point rigid models. These three sets of water models are

called “gas exp.”, “gas QM” and “liquid MP2/4MM” respectively, based on the dataset used for

model construction. The “gas exp” reference multipole moments are also used to construct

polarizable models in this study.

n-point rigid models

Optimized against each of the three multipole moment data sets (“gas exp.”, “gas QM” and

“liquid MP2/4MM”), three rigid models were constructed with 3, 4 and 5 interaction points

respectively, following the process shown in Fig 4. Parameters of these rigid models are listed

in Table 2.

For each n-point rigid water model built, its monomer dipole moment μ value is varied for

optimization. When the monomer dipole moment changes, the resulting water model

Fig 4. Flowchart: The process of building a rigid n-point water model.

https://doi.org/10.1371/journal.pone.0224991.g004
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parameters (coordinates and charges) change, as a result, the water dimer of this model will be

different. An optimal monomer dipole moment is chosen when the total dipole of the corre-

sponding dimer is within 0.1% relative error from the ab initio calculation [38].

Polarizable water model with Drude oscillator

There are several different approaches available to add electronic polarizability to a “rigid

base” water model, adding the Drude oscillator [48, 49] being one of the simplest methods.

The Drude oscillator is easy to implement in most MD simulation packages. Critically, it only

adds one more degree of freedom for optimization, which will not impair the search for the

global optimum. Compared with other approaches, the Drude approach also has the benefit of

high computational efficiency [32, 50–54]. Here the polarizable water model is constructed by

adding a Drude particle to the oxygen in a 3-point rigid water model (Fig 5, the Drude particle

has no interactions with the 2 hydrogens in the same molecule). It is referred to as a “3-point

polarizable model”. The polarizability of this model is

a ¼ Q2
D=k ð22Þ

where k* 1000 kcal/mol/Å2 is the force constant of the virtual bond connecting the Drude

particle and the Oxygen [55], QD is the charge of the Drude particle. In this study, we apply

k = 1000 kcal/mol/Å2 and keep it constant. The charge on the Drude particle is set to

QD ¼
ffiffiffiffiffi
ak
p

� 18:2223 e ð23Þ

where the unit of α is Å3. The coordinates and charges of the fixed three points are calculated

with the same OPCA method used in constructing 3-point rigid models.

Based on “gas exp.” data set (Table 1), we built two polarizable models: the “limited opti-

mal” one with only polarizability optimized for fair comparison with rigid models; and the

“globally optimal” one with both polarizability and gas phase monomer dipole moment opti-

mized for practical evaluation.

Optimizing the 3-point polarizable water model. For the limited optimal 3-point polar-

izable model, we fixed the monomer dipole moment to experimental value–1.86D (thus the

rigid base is fixed), and optimized it by varying polarizability until its dimer dipole reproduces

experimental result with in 0.1% error, the procedure is shown in Fig 6. The optimization and

the resulting model are shown in Fig 7 and Table 3, respectively. The resulting polarizability of

Table 2. Parameters of 3, 4 and 5-point optimal water models, and their geometry (Fig 1). For comparison, parameters of several existing models are shown in the bot-

tom rows.

Name or reference n Type (Fig 1) q[e] z1[Å] z2/[Å] y1[Å] x1[Å] μ[D] σLJ[Å] �LJ[kJ/mol]

Gas exp. 3 a 0.2202 — 0.9284 1.2727 — 1.964 3.3320 0.7113

4 b 1.9094 0.3351 0.4601 0.4322 — 2.293 3.2999 0.7196

5 c 0.8633 0.1862 0.4723 0.6179 0.1773 2.373 3.2945 0.7740

Gas QM 3 a 0.2217 — 0.9039 1.2486 — 1.925 3.2999 0.7573

4 b 1.4346 0.3073 0.4698 0.4908 — 2.239 3.2910 0.7071

5 c 0.9194 0.2184 0.4769 0.5989 0.1314 2.283 3.2749 0.7782

Liquid MP2/4MM 3 a 0.2261 — 0.9795 1.3413 — 2.127 3.3854 0.7448

4 b 2.7937 0.3679 0.4615 0.3815 — 2.512 3.3516 0.7364

5 c 0.5833 0.0234 0.5076 0.7632 0.3386 2.713 3.3801 0.7699

TIP3P 3 a 0.4170 — 0.5859 0.7570 — 2.35 3.1506 0.6364

OPC3 3 a 0.4476 — 0.5652 0.7992 — 2.43 3.1743 0.6837

OPC 4 b 0.6791 0.1594 0.5395 0.6856 — 2.48 3.1666 0.8904

https://doi.org/10.1371/journal.pone.0224991.t002
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the limited optimal polarizable model is 0.94Å3, 35% lower than the gas phase experiment

value–1.44Å3 [55].

For the globally optimal 3-point polarizable model, we modify the model by changing two

input parameters—monomer dipole moment μ and polarizability α (both in the vicinity of

their gas phase experimental value, μexp = 1.86D and αexp = 1.44Å3), to make the model’s

dimer total dipole moment fall within 0.1% error from reference [39]. Error distributions of

the intermediate models during this optimization process are shown in Fig 8, with respect to

the two varying parameters.

The resulting globally optimal 3-point polarizable model is constructed with polarizability

α = 2.2900Å3 and monomer dipole moment μ = 1.7258D (Table 3). This model has a total

angle error of 3.19˚ when simulating a water dimer. The monomer dipole moment (1.7258D)

of this polarizable model is relatively close to the gas phase experimental data (1.86D), while its

polarizability (2.275Å3) is larger than the gas phase experimental value (1.44Å3).

Results and discussion

For biomolecular simulations, the most important state of water is the liquid state at ambient

temperature and pressure. However, the number of experimental parameters used to charac-

terize liquid water is vast, and existing practical procedures used to build water models to

match a subset of these parameters are highly diverse, non-trivial and expensive [7]. The pro-

cess is still somewhat of an art. For a strict, limiting-case apples-to-apples comparison we want

to present here, using liquid state properties is thus not ideal, if not completely impossible. We

therefore resort to using a mimic of condensed state of water—water dimer. Water dimer is

the smallest form of a water cluster. It has a hydrogen bond, which greatly contributes to

Fig 5. Schematic of a 3-point polarizable water model with Drude oscillator. This model is composed of three fixed point charges

and a Drude oscillator particle attached to the Oxygen atom. Charge q is assigned to each white point as Hydrogen, charge (−2q −
QD) is assigned to the red point as Oxygen and the black point as the Drude particle has charge QD and zero mass. The black point is

connected to the red point through a virtual bond with equilibrium length 0, force constant k and no directional restrictions. An

external electric field E moves the Drude particle from its equilibrium position [18].

https://doi.org/10.1371/journal.pone.0224991.g005
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numerous anomalies in water properties. As a starting point to study water properties, water

dimer has been used extensively [35, 36, 56]. It has also been employed as a standard reference

to test water models [8, 9, 11, 12, 19, 27–30].

Our over-all strategy is as follows (see Methods for details). For n-point rigid models, we

build each model to match, as closely as possible, the reference quadrupole, octupole moments

of water monomer (Table 1), and a monomer dipole moment optimized for water dimer. For

polarizable models, its rigid “base” is built first to match the reference multipole moments

including dipole, and then the polarizable model is built by adding a Drude oscillator with an

optimal polarizability value—optimized for water dimer—to the rigid “base”. Parameters of

the “base” are not re-optimized. The optimization of the last 3-point polarizable model is

slightly different: it involves varying both the monomer dipole and the polarizability, such that

both its “base” and Drude oscillator are optimized. Regardless of what parameters are opti-

mized, the standard of the optimization is the same for all these models—the total dipole

Fig 6. Flowchart: The process of building a polarizable Drude water model.

https://doi.org/10.1371/journal.pone.0224991.g006
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Fig 7. Dimer total dipole moment and total angle error of the limited optimal 3-point polarizable model. With the water

monomer dipole fixed at 1.86D, we test different 3-point polarizable models by varying the polarizability from 0.10Å3 to 2.10Å3. The

blue diamond symbols represent the total dipole errors and the orange triangle symbols show the total angle errors, where both are

compared with the ab initio reference [38, 39].

https://doi.org/10.1371/journal.pone.0224991.g007

Table 3. Parameters of the 3-point polarizable water models.

Optimization n q[e] QD[e] z2[Å] y1[Å] �a½Å3� �m½D� σLJ[Å] �LJ[kJ/mol]

α 3 0.1975 1.6825 0.9803 1.3439 0.94 1.86 3.3836 0.7113

α & μ 3 0.1700 2.6261 1.0565 1.4484 2.2900 1.7258 3.3786 1.0435

https://doi.org/10.1371/journal.pone.0224991.t003

Fig 8. Globally optimal polarizable model error distribution. (a) The absolute error of the total angle (θ + φ) as a function of the

corresponding model’s monomer dipole μ and polarizability α value. (b) The water dimer total dipole moment error with respect to

the model’s μ, α combination. (c) The approximate range of the optimal μ, α combinations, where the “combined relative error” is

defined as Errorcombined = Errorangle/180˚ + Errordipole/pdimer with pdimer = 2.68D [38]. The “combined relative error” was not used in

the actual optimization process.

https://doi.org/10.1371/journal.pone.0224991.g008
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moment of the water model’s dimer matches the ab initio reference value for water dimer

dipole [39] within a given tolerance.

We then test each model’s ability to reproduce the geometry of a water dimer formed by the

two water model molecules. The reference dimer geometry is from the benchmark ab initio
calculation by Klopper et al. [38, 39] For reasons detailed in “Methods”, we keep the O-O dis-

tance in the dimer fixed to its reference value, thereby excluding oxygen LJ parameters from

the consideration.

Rigid n-point water models

First we explore accuracy of rigid non-polarizable water models with 3, 4 and 5 point charges.

The model parameters are given in Table 2. Three sets of n-point (n = 3, 4, 5) rigid water mod-

els are included. These three sets of water models are constructed based on 3 different sets of

multipole moments data, see “Methods”.

Accuracies of these models with respect to reproducing our main reference are compared

in Fig 9. For reference, TIP3P-, OPC3- and OPC-based dimers are also tested and included in

Fig 9. The water dimer geometry error values of the 4- and 5-point models are considerably

smaller than that of 3-point models. The remaining errors are at *5˚ level, well below the

±10˚ experimental error margin of the reference values [38]. Note that this is the result of opti-

mizing the electrostatics only. Additionally, our models have smaller errors than the existing

models (TIP3P, OPC3 and OPC, Fig 9), which is not unexpected because the latter ones were

optimized for liquid water instead of the water dimer. This relatively high accuracy of the

“electrostatics only” optimization emphasizes the critical importance of getting right the distri-

bution of charge in a water model. The result also suggests that one can improve a rigid water

model significantly by optimizing its electrostatics, even though some physics is still missing

from the model.

The dimers of 4-point water model show notably better agreement with the reference data

than the dimers based on 3-point model—error of the two key angles reduced to*5˚ from

*20˚. This improvement of accuracy from 3-point to 4-point model is robust, seen for all ref-

erence sets used to build these models. However, further increasing n from 4 to 5 only has

minimal effect on improving the agreement with the reference dimer geometry. The 5-point

models with “gas exp.” and “gas QM” data improve from their 4-point counterparts with mar-

ginal changes (<1˚). The “liquid MP2/4MM” 5-point model even has a slightly inferior accu-

racy compared with its 4-point model (error is 1˚ larger). Thus, adding more points beyond

Fig 9. Errors in reproducing the ab initio water dimer geometry by the rigid water models. Our models’ θ and φ angle errors

(reference values—θ0 = 57.9˚ and φ0 = 55.6˚—are from the benchmark ab initio calculation by Klopper et al. [39]) are represented

with blue and orange connected circles. In (a), (b) and (c) are the results of models built with gas exp., gas QM and liquid MP2/4MM

multipole moments (Table 1) respectively. Water dimers of TIP3P, OPC3 and OPC model are energy minimized with O-O distance

fixed at 2.91Å, and their angle errors in the dimers are shown as square, diamond and triangle respectively.

https://doi.org/10.1371/journal.pone.0224991.g009

Exploring optimization strategies for improving explicit water models

PLOS ONE | https://doi.org/10.1371/journal.pone.0224991 November 14, 2019 14 / 22

https://doi.org/10.1371/journal.pone.0224991.g009
https://doi.org/10.1371/journal.pone.0224991


n = 4, which increases the accuracy of reproducing multipole moments, n-point rigid models

still cannot improve much from what a 4-point model can already do. As seen from Fig 9, all

of the above conclusions are independent of the specific reference multipole set used.

Limited optimal 3-point polarizable model—only polarizability optimized

One obvious physical feature missing from rigid n-point water models is electronic polarizabil-

ity [29, 49, 57–62]. This missing physics may be the reason why there is little, if any, improve-

ment in the accuracy of the rigid model in reproducing water dimer as n is increased beyond

n = 4, Fig 9. How much of an accuracy improvement can be achieved by adding the missing

polarizability to the model? To answer this question, we compare two different approaches of

improving rigid water models.

So far, in the rigid models we built, the geometry and point charge values are optimized

(with OPCA method [37], by varying the monomer dipole moment of the water model) specif-

ically for water dimer to compensate the missing gas-to-condensed-phase polarization. Now,

we add polarizability to a 3-point model, whose monomer multipole moments (including the

dipole) fit the reference for the monomer, then optimize the added polarizability against water

dimer to the same standard—error of dimer total dipole moment smaller than 0.1%. This way,

an apple-to-apple comparison is established between the two approaches to improve a rigid

water model: 1) adding the missing physics of electronic polarizability; 2) compensating for its

absence by optimizing the electrostatics. Either approach has only one parameter for optimiza-

tion so they are competing on a level field.

Parameters of the resulting polarizable model are shown in Table 3. The accuracy of the

resulting 3-point limited optimal polarizable model is compared to that of our rigid models in

Fig 10.

As illustrated in Fig 10, this limited globally optimal 3-point polarizable model has *5˚

smaller total angle error than the 3-point rigid model. This means that under the same optimi-

zation standard, adding and optimizing polarizability (while keeping the monomer dipole

moment fixed to its gas phase value) is more beneficial than compensating the lack of polariza-

tion by only optimizing the dipole moment of the rigid model.

Moreover, because the monomer dipole moment is fixed to the gas phase value in this lim-

ited optimization process, the resulting polarizable model reproduces correct gas phase multi-

pole moments when in gas phase, unlike rigid models whose dipole moment is changed for

condensed phase optimization. Also, the optimized polarizability is 0.94Å3, 35% lower, but still

qualitatively similar to the gas phase experimental value—1.44Å3.

However, this limited global optimal 3-point polarizable model is still inferior to the 4- and

5-point rigid models with quite a margin (*10˚ higher total angle error). Therefore, adding

polarizability alone cannot fix the defects of suboptimal electrostatics of a 3-point model.

With the computational cost in mind (in real simulations, 3-point polarizable model is even

slower than the corresponding 4-point rigid models), this result is not very satisfactory. It sug-

gests that the optimization protocol in which the fixed-charge base model is ignored and only

polarizability is optimized has significant limitations.

Globally optimal 3-point polarizable model—Both the polarizability and

the “rigid base” are optimized

So far, we have focused on purely conceptual questions about water models’ limitations in

reproducing liquid water, mimicked here by water dimer. In practical MD simulations, water

models are mostly used to simulate the solvent in liquid phase. Therefore from practical per-

spective of water model design, we do not have to keep the rigid base of a polarizable model
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unoptimized. Also, the results of the limited optimal 3-point polarizable model make it clear

that only optimizing polarizability is not sufficient to improve a water model’s accuracy

beyond the rigid n-point model’s limitations. Therefore, here we build a globally optimal

3-point polarizable model, in which two parts are both optimized for the water dimer scenario:

the geometry and point charge values of the rigid base (through OPCA [37], varying the

monomer dipole); and the polarizability introduced by the Drude oscillator.

As discussed in “Methods” section, under the same optimization standard (reproducing

dimer total dipole) a polarizable model has one more degree of freedom—the added polariz-

ability—than the rigid models. By optimizing both its rigid base and its polarizability, we are

utilizing this additional degree of freedom afforded by the polarizable model. In other words,

Fig 10. Absolute errors of the two key angles (θ and φ, Fig 2) in a water dimer made of rigid or Drude polarizable model

molecules. These errors are calculated with reference to the ab initio calculation values (θ0 = 57.9˚, φ0 = 55.6˚) [38, 39]. Results of the

3, 4 and 5-point rigid water model dimers are built based on the “gas exp.” reference (Table 1), same with the polarizable models.

https://doi.org/10.1371/journal.pone.0224991.g010
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this 3-point polarizable model is optimized with two parameters: polarizability(α) and gas

phase monomer dipole moment(μ). The result is shown in Fig 10. In comparison with the 3, 4,

5-point rigid models and the limited optimal polarizable model, this globally optimal polariz-

able model’s result is shown along side with them as the rightmost column.

With both polarizability and gas phase monomer dipole moment optimized, the dimer

geometry error of this fully optimal polarizable model shows a significant improvement from

the limited optimal polarizable model, and is more accurate than the corresponding 4- and

5-point rigid models—the φ error is very close to zero and the θ error is at the same level or

smaller than that of all other models. Not only the accuracy of the globally optimal polarizable

model is considerably higher than that of all rigid models and the other limited optimal polariz-

able model, it is worth noting that this globally optimal polarizable model has a gas phase

monomer dipole moment of 1.7258D, not far from the gas phase experimental value of 1.86D.

The resulting polarizability is 2.29Å3, which is considerably larger than the experimental

1.44Å3. This deviation of the optimized polarizability value points to remaining deficiencies of

the specific polarizable water model, likely that the model is too simplistic or/and that other

physical effects not explicitly considered here (e.g. charge transfer) play a noticeable role. For

the 3-point polarizable water model optimized for water dimer, decreasing the monomer

dipole moment by 7% (from 1.86D to 1.7258D) resulted in a 144% polarizability increase (from

0.94Å3 to 2.29Å3). This implies that the water dimer properties are less sensitive to the model’s

polarizability than to its monomer dipole moment, which agrees with the study of Soetens and

Millot [63]. Although the water dimer properties are less sensitive to the water model’s polariz-

ability, the polarizability is still very important in improving the model’s accuracy, since a

3-point polarizable model outperforms a 5-point non-polarizable model by quite a margin.

The combined results show the full potential of a polarizable water model when properly

optimized. Under the same optimization standard (reproducing dimer total dipole) and with

the additional degree of freedom utilized, the 3-point polarizable model outperforms 3, 4 and

even 5-point rigid models by achieving the smallest error in reproducing water dimer geome-

try, while still having electrostatic properties in gas phase close to experimental values. At the

same time, even this globally optimal polarizable model is not perfect.

Conclusion

In order to study possible novel avenues for optimization strategies aimed at improving accu-

racy of explicit water models for biomolecular simulations, different “toy” water models were

constructed and examined with respect to their ability to reproduce properties of water

dimer—a mimic of the condensed state of water. Specifically, we constructed rigid models

with 3, 4 and 5 points, and two different 3-point polarizable models with a single Drude parti-

cle to mimic electronic polarizability The models were built to match reference multipole

moments, including ab-initio, and were then optimized to reproduce, as closely as possible,

the total dipole moment of water dimer. The ability of the models to reproduce the water

dimer geometry was used as the metric of the model accuracy.

First, we conclude that optimizing the “electrostatics” (charge distribution) alone can

deliver high accuracy of the water model: the geometry of the resulting water dimer is essen-

tially within 5˚ of the ab initio reference, this remaining error is almost half of the reported

experimental error margin (±10˚) on the dimer geometry. Not unexpectedly, the resulting

water models show smaller errors than the existing models (TIP3P, OPC3, OPC), which were

optimized for liquid water instead of the water dimer. This result reinforces the notion that

optimizing electrostatics is key to water model quality, and an “electrostatically globally opti-

mal” water model can be quite accurate.
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Second, we conclude that for rigid n-point water models, increasing the number of interac-

tion points from n = 3 to n = 4 can easily bring better accuracy, while by further increasing n
from 4 to 5 only a marginal improvement can be achieved. Considering the steep increase with

n of the computational cost associated with performing simulations based on n-point water

model, a very convincing justification is needed for renewed efforts to build rigid water models

with 5 or even more point charges. Justification for such models may need to be based on

expected or demonstrated improvements in specific areas, e.g. where the possibility that non-

planarity of a water models may be critical, such as phase transition between ice and liquid

water that TIP5P model has a melting point much closer to experiment than most 4-point

models [64]. The above conclusions are robust to the specific type—out of three different

ones—of the reference multipole set used to build the models.

Next, we have investigated the effect of adding electronic polarizability to the rigid base

model. Our first exercise was aimed at quantifying how much extra accuracy one can gain by

having a dedicated mechanism (Drude model) to account for the polarizability. To make an

apples-to-apples comparison, we compared two optimization options that employed just one

adjustable parameter. The first option is the method we already applied to build our rigid mod-

els where point charge placements are adjusted to compensate for the polarizability in an aver-

age sense; the second option is to add and optimize polarizability of the Drude oscillator

without changing the rigid “base” model. The second option bears similarity to optimization

strategies used in practice to construct Drude polarizable models. The same reference multi-

pole moments and dimer geometry accuracy metric were used in both options. The results

show that for the same 3-point “base”, having the dedicated polarizability component does

achieve a better accuracy than the purely rigid model, which is an argument in favor of polariz-

able models, despite their extra complexity. At the same time, the accuracy of this limited opti-

mal 3-point polarizable model falls significantly short of the optimal 4-point rigid non-

polarizable model. Apparently, the correct physics added to the rigid model via electronic

polarizability is mostly “wasted” on correcting the deficiencies of the 3-point “base” model.

To reveal full potential of polarizable models, we have explored a 3-point polarizable model

in which both the base charge distribution and the polarizability are globally optimized simul-

taneously—to the best of our knowledge, this strategy has not yet been used to build existing

polarizable models used in practical simulations. The resulting truly globally optimal 3-point

polarizable model easily outperforms 4- and 5-point globally optimal rigid models. Not only

that the globally optimal polarizable model is more accurate in reproducing the water dimer,

its unpolarized monomer dipole moment (1.7258D) is quite close to the correct gas phase

value (1.86D), indicating that the model is a decent mimic for both the condensed phase and

gas phase of water.

We stress that all of the water models developed in this work are not intended for use in

actual atomistic simulations. Instead, these “toys” models serve only one purpose—to compare

various model optimization strategies on the same footing and suggest avenues to consider for

future practical optimization efforts to improve realistic water models. In the future, we plan

to build and explore a truly electrostatically globally optimal polarizable model, following the

over-all optimization strategy outlined in this work.

Supporting information

S1 Protocol. AMBER files for each water model we built in this study. Water dimer minimi-

zation results and input files that can be used for reproducing the results are included.
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