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ABSTRACT: Single-molecule measurements show that many
proteins, lacking any redox cofactors, nonetheless exhibit electrical
conductance on the order of a nanosiemen over 10 nm distances,
implying that electrons can transit an entire protein in less than a
nanosecond when subject to a potential difference of less than 1 V.
This is puzzling because, for fast transport (i.e., a free energy
barrier of zero), the hopping rate is determined by the
reorganization energy of approximately 0.8 eV, and this sets the
time scale of a single hop to at least 1 μs. Furthermore, the Fermi
energies of typical metal electrodes are far removed from the
energies required for sequential oxidation and reduction of the
aromatic residues of the protein, which should further reduce the hopping current. Here, we combine all-atom molecular dynamics
(MD) simulations of non-redox-active proteins (consensus tetratricopeptide repeats) with an electron transfer theory to
demonstrate a molecular mechanism that can account for the unexpectedly fast electron transport. According to our MD
simulations, the reorganization energy produced by the energy shift on charging (the Stokes shift) is close to the conventional value
of 0.8 eV. However, the non-ergodic sampling of molecular configurations by the protein results in reaction-reorganization energies,
extracted directly from the distribution of the electrostatic energy fluctuations, that are only ∼0.2 eV, which is small enough to
enable long-range conductivity, without invoking quantum coherent transport. Using the MD values of the reorganization energies,
we calculate a current decay with distance that is in agreement with experiment.
KEYWORDS: electron transport, molecular dynamics, single-molecule conductance, reorganization energy, molecular electronics,
break junctions

■ INTRODUCTION
Proteins participating in the energy chains of biology (photo-
synthesis and respiration1 and other enzymatic reactions) have
to change the oxidation state of their active sites. Since amino
acids are mostly redox-inactive, the prevailing dogma in the field
is that changes in the oxidation state are achieved by utilizing
redox-active cofactors intercalated into the protein fold.
However, proteins that do not contain any redox cofactors are
quite conductive,2,3 challenging the view that the amino acids
are redox-inactive. This possibility has been considered in
studies of electron relays in proteins4−8 where protein residues
effectively act as semiconductor elements to facilitate the
exchange of electrons between active sites. This conductivity
mechanism adds versatility to redox-active enzymes because
direct tunneling in biology is limited to ∼1.4 nm.9 If protein
residues conduct, can they do so on the time scales of an
enzymatic turnover and can the observed long electronic decay
lengths be accounted for?

It is often suggested that the barrier required for the electron
to reach the tunneling configuration to hop between the
localization sites is described by Marcus theory10 with a
“universal” protein reorganization energy9 λ of ∼ 0.8 eV and a

reaction free energy ΔG. The latter should be close to zero for
hops between equal residues, in which case the barrier is mostly
determined by the magnitude of λ. Some dependence of the
tunneling probability on the bridging medium was found,11 but
the experimental distinctions between intervening media are not
yet sufficient to allow for selection of specific tunneling pathways
through particular amino acid residues. These two components,
a fairly large and uniform reorganization energy, and the lack of
knowledge of a specific tunneling path, are obstacles for
calculating the conductivity occurring via hops between
aromatic residues (mostly tryptophans, tyrosines, and histi-
dines7,12). In particular, the rates of individual hops are not
sufficiently high to allow for a hopping conductivity of the
magnitude observed experimentally.2,3,13,14
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The conductance of single protein molecules can be measured
directly, provided that chemical contacts are utilized to inject
charge,2 and a summary of one such set of measurements3 for a
series of linear proteins (consensus tetratricopeptide repeat�
CTPR�proteins) is given in Figure 1. These proteins consist of
a two-helix motif that is readily concatenated via recombinant
techniques to form oligomers of a controlled length. The
measured single molecule resistance is ∼1 GΩ over a distance of
15 nm, fairly typical of many non-redox-active proteins.2 This
equates to a current of 0.1 nA at a bias of 0.1 V or about one
electron passing from one contact to the other every ns. In
contrast, an estimate (cf. eq 5) of the hopping time for a
characteristic 0.6 nm distance with λ = 0.8 eV yields a time
between hops of ∼1 μs, 3 orders of magnitude too slow for even
a single hop. Eshel et al.15 have pointed out that similar problems
arise in an analysis of OmcS bacterial wires�specifically that in
order to account for the measured conductivity, a reorganization
energy of below 0.2 eV and a fast diffusion constant (∼20 nm2/
ns) are required.

A second problem lies in the electrochemical potential
dependence of the conductance.16 This is measured either by
changing electrode materials (to change the Fermi energy) or by
changing the surface polarization of a given metal under
electrochemical potential control.16 The conductance measured
by either method shows a sharp maximum at ∼300 mV vs the
normal hydrogen electrode, NHE (Figure 1e). This is quite
different from the ∼1 V vs NHE required to oxidize tyrosine and
tryptophan.17,18 As we shall show, these challenges are largely
resolved with the appropriate treatment of the reorganization
energy.

Below, we describe the required modification to Marcus
theory, then use all-atom molecular dynamics (MD) simulations
to calculate the effective reorganization energy for charge
transfers among the aromatic residues of CTPR monomers and
dimers, and calculate the relative displacements of these
residues, in order to calculate the hopping rates. A kinetic
Monte Carlo simulation of the carrier diffusion, taken together
with a model for charge injection, correctly accounts for the
observed current decay with distance.
Modifications to Marcus Theory
Here, we use the approach of Warshel19 who amended the
Marcus picture of crossing parabolas by specifying the energy
gap X between the donor and acceptor energies of the electron
as the reaction coordinate. The probability of reaching the
tunneling configuration,X = 0, is given by Gaussian statistics as a
consequence of long-range electrostatics of the electron
interacting with many particles in the medium (i.e., the central
limit theorem). The combination of the Gaussian distribution of
the reaction coordinate X with the fluctuation−dissipation
theorem (FDT)20,21 leads to a specific connection between the
separation of distribution maxima in the initial and final states
(the Stokes-shift reorganization energy, λSt22) and the Gaussian
width, = k T2X B , specified by the Marcus reorganization
energy λ. The Marcus theory utilizes this connection to establish
a single reorganization energy for electron transfer λSt = λ.

This simplification leads to the activation barrier for hopping
electron transfer ΔG† in terms of the two parameters, the
reorganization energy λ and the reaction free energy ΔG

= +†G
G( )

4

2

(1)

Figure 1. Experimental single-molecule conductance as a function of length of linear proteins. (a) Five CTPR proteins differing by the number of the
repeat units as listed below the images. (b) Schematic of a scanning tunneling microscopy (STM) measurement of protein conductance. Cysteines
(red dots) at the N- and C- termini form contacts between the protein and the metal electrodes. (c) Electrical current versus electrode voltage
difference. Examples of recordings from 3 different CTPR8 molecules are shown. Many such recordings yield a distribution of single-molecule
resistances. (d) Most probable resistance of a CTPR protein versus its length. The resistance does not increase linearly with L but rather as L2 (red line)
with an intercept of 0.22 GΩ. (Data from ref 3). (e) Molecular conductance depends on charge injection potential, as controlled by the Fermi energies
of the metals used (black squares) or by changing surface polarization under potential control (open circles)�data (from ref 16) are for streptavidin
(SA) in both cases. Stars indicate data for CTPR8, the protein considered here (data from ref 3). For both proteins, the conductance has a maximum at
about 300 mV vs the normal hydrogen electrode, NHE, (green arrow), well removed from the oxidation potentials of tyrosine and tryptophan at ∼1 V
vs NHE (red arrow).
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While the Gaussian distribution of the energy gap is a general
consequence of statistics of many interacting particles, the
application of the FDT to the statistics of the energy gap requires
a Gibbsian ensemble based on the assumption that all “essential”
configurations are accessible by the protein thermal bath on the
reaction time scale. This is often not the case for a solvated
protein, as the thermal bath, and many configurations are not
accessible, either because they require times that are too long to
be reached or they are thermodynamically unstable (e.g., protein
unfolding) or geometrically prohibited by closely packed folded
protein. Overall, a folded protein is a frustrated (glassy23)
medium with many dynamical and geometrical constraints
imposed on the configurations coupled to the reaction
coordinate. These frustrations lead to a non-Gibbsian statistics
of thermal fluctuations and to violations of the FDT.22 When
sampling is incomplete (non-ergodic), the direct correspond-
ence between λSt and λ is broken. In particular, the parabolas
connecting the free energy distributions to X can be broader
(solid lines in Figure 2a) than predicted by Marcus theory
(dashed lines in Figure 2a), leading to an effective (reaction)
reorganization energy22,24

= ( )r
St 2

(2)

that replaces the Marcus λ in eq 1. Simulations of electron
transfer between redox cofactors in electron-transfer proteins
showed λSt < λ, and thus, there is a lower barrier for hopping
electron transfer than suggested in the Marcus frame-
work.22,24−29 Low activation barriers achieved through λr < λ
can potentially lead to sufficiently fast hops between aromatic
residues, thus forming conductivity relays for protein electron
transfer.5,6 However, the required inequality λSt < λ has been
established only for protein cofactors,22,27,30,31 and it remains
unclear if the inequality also applies to hopping conductivity
through aromatic residues. According to our MD simulations
(described below), a significant reduction of the activation
barrier is indeed achieved for electron hops between tyrosine
and tryptophan residues due to ⟨λSt/λ⟩ ≈ 0.4. This ratio also

enters the non-ergodic reaction free energy which is modified
from the thermodynamic value ΔG0 to

=G G( / )St
0 (3)

Taking the ratio of the reorganization energies into account,
the non-equilibrium redox potential of the tyrosines and
tryptophans approaches the experimentally determine value of
∼300 mV vs NHE, Figure 1e.

The next important question is how individual random hops
of charge carriers combine to generate the overall current and
how the protein conductivity scales with the distance between
the points of charge injection connected to external electrodes.
The experimental data3 summarized in Figure 1 (and data from
other experiments14,32) show a very slow decrease of
conductivity with the size of the protein. Previous studies
suggested that this weak scaling reflects coherent tunneling of
electrons through the entire protein.33,34 This proposal is
controversial,35 an issue we return to in the discussion.

Here, we propose that conductivity in proteins lacking redox
cofactors can be explained by random hopping of charge carriers
over the network of tyrosines and tryptophans (Figure 2b) upon
injection of the charge carriers at the electrode contact sites. The
conductivity of redox-inactive proteins is mostly determined by
the chemistry of the contact,2 and the externally imposed bias is
dropped largely at the contacts. The random walk does not
involve a significant external driving force, so the dependence of
conductivity on the protein size is determined by the hopping
sites involved and the hopping rates. We develop a quantitative
theory using all-atom simulations to calculate the electrostatic
energy fluctuations of donor and acceptor sites in the initial and
final states, thus deriving the effective reorganization energies
and the free energies for the various hops between multiple pairs
of aromatic residues located within the Dutton radius9 (1.4 nm).
The effective reorganization energies are used to calculate the
hopping rates, from which a diffusion constant is derived, via a
set of Monte Carlo simulations, leading to calculation of the
experimentally observed quantities.

Figure 2. Hopping mechanism. (a) Schematic free energy diagram of a donor (D)−acceptor (A) pair as a function of the electrostatic potential
difference X between the states before (“1”) and after (“2”) a charge transfer. The potential difference between the free energy minima is twice the
Stokes shift for optical transitions, λSt. Tunneling transitions occur where the parabolas intersect (green box). In Marcus theory, λSt also determines the
width of the parabolas (dashed lines) through the fluctuation−dissipation theorem. However, when electron transfer is fast compared to the thermal
equilibration time, the width of the parabolas (solid lines) is no longer determined by λSt and must be explicitly calculated from the distribution of
energy fluctuations, leading to a reduced reorganization energy, λr, with a corresponding reduction in the barrier for electron transfer (compare the
crossing point of the solid parabolas vs the crossing point of the dashed parabolas). (b) Hopping occurs via aromatic residues. Two repeat units of
CTPR protein are shown with tyrosines and tryptophans highlighted (numbering includes an N-terminal tail). The arrow shows one of the many paths
through the two turns of protein, with W35 as the entry point and Y89 as the exit. (c) Residues participating in the charge shift reaction change their
oxidation state as illustrated (D = electron donor and A = electron acceptor).
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Extracting Local Hopping Rates from Molecular Dynamics
Simulations

A CTPR8 protein contains a total of 60 aromatic residues, out of
which 52 are tyrosines and 8 are tryptophans. The protein
consists of eight two-helix repeat units with each unit containing
34 amino acids in length and containing 6 tyrosines and 1
tryptophan (two such units − excluding the N- and C- terminal
sequences − are shown in Figure 2b). We hypothesized that,
during the charge transfer, these residues are oxidized to their
cationic free radical states (Figure 2c). We probed this
possibility by conducting all-atom MD simulations of the
protein having the aromatic residues in their neutral and
oxidized states and using the fluctuations of the residues’
electrostatic energy to compute the rate of inter-residue electron
transfer. We assume that the residues remain protonated during
charge transfer because deprotonation is a slower process than
the sub-nanosecond charge transfer times calculated here36,37

(although sub-nanosecond deprotonation of tryptophan has
been reported for the special case of DNA photolyases,38

deprotonation of oxidized tryptophans occurs on the time scale
of ∼200 ns39,40). However, should deprotonation of tyrosine
occur, unpublished calculations of the electron transfer rate in a
mutated azurin show that rates are not affected.

Figure 3a,b illustrates two all-atom systems used to probe a
transfer of an electron from residue Y77 to Y43. In the initial
state of the hopping process (Figure 3a), Y43 is in its oxidized
state, whereas Y77 is charge neutral. At the end of the hopping
process, Y77 is oxidized and Y43 is neutral (a Franck−Condon
transition not altering the nuclear positions is shown in Figure
3a,b). To evaluate the rate of electron transfer, we computed
equilibrium fluctuations of the electrostatic energy gap

=X t q( ) i i i, where the sum runs over all atoms of the

two residues accepting or donating an electron,
=q q qi i i

final initial is the change of the partial charge of
atom i upon transfer of the electron, and Φi is the local
electrostatic potential at atom i. Knowing the partial charges on
the oxidized forms of a tyrosine41 and a tryptophan42 residue
(Tables S4 and S5), we determined the energy gap fluctuations
by performing a 0.75 μs equilibration of each system and
evaluating the instantaneous distribution of the electrostatic
potential every 10 ps using the PMEpot plug-in of VMD.43,44

Figure 3c plots the resulting X(t) data for the initial and the final
states of the Y77−Y43 transfer, whereas Figure 3d shows their
statistical distributions (calculated by distributing the X(t)
values into 25 equally sized bins within the range of the
function). The corresponding free-energy distributions of the
Y77−Y43 pair, obtained from the electrostatic energy gap
statistics as Gi = −kBT ln[Pi(X)], are shown in Figure 3e.

Electron transfer occurs at the point of crossing of these two
distributions (X = 0 in Figure 3e). The variance of the
distribution yields λ from λ = σX2/2kBT. For this particular D−A
pair, the full width of the X distribution is ∼0.5 eV, yielding σ ∼
0.24 eV and λ ∼ 1.15 eV. Thus, the free-energy parabolas are
wider than the Stokes shift (λSt ∼ 0.52 eV Figure 3d) would
predict. For this particular transfer reaction, eq 2 yields λr = 0.24
eV, substantially less than the value derived either from the
Stokes shift or from the distribution variance.

Similar calculations (see the Methods section) were carried
out for all pairs of aromatic residues within the Dutton radius
(1.4 nm edge-to-edge distance, as calculated from MD
trajectories) within two repeat units, which, together with the
periodicity of the CTPR8 protein, encompassed all likely
electron transfer paths. Test simulations carried out for
equivalent pairs of residues from different protein units have

Figure 3. MD simulations of the electrostatic energy gap produced by a charge transfer process. (a) All-atom simulation system representing the initial
state of the Y77-to-Y43 charge transfer process, with Y43 being positively charged (oxidized) and Y77 being electrically neutral. (b) Final state of the
Y77-to-Y43 Franck−Condon charge transfer, with Y43 being neutral and Y77 being positively charged. (c) Energy gap fluctuations at Y43 (X1) and
Y77 (X2). The black traces indicate 10 ns block average of the 10 ps sampled raw data. (d) Electrostatic energy probability distributions for the
positively charged Y43 (triangles) and positively charged Y77 (circles). The separation between the distributions’ peaks is 2λSt. (e) Free energy as a
function of the donor−acceptor electrostatic energy gap: the intersection at X = 0 defines the transition state.
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explicitly verified the convergence of our rate calculations,
Figure S1. Thus, taking the repeat structure of the protein into
account, we only needed to calculate the activation energies for
residue pairs within one protein unit and between the two
adjacent units.

Figure 4a,b shows cumulative averages of the MD-determined
reorganization energy values for a representative Y−Y and W−Y
residue pair. Note here that λ1 (orange trace) is for the D−A+

state and λ2 (green trace) is for the D+−A state (defined in
Figure 2c). In either configuration, λ is the solvation-free energy
of the electron transfer dipole, which is “−” on the acceptor and
“+” on the donor. Since the charge distribution is the same, λ is
expected to be the same in both states and indeed λ1 ≈ λ2. The
average of the two values is used in what follows.

The distribution of λr values, computed according to eq 2, is
plotted in Figure 4c. The modal number extracted from our
simulations was 0.2 eV. A list of the values of λSt, λvar, ΔG, λr, and
edge-to-edge distances for all interacting pairs within a Dutton
radius is given in Table S1. As these simulations employed a non-
polarizable force field, they neglected possible contributions of
induced dipoles that would screen the electrostatic interactions,
leading to even further reduction of the reorganization energy.45

To account for such electronic screening, we introduced a
correction factor of 0.8,46 as discussed in detail in the Supporting
Information. The correction factor was applied to both λSt and λ,
yielding an even lower modal value of λr of 0.16 eV, substantially
smaller than 0.8 eV, a value commonly accepted for proteins.
The activation barrier (for ΔG = 0) is λr/4, so λr = 0.16 eV gives
an activation barrier of 40 meV, nearly equal to the kinetic
thermal energy (3/2)kT at room temperature. Overall, these
data yield an average value for ⟨λSt/λ⟩ ≈ 0.4. Since the oxidation
potential of tyrosine and tryptophan in solution includes a
reorganization energy between 0.5 and 2 eV,17,18 the reduction
of reorganization energy in a protein-aqueous medium to 0.16
eV could account for the resonant injection of charge (Figure 1e
and eq 3) because the potential of the (non-equilibrium)

oxidized state will be shifted toward the vacuum by ∼0.7 eV.
Note that we have not included intramolecular reorganization
(of ∼0.2 eV45,47,48) because quantum intramolecular vibrations
do not contribute to the activation energy in the normal
regime47 (i.e., the driving force does not exceed the
reorganization energy).

Our calculation of the hopping rates proceeds as follows. The
charge transfer rate kET is given by

= +k g R k(1 ( ))ET
1

NA (4)

where the non-adiabatic transfer rate, kNA, is given by

=
†Ä

Ç

ÅÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑÑ
k

V
k T

R G
k T

exp
1
2

( )NA
DA
2

B
r

2 2

B (5)

and the activation barrier ΔG⧧is given by eq 1 in which λ is
replaced with λr, the reaction free energy is from eq 3, and the
equilibrium reaction free energy is zero for Y−Y pairs and −0.18
eV for Y−W pairs (Table S1). Furthermore, ⟨(δR)2⟩ is the
variance of the donor−acceptor center of mass distance. The
crossover parameter g(R) (see the Methods section and
Supporting Information, eqs S1−S7) accounts for solvent
dynamical control49 of the rate pre-exponential factor.50−52

The factor g(R) includes two dynamic components: the Stokes
shift of the energy gap X(t) and the donor−acceptor distance,
R(t), modulating the donor−acceptor electronic coupling
VDA.53 VDA decays exponentially with the donor−acceptor
edge-to-edge distance and is calculated here from the Hopfield
equation54

= i
k
jjj y

{
zzzV

N N
R

2.7 eV
exp

2DA
D A (6)

where R is the edge-to-edge distance (in nm�see Table S1) and
ND,A = 7 for a tyrosine and 9 for a tryptophan. γ/2 is the distance
decay parameter, equal to 7.7 nm−1.54 This approximation has
been extensively tested by Beratan and co-workers,55,56 and a

Figure 4. Calculation of reorganization energies. (a,b) Reorganization energies for a tyrosine−tyrosine (panel a) and a tyrosine−tryptophan (panel b)
electron transfer calculated as λ = σX2/(2kBT). The green and orange curves show cumulative average values of λ for the two charge shift reactions. The
two values should be equal, in principle, and hence, their average, λ, is used in subsequent calculations. The blue curve indicates λSt. As λ is substantially
greater than =, ( ) /St r St 2 is substantially smaller than λSt. (c) Distribution of λr values calculated for all pairs of aromatic residues located within the
Dutton radius of each other. The modal value of the distribution is 0.2 eV, four times smaller than 0.8 eV derived from the Stokes shift. (d) Distribution
of the hopping times calculated from the distributions of λr, the corresponding edge-to-edge donor−acceptor distances, and using the polarizability
adjusted reorganization energies. The modal time is ∼100 ps, consistent with the experimentally observed nA currents.
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comparison with ab initio calculations47,56 is given in Figure S5.
Taken together with the activation barriers obtained from the
MD simulations, these equations yield the hopping times for all
pairs within the Dutton radius in the protein, and the
distribution of these times is plotted in Figure 4d, and the
forward and backward rates are listed in Table S2.

Although the overall electric current is determined by the
carrier velocities and not by the transit times per se, the hopping
times of ∼0.1 ns (Figure 4d) are consistent with the nA currents
measured in these molecules and are much smaller than 1 μs
estimated for λ = 0.8 eV. The dynamical crossover parameter
g(R) ∝ VDA

2 gains its distance dependence from the electronic
coupling. Therefore, for g(R) > 1, the term VDA

2 cancels in eq 4
and the rate constant becomes insensitive to the electronic
coupling. Many electron hops fall in this regime of dynamical
control (Table S2): for instance, charge transfer between Y77
and Y43 shown in Figure 3 produces g ≈ 28. Because of a large
number of steps with g(R) > 1, the overall current is not
particularly sensitive to a specific model adopted for VDA. The
dynamical control introduces the dependence of the electron-
transfer kinetics on protein dynamics and elasticity which are
absent in traditional theories.
Calculation of Currents and Current Decay Rate from
Hopping Rates

The current through the molecule depends on both the diffusion
constant (obtained from hopping rates below) and the charge-
injection rate, for which a model is also required. The decay of
current with distance is described by a parameter that depends
on the electronic coupling between the electrodes and the entry/
exit residues, the size of those residues, and the diffusion
constant, as we will show below. The electronic coupling can be
estimated from the measured contact resistance and the known
size of the entry/exit residues, leaving the diffusion constant to
be determined.

A model of the electrode-protein system is shown in Figure 5a,
from which we derive an expression for the current through the
complex, below. Electrons are extracted from the residue closest
to the right (positive) electrode (2 on Figure 5a) and injected in
a similar way from the residue closest to the left (negative)
electrode (1 in Figure 5a). The experimentally determined
contact resistance (Figure 1d) is a significant fraction of the
overall resistance, particularly for the shorter molecules. The

fraction, K(L), of the applied bias dropped across the bulk of the
molecule was determined using an elementary circuit analysis,3

and a fit to K(L) is shown in Figure S2. However, even in the
longest molecules, where a significant fraction of the bias is
dropped across the protein, the applied field is small compared
to the internal fields within the protein (see, for example, Figure
4 of Martin et al.57). Thus, once injected, the charges diffuse
under the driving force of the carrier gradient owing to electron
injection at contact 1, until captured by contact 2, a process
characterized by the carrier diffusion constant.
Diffusion Constant

The diffusion constant connects the diffusion flux to the gradient
of the volume density of charge carriers in the macroscopic
Fick’s law. A one-dimensional Brownian walker stepping the
distance Δx in each step requiring time τ has the diffusion
constant D = (Δx)2/(2τ). The challenge of extending this
equation to carrier diffusion in the protein is that both the step
Δx and the hop time τ become distributed variables. The
problem is solved analytically by Derrida’s model58 which sets
up diffusion on a one-dimensional periodically replicated chain
of sites with fixed Δx and forward and backward transition rates
specified at each lattice site. This solution does not allow
distributed values of Δx and provides no algorithm for choosing
a path maximizing diffusion. The latter problem is resolved by
kinetic Monte Carlo (KMC), which generates multiple paths
through the network of Tyr and Trp residues and yields the time
of first passage between the injection and collection sites.
However, it does not provide a direct formalism for calculating
the diffusion coefficient. The ability of the carriers to transverse
the 3D protein over many alternative paths is an essential aspect
of the problem that has to be captured by a successful formalism.
In the absence of such a formulation, we adopted a somewhat
heuristic extension of the result for a Brownian walker (to which
Derrida’s model reduces for symmetric forward and backward
rates), calculating the diffusion constant in the form

=D
x( )

2

2

where both the step size Δx and the step time τ are stochastic
variables changing along the paths produced by KMC.
Specifically, τ is calculated as the waiting time on a given site.

Figure 5. Charge injection model of the current. (a) Electron is extracted at the right contact 2 (energy ϵF − eVb) at a rate kO
2 via the oxidation of the

closest aromatic residue. The oxidized state then diffuses, through a sequence of hops, within the body of the protein (dashed box, current density jd) to
be collected by the contact 1 on the left via reduction of the closest residue at a rate kR

1 . ϵF is the Fermi energy of the electrodes,Vb is the applied bias, η is
the potential drop at the contacts, and ϕref is the potential of the electrodes with respect to a reference electrode. The arrows show the direction of
electron motion. K(L) is the experimentally determined fraction of the bias that is dropped across the bulk of the protein (Figure S2). (b) Calculated
current−voltage dependences for L = 10 nm (black) and L = 15 nm (red) where the current is expressed in units of the saturation current I0. The curves
are linear in the ±200 mV range (blue box), as observed in the experiments (Figure 1c). (c) Calculated resistance vs length (red line) fit experimental
data (squares) with I0 = 5.5 nA, and the parameter a = 3.8 (see the text for details). The non-linearity arises from the combination of the distance
dependence of hopping diffusional current with the length-dependent potential drop across the contacts. Fits were to conductance data, which
weighted the lower resistance points.
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In the limit of a single path, this result reduces to Deridda’s
calculation, where the average is now for the sites along the path.
In the KMC formulation, the average was taken along a given
path, with the most probable value of diffusion constant given by
the peak of the distribution calculated for all paths.

The calculation is set up using the hopping rates and center-
of-mass distances (Table S2) for all aromatic pairs within a
Dutton radius in two repeats of the CTPR unit. We use two
repeats so as to include the hops between neighboring repeats
(cf., Figure 2b). As shown in Figure S1, the properties of longer
proteins are captured via translational symmetry.

Using the data listed in Table S2, a graph was constructed with
edges that represent the hopping rates, with two edges between
each pair of residues, one representing the forward hopping rate
and the second representing the backward hopping rate.
Electron hopping MC simulations were run until the electron
reached the exit residue, with the value ofDi calculated at the ith
hop from the residence time, τi, and the center of mass hopping
distance Δxi. On completion of the passage, an average of these
values is stored (eqs S17−S21).

In the experiments, N- and C-terminal cysteines were
incorporated into the proteins in order to form defined chemical
contacts to the electrodes. Examination of the structure (Figure
2b) shows that C- terminal injection or extraction is only likely at
Y89.

Injection at the N-terminal can occur at W35 (the closest
residue in sequence to the N terminus) or Y36 which is at almost
the same through-space edge-to-edge distance (0.9 nm) from
the cysteine (W35 is 1 nm through-space edge-to-edge distance
from the cysteine). We have therefore calculated the distribution
of D values for paths that start or end on either of these residues
(the inclusion of backward and forward hops captures diffusion
in either direction). 100,000 simulations were run for each set of
paths, and the distributions of D are shown in Figure 6a (W35
path) and 6b (Y36 path). The corresponding most probable D
values are 22.1 and 22.8 nm2/ns.

As a check on this heuristic approach, we used the Derrida
formalism58 to calculate values for two limiting cases. In one
case, we chose a single path that maximized forward rates (which
is not the same as maximizing the diffusion constant) and
calculated the corresponding diffusion constant (this path
illustrated in Figure 2b). The calculation was carried out
following eqs S13 and S14 using the rates shown in Table S3
(the final hop that closes the loop as required for the Derrida
theory is Y89 to W35, equivalent to Y89 to W103 owing to
translational symmetry�Figure S1). For this path, we obtain D
= 3.06 nm2/ns, an order of magnitude less than the multiple-
path value obtained from the KMC calculations. An alternative
approach, using the Derrida theory, is to find all the paths that

connect the entry and exit, to calculate the corresponding D
values for each, and then summing them on the assumption that
each path adds a current proportional to its corresponding D.
The obvious fault with this approach is that paths are allowed to
overlap�i.e., this approach allows a given site to be multiply
oxidized (which is energetically highly unlikely). This will yield
an overestimate ofD. We find 433 such paths connecting Y36 to
Y89 for which the total D = 578 nm2/ns, an order of magnitude
larger than the value obtained from the MC calculations. These
two limiting cases bound the results of the MC simulations,
indicating that our heuristic calculation of D from KMC is likely
of the correct order of magnitude.
Charge Injection

We assume charge injection into a single site for which the
injection and recombination rates depend only on the potential
drop at the contacts, η (Figure 5a), and the electronic coupling
between the electrodes and the entry and exit sites, assumed, for
simplicity, to be the same, Δ eV, at each contact. Using empirical
data to calculate η (Figure S2) and expressions for the injection
rates (eq S15) solved for stationary conditions (eqs S14−S16)
results in the following expression for the contact conductance
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Evaluating this expression for λr = 0.16 eV and a measured
contact conductance of 4.55 nS (1/220 MΩ) yields Δ = 5 ×
10−6 eV. This coupling has also been evaluated for electron
transfer from an electrode to cytochrome c supported on a
hydrocarbon monolayer using electrochemical data, yielding, in
that case,59 Δ = 1.4 × 10−6 eV, similar enough to the value for Δ
obtained from eq 7 to imply that the fitted value is not entirely
arbitrary.
Stationary Current

The stationary current through the protein can be written in
terms of the fraction of oxidized states at each contact ni and the
diffusion flux jd of charge carriers through the protein with ni
satisfying the following current balance conditions

+ =

+ + =

n k c n k c J

n k c n k c J

(1 ) 0

(1 ) 0

1 R
1

s 1 O
1

s d

2 R
2

s 2 O
2

s d (8)

where Jd = −D·∂xρ(x) is the diffusional flux due to the gradient
of the bulk number density ρ(x) and D is the diffusion constant
calculated above. Expressing the rates kR

1,2 and kO
1,2 (eq S15) in

the dimensionless form leads to

Figure 6. Distribution of diffusion constant values for paths that connect W35 and Y89 (a) and Y36 and Y89 (b) calculated via a kinetic Monte Carlo
algorithm. Fitting with Gamma distribution functions (dashed lines) yields most probable values ofD = 22.1 nm2/ns for the W35 paths and 22.8 nm2/
ns for the Y36 paths.
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= [ ]J J a
L

n n/d 0 2 1 (9)

where J0 = csΔ/ℏ = Δ/(ℏS) and S is the contact area. The
saturation current is given by I0 = eJ0S = eΔ/ℏ ≈ 1.2 nA (using Δ
= 5 × 10−6 eV). The dimensionless parameter a is given by

=a
D

2 (10)

Here, δ is the size of the entry/exit residue (adopted as 0.96 nm,
representative of the two residues). With the values of D
calculated above (22.1−22.8 nm2/ns), we obtain a = 3.12−3.22.
Eqs 8 and 9 can be solved for n1 and n2 to produce the diffusive
current of holes and the corresponding conductivity
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where k1 = kO(η) + kR(η) and k2 = kO(−η) + kR(−η), as
calculated from eqs S14, and = L/ .

Equation 11 provides the solution for the stationary current
through the protein
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where the dependence of η on Vb and is given in the caption of
Figure S2. Figure 5b plots I V

I
( , )b

0
vsVb for two protein lengths (10

and 15 nm). With I0 ≈ 1.2 nA (as calculated from the contact
resistance above), the calculated I−V curves are of the same
magnitude as the examples given in Figure 1c and feature a linear
regime in the ±200 mV range as observed experimentally.

The resistance as a function of is given by
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The conductivity R−1 was fitted to the experimental data, and
the fit and data (squares) are shown as a function of resistance in
Figure 5c to allow comparison with Figure 1d. The best fit
parameter a = 3.8, close to the values (3.12−3.22) calculated
above, showing that the present approach correctly predicts the
current decay with distance. In a previous experimental work,3

the non-linear dependence of the molecular resistance on length
was hypothesized to be intrinsic to the diffusion process. The
analysis presented here predicts an inherently linear depend-
ence, as it must be, given that the current is proportional to the
carrier velocity, i.e., the ratio of diffusion time to molecular
length. The observed non-linearity is mostly accounted for by
the dependence of the potential distribution on the length of the
molecule.

The absolute magnitude of the current is determined by I0
which was calculated to be 1.2 nA via the estimate of the
electronic coupling constant, Δ, a parameter that the decay rate
(eq 10) also depends on. This estimate is based on the
assumption of equal resistance of two contacts which can be
merged into one residue to calculate the contact resistance. The

fit to the resistance data (which are based on the peak of the
distributions obtained from many current−voltage curves) is
based instead on evaluating the diffusive current in eqs 9 and 12
and required I0 = 5.5 nA, ∼4× the value obtained from Δ, but
nonetheless surprisingly close, given the limitations of the
contact model. Thus, while the absolute values of current
depend on the fitted parameter Δ, its value is not entirely
arbitrary, being consistent with a value obtained from electro-
chemical measurements.59

The rather precise agreement between the calculated decay
rate a = 3.12−3.22 and the value obtained from experimental
data (a = 3.8) is probably fortuitous, given both the lack of an
exact theory for the diffusion process and other approximations
used here: the force fields employed in MD are non-polarizable
and thus neglect screening of charges by induced molecular
dipoles. An indication that this can cause minor inconsistencies
is the fact that the mean ratio ⟨λSt/λ⟩ ≈ 0.4 is somewhat higher
than ≈0.3 from comparing eq 3 with the position of the
conductance peak in Figure 1e. Dynamical heterogeneity, in
particular, at sites closer to the protein−water interface can lead
to faster dynamics and, correspondingly, to lower g(R), as shown
in eq 4. Despite these limitations, the present theory
demonstrates how long-range hopping is enabled through a
reduced reorganization energy owing to non-ergodicity. The
theory accurately predicts the decay of current with the length of
the proteins and fits the absolute magnitude of current with a
reasonable value for the coupling constant, Δ.
Limitations of the Present Model

Delocalized valence-band orbitals have been offered as an
alternative explanation for long-range conductance in dry multi-
heme proteins, where it is proposed that the transmission is via
direct tunneling across the whole protein with a very small
effective decay constant.60,61 In the case of the multiheme wires,
OmcS62 and OmcZ,63 a small shift in heme−heme separation
causes a thousand-fold change in conductance, suggestive of
significant delocalization effects or changes in contact resistance.
The timescales of localized medium vibrations and charge
tunneling, ℏ/V, overlap in the protein studied here (see below)
likely trapping the charge at the hopping sites and limiting
quantum coherence and delocalization. Our simulations extend
only to the sub-microsecond time scale, not reaching into the
timescale of the protein motions that occur over many
microseconds. These slower relaxations are the source of the
non-ergodicity because, as the simulations show, charge transfer
occurs on the ns or shorter timescales. In order to investigate the
involvement of faster relaxations, we calculated the Stokes-shift
loss spectrum64,65 from the Stokes-shift dynamics generated by
the simulations (Figure S6). The figure shows that most of the
relaxation of electrostatic interactions occurs on a time-scale
shorter than the reaction time, which is consistent with the
Stokes-shift integral relaxation time of 20 ps. However, the faster
reaction rates cut through the relaxation peak of the slower
relaxation process. In order to treat this process correctly, a full
propagation of quantum-mechanical population and medium
dynamics is needed (as done, for example, in a recent treatment
of DNA photolyase45). Such simulations are presently limited by
time scales much shorter than those required to sample the
statistics of the energy-gap reaction coordinate. We expect some
reduction of the effective reorganization energy through a
dynamic non-ergodicity parameter that corrects for the reduced
range of frequencies
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From the spectrum shown in Figure S6, we obtain f na ≃ 0.85
for k = 1 ns−1 and f na ≃ 0.75 for k = 10 ns−1. However, the
dynamic non-ergodicity parameter should multiply both λSt and
λ, and thus, λr (eq 2) should be replaced with f na·λr. Given these
estimates, our results for the reaction reorganization energy are
most likely upper bound values. Since we have not calculated the
Stokes shift dynamics for all hops, this formalism cannot be
consistently applied to all calculated conductivity steps.

■ CONCLUSIONS
The key result of this work is that proteins that do not contain
redox cofactors, but that have an adequate density of aromatic
residues, can support long-range and rapid hopping of electrons,
with implications for the role of aromatic amino acids in
facilitating charge transport. The same reduction of reorganiza-
tion energy that accounts for this long-range transport also
largely accounts for the alignment of the non-equilibrium charge
shift states with the Fermi energy of some noble metals,
important for the use of proteins as bioelectronic components.
The reorganization energy (corrected for electronic screening)
appropriate to non-equilibrium oxidation states of tyrosine and
tryptophan, ∼0.16 eV, is significantly smaller than the Marcus
reorganization energy derived from the Stokes shift (∼0.8 eV).
This reduced reorganization energy corresponds to a barrier (for
ΔG = 0) of 40 meV, which is close to available kinetic thermal
energy (3/2)kT. This reduction of reorganization energy has
previously been demonstrated for charge transfer between
cofactors22,24,25,27,30,31 and is now extended to the aromatic
amino acids. Even in the case of proteins rich in cofactors, the
origin of the required reduction in reorganization energy
remains obscure,15 so it is interesting to note that a
reorganization energy below 0.2 eV and a fast diffusion constant
(>20 nm2/ns), the conditions required for fast transport in
OmcS proteins, are obtained in the present case for transport in
a protein that lacks any redox cofactors. In addition, this
reduction of the reorganization energy provides a plausible
explanation for the fact that the current-carrying states appear to
be some 700 mV closer to the vacuum (i.e., at 300 mV vs NHE)
than would be expected from the equilibrium oxidation
potentials of tyrosine and tryptophan (1 V vs NHE). Although
we have fitted the current−voltage curves using a parameter, Δ,
derived from the measured contact resistance, the value
obtained for Δ is of the same order of magnitude for this
coupling parameter as derived from electrochemical data for
another protein, indicating that our model yields the correct
order of magnitude for the absolute currents.

■ METHODS

MD Protocols
All MD simulations were performed using NAMD266 periodic
boundary conditions, the CHARMM36 force field67 for the protein,
and the TIP3P model68 for water. Van der Waals and short-range
electrostatic forces were evaluated using a 1.2 nm cutoff, whereas long-
range electrostatic forces were evaluated using the particle mesh Ewald
method computed over a 0.12 nm-spaced grid.43 The initial
equilibration of the CTPR8 system was performed using a 2 fs time
step. Simulations of the CTPR8 systems containing an oxidized residue
were performed using a 4 fs integration time step and the hydrogen
mass repartition scheme.44 Results were consistent with calculations
using a 2 fs step and the standard hydrogen mass. The equilibration
simulations were performed in the constant number of particles,

pressure (1 bar), and temperature (310 K) ensemble maintained using
a Langevin dynamics thermostat and the Nose−Hoover Langevin
pressure control.69,70 Visualization and analysis were performed using
VMD.43

MD Simulations of CTPR8 Systems
The atomic coordinates of a CTPR8 protein were taken from the
published crystal structure.71 To reproduce the protein construct used
in experiment,3 the N and C termini of the protein were extended by 31
and 18 amino acids, respectively, both terminating with a cysteine
residue. The partially folded structure of the N-terminal addition was
generated using the Iterative Threading ASSEmbly Refinement (I-
TASSER) server (Zhang lab, University of Michigan) and its default
parameters,72 and the C-terminal addition was assumed to be
disordered. The resulting atomic model of the experimental CTPR8
protein is provided in the Supporting Information, CTPR8-Cys.pdb.
Missing hydrogen atoms were added to the protein using the psfgen
plugin of VMD. The protein was immersed in a 8.0 × 8.6 × 7.1 nm3 pre-
equilibrated volume of water using the Solvate Plugin of VMD.73

Potassium and chloride ions were added using the Autoionize plugin to
produce 150 mM KCl solution. The system was minimized using the
conjugate gradient method for 100 steps, which was followed by a 500
ns equilibration run. During the first 25 ns of the equilibration, the Cα
atoms of the protein were restrained to their initial coordinates using
harmonic potentials with a force constant of 100 kcal/(mol nm2). The
microscopic configuration of the CTPR8 system obtained at the end of
the 500 ns equilibration was used to construct thirteen CTPR8 systems
each containing a different tryptophan or tyrosine residue in its oxidized
state. These tyrosine and tryptophan residues were assumed to be
oxidized to their cationic free radical state, carrying an overall charge of
one proton. The partial charges of an oxidized tyrosine or an oxidized
tryptophan residue were taken from previous semi-empirical35 and
quantum mechanics/molecular mechanics (QM/MM)41 calculations,
respectively. The patches used to oxidize the residues are provided in
the Supporting Information (oxidize_Y.txt and oxidize_W.txt), and the
values of the partial charges are listed in Tables S4 and S5. Each system
containing an oxidized residue was then equilibrated for 750 ns. Atomic
coordinates were saved every 10 ps.
Calculation of the Electrostatic Potential at the Active
Residue
To calculate the energy-gap trajectory, we evaluated the electrostatic
potentials at the location of the atoms of the redox-active residue every
10 ps using the method43 implemented in the PMEpot Plugin of VMD.

The resulting electrostatic potentials Φj at the location of atoms j
(atoms whose charge changes during the charge transition) were
extracted from the MD simulation of the oxidized and reduced residues.
The electrostatic (Coulomb) component of the donor−acceptor
energy gap was calculated as

= +X q q
j

j j
j

j j
C D A

(14)

where Δqja = qja,red − qja,ox are differences of atomic charges in the
reduced and oxidized states of the donor, a = D, and acceptor, a = A,
moieties.

The Stokes-shift reorganization energy is given by the difference of
average values of the energy gap in the initial and final charge-transfer
states

= X X2 St
1 2 (15)

The average ⟨X⟩1 was calculated from MD simulation of the reduced
donor and reduced acceptor, whereas ⟨X⟩2 was calculated from MD
simulation of the oxidized donor and oxidized acceptor (see Figure 2c
for the reaction diagram). The variance reorganization energy λ was
determined as the mean of the energy-gap variances λi = σX,i

2/2kBT: λ =
(λ1 + λ2)/2. The hopping rates (Table S2) were calculated according to
eqs 4 and 5.
Evaluation of the Dynamic Crossover Parameter g
The parameter g is given by49
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where ΔG⧧ is given by eq 1 in which λ is replaced with λr and the
reaction free energy is from eq 3, σX2 = 2kBTλ, and τX and τR are the
relaxation times of the Stokes-shift dynamics and of the donor−
acceptor distance, respectively. The integrated relaxation times τX,R
were calculated using the time correlation functions from MD (Figures
S3 and S4 and eqs S6 and S7).
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