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Many emerging and reemerging viruses, such as rabies, SARS, Marburg, and Ebola have bat populations

as disease reservoirs. Understanding the spillover from bats to humans and other animals, and the

associated health risks requires an analysis of the disease dynamics in bat populations. Traditional

compartmental epizootic models, which are relatively easy to implement and analyze, usually impose

unrealistic aggregation assumptions about disease-related structure and depend on parameters that

frequently are not measurable in field conditions. We propose a novel combination of computational

and adaptive modeling approaches that address the maintenance of emerging diseases in bat colonies

through individual (intra-host) models of the response of the host to a viral challenge. The dynamics of

the individual models are used to define survival, susceptibility and transmission conditions relevant to

epizootics as well as to develop and parametrize models of the disease evolution into uniform and

diverse populations. Applications of the proposed approach to modeling the effects of immunological

heterogeneity on the dynamics of bat rabies are presented.

& 2008 Elsevier Ltd. All rights reserved.
1. Introduction

During the past decade many bat species (Order Chiroptera)
have been suggested as reservoirs of different emerging and
reemerging viral diseases. Since its emergence in 2002, the
SARS-like viruses was discovered by two research groups
(Li et al., 2005; Lau et al., 2005) in several species of horseshoe
bats (genus Rhinolophus) in southern China. Confirmed high levels
of seroprevalence suggest that bats may be natural reservoirs for
SARS-like coronaviruses. Independently, Poon et al. (2005) report
the identification of a novel bat coronavirus, with high preva-
lence in fecal and respiratory samples from three bat species
(Miniopterus spp.) in Hong Kong. Coronavirus RNA was detected in
six of 28 fecal specimens from bats in the Rocky Mountain region
(Dominguez et al., 2007). The first recorded human outbreak of
Ebola virus was in 1976, but a natural reservoir of this virus
remains unsubstantiated. Bats have been proposed as potential
reservoirs based on circumstantial evidence such as geographic
distribution of viral variants and the association between bats and
other groups of viruses. Ebola virus specific antibodies have been
identified in blood samples from bat species (Hypsignathus

monstrosus, Epomops franqueti, and Myonycteris torquata) in
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central Africa (Leroy et al., 2005). In addition, several species of
African fruit bats are the only mammals except humans and apes
from which RNA of highly pathogenic filoviruses, such as Ebola
(Leroy et al., 2005) and Marburg (Swanepoel et al., 2007) have
been detected. Outbreaks of the closely related Nipah and Hendra
viruses in Malaysia and Australia have been also connected to
specific bat species (Pteropus) (Chua et al., 2002; Breed et al.,
2006). Although these viruses have not been isolated from bat
tissues, virus-neutralizing antibodies have been detected in 14
different bat species (Johara et al., 2001).

Rabies is the most studied viral disease associated with bats.
After the initial discovery of bat rabies in the early 1900s, cases of
rabid bats have been reported throughout most of North, Central
and South America including all 48 contiguous states of the US
and the District of Columbia (Brass, 1994) and in most bat species
that have been adequately sampled (Constantine, 1979). More
than 90% of human cases in the US during the last 50 years have
been attributed to bats. The literature on rabies in the US suggests
that rabies is enzootic in some bat species, including Brazilian
free-tailed bats (Tadarida brasiliensis), and the disease ecology in
those species is characterized by relatively low prevalence of the
virus, which varies from less than 1% to 4% (Constantine, 1967;
Constantine et al., 1968; Dean et al., 1960; Girard et al., 1965;
Steece and Altenbach, 1989) and much higher prevalence of rabies
virus-neutralizing antibodies at levels of 65% or more (Burns and
Farinacci, 1955; Steece and Altenbach, 1989).

Accurate assessment of the health risks associated with the
above agents and other infectious diseases with probable
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Fig. 1. Adaptive epizootic modeling.
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reservoirs in bat populations is not possible without a detailed
understanding of the disease dynamics in bats. It is surprising
that despite the persistence of different infectious pathogens in
bats, population extinctions and massive individual die-offs are
uncommon (Pybus et al., 1986), while in other mammalian species
significant mortality is well documented. Some of the rare
collapses in bat colonies remain unresolved and usually are
attributed to non-disease related causes, such as adverse weather
or pesticide poisoning (Burns and Farinacci, 1955; Clark and Shore,
2001). Physiological stress has been suggested as a factor that may
reduce individual fitness, lead to immunosuppression, and
contribute to population die-offs (Constantine, 1967; Constantine
et al., 1968).

Disproportion between the high level of seropositivity and low
levels of prevalence and disease-related mortality documented
in all of the mentioned diseases suggests the possibility of
asymptomatic infections. Support for the existence of a subclinical
state is provided by a recent report of experimentally infected
vampire bats shedding virus in saliva without evidence of virus in
brain tissue (Aguilar-Setien et al., 2005), but these results must be
interpreted with caution because several aspects of the study are
inconsistent (Kuzmin and Rupprecht, 2007). The significance of
those subclinical infections for transmission of rabies virus in bats
remains unknown.

In this paper we propose a new class of adaptive epizootic
models (AEMs) as a tool to provide descriptive and predictive
analysis of the disease ecology in bat populations. Our theoretical
approach emphasizes the variation in the intra-host viral
dynamics driven by individual diversity. The specificity of the
disease dynamics is captured through application of adaptive
transmission, infectivity and mortality mechanisms at the inter-
host level. Our AEM implementation focuses on the variation in
immune characteristics of the individuals in bat populations and
on pathogen dose-dependence exposure and infectivity. Although
motivated by our rabies project, the proposed modeling approach
represents a general theoretical framework that can be adapted to
other infectious diseases in bats and in other wildlife.

The paper is organized as follows: In Section 2 we present the
theoretical framework for modeling viral diseases in bats. In
Section 3 we develop an AEM based on the immune system
response and its application to bat rabies. We indicate roles of the
immune heterogeneity of bat colonies in its influence on the
disease ecology in Section 4.
2. Theoretical framework

The development of infectious diseases in wild populations is
often simulated and analyzed by traditional compartmental
epizootic models, which are defined by classes of individuals
aggregated with respect to the infection (susceptible, exposed,
infectious, recovered). These SEIR models assume constant
population parameters, such as contact rates, transmission rates,
and death rates that represent average values over the population.
Such parameter values are extremely difficult to measure in field
conditions and consequently are estimated indirectly based on
additional assumptions about field data. Resulting non-AEMs
represent dynamics of the viral infection but require static
parameter values in time. This approach does not allow the
influences of the environmental factors or influences of disease
evolution on population parameters to be analyzed. Equally
significant is that the effects on the disease dynamics of the
individual differences in susceptibility, immune response effi-
ciency, transmission ability, and subsequent chances of survival
cannot be investigated. Therefore, the heterogeneity of the
population, which plays an important role in determining the
outcome of a viral invasion also needs to be incorporated into the
disease dynamics through adaptive modeling techniques. In this
section we introduce a multi-level theoretical approach for
modeling viral diseases in bats that is founded upon the
individual characteristics of bats. The interactions between
modeling components at individual and population levels shown
in Fig. 1 can be adapted to different viral infections through
disease-specific mechanisms and processes (DMP). A description
of each component of the conceptual model follows:

Individual (intra-host) models (IM) represent the response of the
host to a virus challenge through delineation of the dynamics of
the concentrations of the virus and components of the host
systems that are involved in interactions with the agent. This
broad formulation allows for putting emphasis on disease-specific
physiological, biochemical, or biophysical mechanisms through
different design techniques. It is important that the implemented
IM is able to prescribe all documented outcomes of an exposure to
the virus including progression of the disease, immunity, death,
subclinical and carrier stages. The design of an IM must be based
on and validated by experimental data from field studies and
laboratory infections. These models in combination with the
disease mechanisms and processes at the inter-host level form
the foundation of our modeling approach. The development of the
modeling components at the population level is intricately
connected to the dynamics of IM. The parameters of IM represent
individual characteristics and are used to introduce heterogeneity
in response to the infection at the population level.

DMP are critical parts of the theoretical framework in that they
describe the disease-specific abilities of the individuals to
contract, transmit and clear the virus as well as the disease-
related events that occur during effective contacts between naive
and diseased bats. Here a contact is an interaction that is sufficient
to provide opportunity for a viral transmission, while an effective
contact is a contact during which transmission occurs. An
effective contact results in a viral exposure. In contrast with the
IM which concentrates on the continuous process of interaction
between the host and the virus following a viral exposure, DMP
delineate specific moments of virus–host association including
times of exposure, transmission and clearance of the virus as well
as the time of possible disease-related death. The following DMP
establish connections between the intra-host and inter-host
disease dynamics. The susceptibility mechanism classifies the
individuals by their immune reaction to the virus. This mechan-
ism accounts for the immunological memory from previous
exposures as well as the strength and duration of the acquired
immunity. The infectivity mechanism determines how and when
an exposed individual becomes infectious or loses its infectivity.
This mechanism describes the effects of individual diversity
on the individual’s ability to suppress the viral proliferation after
a viral exposure. The transmission process determines viral
concentrations transmitted by an infectious bat during its
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contacts with other individuals. This process is affected by the
variability in the viral transfer caused by dynamic changes in viral
concentrations and by the differences in contact effectiveness. The
assimilation process determines the viral concentration that is
assimilated by a susceptible bat when it is exposed through a
contact with an infectious bat. This process is influenced by the
differences in the site of exposure, temperature and other
physiological and environmental factors. The recovery mechanism

describes the ability of the individual to clear the virus
completely. This mechanism specifies the physiological and
immunological effects of the viral exposure of the individual’s
life activities following the recovery, including the strength and
duration of the acquired immunity. These effects can be assessed
through analysis of the damage caused by the infection (Asa-
chenkov et al., 1994), or by establishing an explicit dependence of
the individual’s fitness and survival on its current viral concen-
tration (Antia and Lipsitch, 1997). The terminal mechanism

determines the combinations between viral concentration, im-
mune response, and physiological status that result in death. This
mechanism delineates the variability in the lifespan of infected
bats caused by the individual diversity implemented through
different dynamic representations of IM.

Ecotypic disease models (EDM) are used to investigate the
evolution of the viral infection in uniform populations which are
composed of a single ‘‘ecotype’’. The design of an EDM follows the
traditional aggregating approach by assuming that individuals
express identical characteristics, defined by a fixed set of
parameters for IM. The disease progression in individuals from
an ‘‘ecotypic’’ population exposed to the virus is governed by a
common IM. However, their intra-host dynamics depend on the
assimilated viral dose during a viral exposure. This dependence
introduces ‘‘parallel’’ structure in the compartmental diagram of
EDM as an epizootic model. In addition, the disease-related
parameters of each EDM are estimated based on the dynamics of
IM and the predefined DMP. This approach has two major
advantages. First, the necessity of highly aggregating data to
compute average population parameters is avoided. Second, the
traditional assumption that these parameters remain constant
throughout the infection is relaxed in that the parameters are
functions of the population adaptivity to the viral invasion.

Demographic disease models (DDM) represent the evolution
of the viral infection in heterogeneous populations. Population
diversity is expressed through variation in selected individual
characteristics associated with ‘‘structural’’ parameters of the IM.
Those ‘‘structural’’ parameters are identified by their biological
significance as determined through experimental data or by their
influence on dynamical properties of the IM as determined by
sensitivity analysis of the IM. DDMs are structured by continuous,
discrete or network integration of multiple EDMs, which cover the
full spectrum of realistic sets of ‘‘structural’’ parameters. The
disease-related parameters of each DDM are estimated based on
the dynamics of IM and the predefined DMP. DDMs provide
environments to analyze the effects of the disease on the population
dynamics as well as the dynamical changes in the population profile
with respect to selected individual characteristics.

The generality of the proposed conceptual framework com-
bined with the adaptivity of its modeling components allows for
development of disease- and species-specific AEMs that integrate
experimental data at the individual level and yield predictions at
the population level.
3. Adaptive modeling of bat rabies

In this section we present an application of the multi-level
theoretical approach to rabies in bats. This modeling effort is a
part of an integrated project that includes field and laboratory
studies to analyze rabies virus exposure, infection and transmis-
sion in natural populations of Brazilian free-tailed bats and Big
brown bats (Eptesicus fuscus). The proposed AEM implementation
is motivated by and realistically extends the three-level modeling
setup previously developed (Dimitrov et al., 2007). We emphasize
the heterogeneity variations in immunological parameters that
determine different DMP and explore dependence of the survival,
susceptibility, and transmission on the initial viral dose. The
model illustrates the adaptivity of the conceptual framework
described in Section 2.

As a specific example of an IM we utilize the immune response

model (IRM) (Dimitrov et al., 2007) that represents the immune
response of the host to a viral challenge and models the estimated
dynamics of the concentrations of the virus and the components
of the adaptive immune system (B cells, T cells, virus-neutralizing
antibodies) involved in interactions with the antigen. The IRM has
the following form:

dB

dt
¼ a1 þ k1F14ðVÞF13ðTÞ � d1B,

dT

dt
¼ a2 þ k2F24ðVÞ � d2T ,

dA

dt
¼ k3BF32ðTÞ � p1AV � d3A,

dV

dt
¼ k4V 1�

V

K

� �
� p2AV , (1)

where B, T, A and V represent concentrations of B cells, T cells,
virus-neutralizing antibodies and the virus, respectively. The
constants ai and di are non-disease-related production and
mortality rates of the corresponding components, parameters p1

and p2 represent the removal rates of antibodies and virus,
respectively, through irreversible complex formations, while ki

describe the infection-related rates of production of antibodies, T
cells and B cells, as well as the maximum growth rate of the virus
in the host. The interactions between immune components are
modeled by Type IV sigmoid response functions FijðxÞ, defined by

FijðxÞ ¼
x2

y2
ij þ x2

, (2)

where yij is a threshold parameter measuring the stimulation
effect of the component j on the component i. Parameters of IRM
represent major immunological characteristics, such as the life-
span and rates of change of T cells, B cells, and antibodies, as well
as rates of activation of the immune mechanisms. The IRM
distinguishes the documented consequences of exposure to rabies
virus that include development of the disease, followed by death
or attainment of a subclinical stage, which results in development
of immunity (Fig. 2). The model expresses threshold behavior
with respect to the infective dose. A bat survives if it assimilates
an initial viral dose, which is less than its computed ‘‘survival
threshold value’’ (STV). The STV fluctuates during the course of
infection following the concentration changes of the immune
components. The STV also depends on the immunological
characteristics regulated by the parameters of the IRM.

The reappearance of the infection (Fig. 2b) at potentially
infectious levels that correspond to a long asymptomatic carrier
state was thoroughly investigated (Dimitrov et al., 2007).
However, the existence of such a carrier class is not well
documented in field studies nor validated in laboratory experi-
ments. Consequently, many rabies virologists do not accept this
paradigm. This modeling effort is focused on formulations which
do not support a carrier state by providing a mechanism that
allows the disease to manifest but the population does not go to
extinction. We assume that during the initial activation of its
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Fig. 2. Dynamics of the IRM for a bat with STV ¼ 3:32516 exposed to different viral concentrations. (a) Vð0Þ ¼ 3, (b) Vð0Þ ¼ 3:5, (c) transmission diagram.
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immune system the recovering host ultimately is able to clear the
virus which leads to development of a long-lasting immunity.

The parameter values in IRM are based on estimates from
previous publications (Chowdhury, 1993; Kaufman et al., 1985;
Kaufman and Thomas, 1987; Bona and Bonilla, 1996). More
importantly, they can be obtained by experimental infections in
laboratory conditions.

The DMP of rabies in this AEM introduce biologically
consistent dose-dependence and connect the transmission and
mortality mechanisms to the dynamics of the viral concentration
from the IRM. The following concepts and assumptions are novel
to this modeling approach:
�

Fig. 3. Diagram of immunotypic disease model with susceptible (S), removed (R),

and 5 distinct exposed ðEiÞ and infected ðIiÞ classes that illustrates how viral

exposures result in different level of virus assimilation leading to different

infectivity and mortality rates ðdiÞ. N is the total population size and b is the birth

rate.
(A1) Threshold-based infectivity: An exposed bat is assumed to
become infectious when its viral concentration exceeds a
predefined ‘‘transmission’’ level (Fig. 2c).
This mechanism explains the existence of an initial (incuba-
tion) period of rabies in bats infected in laboratory experi-
ments (Jackson et al., 2008) and its variation throughout the
population. During the incubation period the rabies virus
replicates within the host and is transported via the central
nervous system to the salivary glands. Bats surviving an
exposure to the virus can potentially become infectious as
demonstrated in (Aguilar-Setien et al., 2005) if their viral
concentration reaches the ‘‘transmission’’ level. Variations in
individual immune parameters and in the assimilated initial
viral doses affect the feasibility of achieving that level.

�
 (A2) Condition al transmission: Infectious bats transmit only the

viral load which exceeds the ‘‘transmission’’ level (Fig. 2c). All
contacts are assumed equally effective.

�
 (A3) Infective-dose-dependence: A naive bat exposed to a viral

concentration below the STV assimilates the nearest of n

different level doses.
This mechanism initiates ‘‘parallel’’ exposed classes
(Ej; j ¼ 1; . . . ;n) each of which expresses different intra-host
dynamics and periods of temporal infectivity. Similarly, a bat
exposed to viral concentration above the STV assimilates the
nearest of m level doses defining ‘‘parallel’’ infected classes
(Ij; j ¼ 1; . . . ;m). Bats in those classes also have different
infectious periods. The version of AEM illustrated below uses
five equally distant level doses below and above the STV.

�
 (A4) Complete immunity upon survival: Once initiated, the

immune system of the bats from the exposed classes Ej

becomes fully activated against rabies and they cannot be
reinfected. The survival of an exposure to rabies virus results in
long-lasting complete immunity.
This assumption mirrors the fact that most of those bats that
survive experimental inoculations do not succumb after
consecutive exposures to high viral concentrations even if they
are conducted after a long period of time (Jackson et al., 2008).

�
 (A5) Threshold-based mortality: Infected bats die when their

viral concentration reaches a predefined ‘‘lethal’’ level (Fig. 2c).
This modeling mechanism expresses the lifespan variation
observed during experimental infections.

Information about the lethal and transmission levels used in the
above mechanisms is not available in the literature. We estimate
these thresholds from existing data for the distribution of the
incubation period and the lifespan of the infected individuals
during experimental infections (Jackson et al., 2008).

At the ecotypic level (EDM), we develop an immunotypic

disease model (IDM) of a rabies virus infection in a immunologi-
cally homogeneous bat colony that we call an immunotype. Our
version of IDM (Fig. 3) derives from the dynamic predictions of
IRM and utilizes the disease mechanisms (A1–A5). The following
assumptions that represent findings about the life history of
colonial bats are employed in the model:
�
 (A6) Both genders are equally represented in the population.

�
 (A7) Newborn bats are introduced by birth pulses at the rate b

once per year and each is susceptible to the virus.

�
 (A8) The population suffers natural losses at rate d due to

dispersal and deaths unrelated to the disease.
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Using assumptions (A1)–(A8), the IDM takes the form in the
diagram of Fig. 3 and can be described by the following system of
differential and impulsive equations:

dS

dt
¼ �b1

Xm

k¼1

p̄k

SIk

N
� b1

Xn

k¼1

q̄k

SEk

N
� dS,

dEi

dt
¼ b1

Xm

k¼1

pki

SIk

N
þ b1

Xn

k¼1

qki

SEk

N
� ðgi þ dÞEi; i ¼ 1; . . . ;n

dIi

dt
¼ b1

Xm

k¼1

pk;iþn

SIk

N
þ b1

Xn

k¼1

qk;iþn

SEk

N
� ðdi þ dÞIi; i ¼ 1; . . . ;m,

dR

dt
¼
Xn

i¼1

giEi � dR,

Sð365tþÞ ¼ Sð365t�Þ þ bNð365t�Þ, (3)

where t is a positive integer, b1 represents the contact rate,
transmission coefficients pij and qij regulate the flow from the
susceptible class to exposed and infected classes following
contacts with bats from classes Ii and Ei, respectively, gi expresses
the transfer rate at which individuals leave Ei class with long-
lasting immunity, di is the rabies-related death rate for the
infected class Ii, and N stands for the size of the whole population.
Note that IDM considers separately the contact rate b1 from the
effective contact rates, which for interactions between classes S

and Ik are given by b1p̄k with p̄k ¼
Pnþm

i¼1 pki, and for interactions
between classes S and Ek are given by b1q̄k with q̄k ¼

Pnþm
i¼1 qki.

Standard non-AEMs do not have the dose-dependent exposed and
infective classes and use only effective contact rates that are not
directly measurable in the field. One major advantage of an IDM is
that it uses the contact rate b1 that can be estimated in natural
conditions while the transmission coefficients pij and qij as well as
the transfer rates gi and the mortality rates di are calculated based
on the dynamics of the IRM. They are associated with the
particular immunotype.

The computational procedure is influenced by the DMP,
introduced through assumptions (A1)–(A8) and could be sum-
marized as follows. First, the transfer rates (gi, i ¼ 1; . . . ;n) are
calculated as reciprocal values of the durations of the initial phase
of the intra-host infection predicted by the dynamics of the IRM
following exposure to a viral concentration in the range that
corresponds to the exposed class Ei. Second, the mortality rates (di,
i ¼ 1; . . . ;m) are calculated as reciprocal values of the lifespan
predicted by the dynamics of the IRM following exposure to a viral
concentration in the range that corresponds to the infected class Ii

and decreased by the natural loss rate d. Third, the transmission

coefficients (pij; i ¼ 1; . . . ;m, j ¼ 1; . . . ;nþm) are calculated by
computing probabilities that during a contact with an infected bat
from class Ii a naive individual assimilates a viral concentration in
the ranges which will transfer that bat to the exposed class Ej; j ¼

1; . . . ;n or the infected class Ij�n, j ¼ nþ 1; . . . ;nþm. These
probabilities are computed as portions of time during which the
viral concentration of the bats in Ii falls into the ranges that
correspond to different infected and exposed classes. Fig. 4a
illustrates the computational procedure for p13. The solid line
presents the viral concentration of bats from I1 in time, the dotted
line determines the level that corresponds to the STV while the
dashed lines are the level doses between the ‘‘transmission’’ and
the ‘‘ lethal’’ levels that separate the ranges that correspond
to different exposed and infected classes. The coefficient
p13 ¼ t13=tall, where t13 is the time period during which the viral
concentration remains in the range between EL3 and EL4 and tall is
the duration of the initial phase of the infection. Fourth, the
transmission coefficients (qij, i ¼ 1; . . . ;n, j ¼ 1; . . . ;nþm) are
calculated by computing probabilities that during a contact with
a bat from class Ei a naive individual assimilates a viral
concentration in the ranges which will transfer that bat to the
exposed class Ej; j ¼ 1; . . . ;n or the infected class Ij�n,
j ¼ nþ 1; . . . ;nþm. Fig. 4b illustrates the computational proce-
dure for q52. The solid line presents the viral concentration of bats
from E5 in time and q52 ¼ ðt

0
52 þ t0052Þ=tall, where t052 and t0052 are the

time periods during which the viral concentration remains in the
range between EL2 and EL3 while tall is the duration of the initial
phase of the infection. If the viral dynamics of the IRM that
corresponds to the class Ei does not reach the ‘‘transmission’’ level
then the bats from that class never become infectious and qij ¼ 0,
j ¼ 1; . . . ;nþm.

Simulations analyzing the introduction of the rabies virus into
populations composed of single immunotypes are presented in
Fig. 5. The disease dynamics are strongly influenced by the
strength of the bats’ immune system. We distinguish three
possible dynamic outcomes of an immunotypic exposure to
rabies. Here, a ‘‘recovering’’ population is able to eradicate the
disease, i.e., it asymptotically tends to a ‘‘naive’’ population
(Fig. 5c). An ‘‘endangered’’ population is not able to survive and
steadily declines in time (Fig. 5a and b). A ‘‘reservoir’’ population

survives and grows in time but it always includes a small number
of infected bats and a significant portion of removed bats (Fig. 5d).

The calculated parameter values of an IDM for one of the
simulated immunotypic populations are presented in Appendix B.
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Simulations in Fig. 5 show that an IDM (3) is able to represent the
observed dynamics of bat rabies which characterize persistence of
the infection with a significant portion of exposed and removed
individuals and an extremely low level of infected bats. The
persistence of the disease is possible even without the presence of
a long-lasting carrier state and it is driven by the dose-
dependence introduced in IDM.

The final stage of the AEM is the population disease model

(PDM) which investigates the rabies dynamics in an immunolo-
gically diverse bat population composed of 128 different
immunotypes. Each immunotype represents bats with the
same immune system governed by seven ‘‘structural’’ parameters
of the IRM (1). The parameter values are chosen by taking one
of two biologically relevant levels, low and high. The selection
of the ‘‘structural’’ parameters is a result of sensitivity analysis of
the IRM which determines the influence of each immune
characteristic on the individual’s ability to clear the rabies
infection successfully, i.e., its impact on the individual’s STV.
Variations in those characteristics affect the duration of the
incubation period, the immune activation process, and the
lifespan of the infected individuals. In this PDM implementation,
a variation of 10% from an average level is introduced in
each parameter (see Appendix A). Each immunotype j of PDM
with a total density Nj is divided into epizootic classes (Sj; Ej

i ,
i ¼ 1; . . . ;n; Ij

i , i ¼ 1; . . . ;m, Rj). The dynamics of the PDM is
described by a system of 128ðnþmþ 2Þ differential and 128
impulsive equations:

dSj

dt
¼ � b1

X128

l¼1

Xm
k¼1

p̄mðl�1Þþk

SjIl
k

N

� b1

X128

l¼1

Xn

k¼1

q̄nðl�1Þþk

SjEl
k

N
� dS; j ¼ 1; . . . ;128,

dEj
i

dt
¼ b1

X128

l¼1

Xm

k¼1

pmðl�1Þþk;ðnþmÞðj�1Þþi

SjIl
k

N

þ b1

X128

l¼1

Xn

k¼1

qnðl�1Þþk;ðnþmÞðj�1Þþi

SjEl
k

N
� ðgj

i þ dÞEj
i ,

j ¼ 1; . . . ;128; i ¼ 1; . . . ;n,
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dIj
i

dt
¼ b1

X128

l¼1

Xm
k¼1

pmðl�1Þþk;ðnþmÞðj�1Þþnþi

SjIl
k

N

þ b1

X128

l¼1

Xn

k¼1

qnðl�1Þþk;ðnþmÞðj�1Þþnþi

SjEl
k

N

� ðdj
i þ dÞIj

i; j ¼ 1; . . . ;128; i ¼ 1; . . . ;m,

dRj

dt
¼
Xn

i¼1

gj
iE

j
i � dRj; j ¼ 1; . . . ;128,

Sj
ð365tþÞ ¼ Sj

ð365t�Þ þ bNj
ð365t�Þ; j ¼ 1; . . . ;128. (4)

The birth mechanism of the PDM adds newborns through annual
birth pulses to the immunotypes of their mothers. Transmission
coefficients pij and qij, stored in matrices P and Q, regulate the flow
from the susceptible class to the exposed and infected classes of
each immunotype. A contact between bats from classes Sj and Il

k

results in effective transmission with a probability p̄mðl�1Þþk ¼Pnþm
i¼1 pmðl�1Þþk;ðnþmÞðj�1Þþi, where pmðl�1Þþk;ðnþmÞðj�1Þþi represent the

portion of the newly exposed individuals moving to the exposed
class Ej

i for ipn or the infected class Ij
i�n for i4n. Similarly, a

contact between bats from classes Sj and El
k results in effective

transmission with a probability q̄nðl�1Þþk ¼
Pnþm

i¼1 qnðl�1Þþk;ðnþmÞ

ðj� 1Þ þ i, where qnðl�1Þþk;ðnþmÞðj�1Þþi represent the portion of the
newly exposed individuals moving to the exposed class Ej

i for ipn

or the infected class Ij
i�n for i4n. Transmission coefficients pij and

qij are determined by the same procedure as indicated in the
description of the IDM, based on the dynamics of the IDM for the
different immunotypes and the rabies-specific DMP. The PDM also
incorporates the assumption that bats from all immunotypes
share a common ‘‘transmission’’ level, which results in equal
effective transmission rates of the interactions (Sj2Il

k,
j ¼ 1; . . . ;128) and (Sj2El

k, j ¼ 1; . . . ;128) that we denote with
p̄mðl�1Þþk and q̄mðl�1Þþk. The above properties of the transmission
coefficients lead to the following features of the matrices P and Q:

0p
Xnþm

i¼1

pmðl�1Þþk;i ¼ � � � ¼
Xnþm

i¼1

pmðl�1Þþk;ðj�1ÞðnþmÞþi

¼ � � � ¼
Xnþm

i¼1

pmðl�1Þþk;127ðnþmÞþi ¼ p̄mðl�1Þþkp1

for all k ¼ 1; . . . ;m; l ¼ 1; . . . ;128,

0p
Xnþm

i¼1

qnðl�1Þþk;i ¼ � � � ¼
Xnþm

i¼1

qnðl�1Þþk;ðj�1ÞðnþmÞþi

¼ � � � ¼
Xnþm

i¼1

qnðl�1Þþk;127ðnþmÞþi ¼ q̄nðl�1Þþkp1

for all k ¼ 1; . . . ;n; l ¼ 1; . . . ;128.

In Fig. 6 we simulate the introduction of a small number of
infected bats into a naive population of equally represented
immunotypes. The predicted dynamics are biologically relevant in
that they allow infected bats from a single immunotype to initiate
transfers from susceptible classes to all infected and exposed
classes. Introduced dose-dependent parallel structure and the
competitive coexistence of all three type of ecotypic sub-
populations (endangered, reservoir, and recovering) foster the
persistence of the infection without the presence of long-lasting
carriers. The simulations of the population dynamics show a
significant impact of the infection on the immunological profile of
the colony over a period of 50 years, even if the total population
size remains relatively stable. The AEM framework allows us to
examine the change in the population profile with respect to a
single ‘‘structural’’ parameter or a group of immunological
characteristics (Fig. 6c–f).
4. Results

In this section we use the AEM model of bat rabies to
investigate the influence of the immunological heterogeneity in
bat populations on the disease and population dynamics. We
consider several scenarios of rabies virus introduction into bat
colonies with different initial population profiles and compare the
resulting trends in the population size as well as the portions of
infected and exposed bats.

Effects of immunological heterogeneity: One of the main
motivations to develop an AEM based on the diversity of the
immune response comes from the serious differences in the intra-
host dynamics observed during experimental rabies infections.
Because the strength of the immune system of each individual bat
determines its chances of survival then the disease puts different
levels of pressure on each immunotype. The simulations of bat
rabies in colonies composed of single immunotypes clearly
distinguish three dynamical types of immunotypic populations
(Fig. 5). It is natural to expect that the introduction of the virus
into a heterogeneous population will initiate a dynamic process of
stressor selection eventually leading to a ‘‘survival of the fittest
immunotype’’. However, the results of our simulations predict an
alternative outcome. To illustrate the role of the immune response
variations we consider bat populations composed of two distinct
immunotypes and investigate how immune heterogeneity affects
the dynamics of each immunotypic subpopulation and the colony
as a whole. The graphs in Fig. 7 present AEM simulations of the
disease dynamics of bat colonies that consist of combinations of
Immunotypes #16, #113, and #125 as defined in Appendix A. The
comparison of those graphs to simulations from Fig. 5 shows that
the survival of the immunologically stronger immunotype is not
necessarily at the weaker immunotype’s expense. To the contrary,
an existing infection slows down the growth of the stronger
immunotype and improves the performance of the weaker
immunotype. This effect is particularly significant in the combi-
nation between Immunotypes #16 and #113 where the
‘‘endangered’’ subpopulation turns into a growing ‘‘reservoir’’
type when combined with a stronger ‘‘recovering’’ immunotype.
These unexpected dynamics can be explained by the frequency-
dependent transmission mechanism of the PDM (4). It implies
that after the introduction of the virus into a bi-immunotypic
population the portion of the colony belonging to the stronger
immunotype increases, the disease pressure on the weaker
subpopulation decreases and it is able to overcome the infection.
Conversely, the disease pressure on the stronger subpopulation
increases and therefore its growth slows compared to the
immunotypic population scenario. In addition, the portion of
exposed and infected bats is higher among the immunosup-
pressed subpopulation (Fig. 7b), which supports a hypothesis
(Constantine, 1988) that immunodeficient individuals maintain
rabies viruses in colonial bat populations.

Infectivity of surviving bats: The existence of an infectious
period of bats surviving rabies exposure was discussed (Echevar-
ria et al., 2001; Steece and Altenbach, 1989). However, the vast
majority of bat studies dismiss this possibility. A discussion was
recently reopened after some experimental infections resulted in
a temporal infectiousness tending toward survival (Aguilar-Setien
et al., 2005). An AEM allows us to analyze the effect of a possible
infectious period on the disease dynamics in immunologically
homogeneous and heterogeneous bat populations. For the
purpose of that analysis we consider two different versions of
the IDM (3) and the PDM (4).‘‘Full’’ versions, defined in Section 3



ARTICLE IN PRESS

0 2000 4000 6000 8000 10000 12000
0

2

4

6

8

10

12

14
x 104

x 104

x 104

Time (days)

P
op

ul
at

io
n 

di
st

rib
ut

io
n

total
susceptible
removed
infected

0 2000 4000 6000 8000 10000 12000
0

500

1000

1500

2000

2500

Time (days)

Imm16
Imm65
Imm113
Imm125

0 2000 4000 6000 8000 10000 12000
0

1

2

3

4

5

6

7

Time (days)

P
op

ul
at

io
n 

di
st

rib
ut

io
n

low level
high level

0 2000 4000 6000 8000 10000 12000
0

0.02

0.04

0.06

0.08

0.1

0.12

Time (days)

0 2000 4000 6000 8000 10000 12000
1

2

3

4

5

6

7

Time (days)

P
op

ul
at

io
n 

di
st

rib
ut

io
n

0 2000 4000 6000 8000 10000 12000
0

0.005

0.01

0.015

0.02

Time (days)

Im
m

un
ot

yp
e 

di
st

rib
ut

io
n

In
fe

ct
ed

 fr
ac

tio
ns

In
fe

ct
ed

 fr
ac

tio
ns

low level
high level

low level
high level

low level
high level

Fig. 6. Disease dynamics of an initial colony of equally represented immunotypes. (a) Sj
ð0Þ ¼ 1000, j ¼ 1; . . . ;127, S128

ð0Þ ¼ 990, I128
i ð0Þ ¼ 2, i ¼ 1; . . . ;5, (b) Sj

ð0Þ ¼ 1000,

j ¼ 1; . . . ;127, S128
ð0Þ ¼ 990, I128

i ð0Þ ¼ 2, i ¼ 1; . . . ;5, (c) population distribution with respect to the rate of antibody production k3, (d) infected portions in population

fractions with different rates of antibody production k3, (e) population distribution with respect to the immune activation parameter y32, (f) infected portions in population

fractions with different immune activation levels y32.

D.T. Dimitrov et al. / Journal of Theoretical Biology 255 (2008) 69–8076



ARTICLE IN PRESS

0 2000 4000 6000 8000 10000 12000
0

500

1000

1500

Time (days)

Im
m

un
ot

yp
es

Imm16
Imm113

0 2000 4000 6000 8000 10000 12000
0

0.005

0.01

0.015

0.02

Time (days)

0 2000 4000 6000 8000 10000 12000
0

100

200

300

400

500

600

Time (days)

Im
m

un
ot

yp
es

0 2000 4000 6000 8000 10000 12000
200

400

600

800

1000

1200

1400

1600

Time (days)

In
fe

ct
ed

 fr
ac

tio
ns

Im
m

un
ot

yp
es

Imm16
Imm113

Imm16
Imm125

Imm113
Imm125

Fig. 7. Dynamics of the profile of bi-immunotypic populations. (a) Sj
ð0Þ ¼ 495; Ij

ið0Þ ¼ 1; j ¼ 16;113; i ¼ 1; . . . ;5, (b) infected portions of the immunotypes from (a), (c)

Sj
ð0Þ ¼ 495; Ij

ið0Þ ¼ 1; j ¼ 16;125; i ¼ 1; . . . ;5, (d) Sj
ð0Þ ¼ 495; Ij

ið0Þ ¼ 1; j ¼ 113;125; i ¼ 1; . . . ;5.

D.T. Dimitrov et al. / Journal of Theoretical Biology 255 (2008) 69–80 77
assume that the recovering bats can go through a brief infectious
period while ‘‘subclinical’’ versions ignore the possibility that
exposed individuals are able to initiate effective contacts, i.e.,
assume that qij ¼ 0. The two implementations of the IDM are
identical for some ‘‘endangered’’ immunotypic populations, such
as the one based on Immunotype #16, because the viral concen-
trations of all exposed classes never reach the transmission
threshold. For some ‘‘recovering’’ immunotypic populations the
disease dynamics for both versions differ in their epizootic
distribution but do not express significant differences in the
population dynamics (Fig. 8a and b). These colonies are im-
munologically strong, most exposed bats recover, and the colonies
clear the disease after a short period. The temporal infectivity of
surviving bats has a much stronger effect on the ‘‘reservoir’’ and
some of the ‘‘endangered’’ populations. The comparison of
simulations of the ‘‘subclinical’’ IDM (Fig. 8c and d) for
immunotypic populations #65 and #125 with the corresponding
‘‘full’’ version simulations from Fig. 5b and c shows substantial
differences in the population dynamics. The additional infections
initiated by recovering bats do not increase the disease pressure
on the colonies. Conversely, populations benefit from these
infections which contribute mostly to the immunized portion of
the colonies. These effects do not change the qualitative disease
dynamics, in that the long term fate of those colonies remains
unaffected.

Fig. 8e and f compare the disease dynamics caused by the
introduction of the virus into heterogeneous populations simu-
lated with the ‘‘full’’ and ‘‘subclinical’’ PDMs. In addition to the
effects of the temporal infectivity of surviving bats on the
population dynamics we observe differences in the immunologi-
cal profile of the colony. Immunotypic subpopulations with
intermediate immunocompetence such as #65 and #125 benefit
from the increased amount of effective contacts because most of
the additionally exposed bats survive and develop immunity. The
growth of some subpopulations as a part of the population profile
is supported only by the ‘‘full’’ PDM. Based on the calculated
transmission coefficients qij the average portion of effective
transmissions caused by infectious recovering bats varies between
2% and 3% of all effective contacts. Our simulations show that
even at such low levels they have a serious impact on the disease
dynamics by increasing the immunocompetence of the exposed
colonies. This fact emphasizes the need for additional investiga-
tion of this hypothesis and its significance to the association
between rabies and bats.
5. Discussion

Mathematical modeling of viral infections in wild mammals
such as bats has often been handled in a way similar to infectious
diseases in humans or livestock. This fact underestimates the
significant differences in disease dynamics, transmission routes,
treatment mechanisms, and possible control strategies. One of the
main obstacles in our desire to understand the dynamics of bat
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Table A1
‘‘Structural’’ immunological parameters and their population levels

Parameters Basic level Low level¼basic

level�10%

High level¼basic

levelþ10%

# Name

1 k1 0.25 0.225 0.275

2 k2 0.25 0.225 0.275

3 k3 0.25 0.225 0.275

4 d1 0.1 0.09 0.11

5 d2 0.1 0.09 0.11

6 y12 1.0 0.9 1.1

7 y32 1.0 0.9 1.1
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diseases lays in the limited extent and the sporadic accessibility of
time sensitive information about exposure, transmission and
evolution of viral infections in natural habitats. The specifics of
bat lifestyles that often include large colony sizes and long-range
mobility make individual identification almost impossible and the
probability of consecutive encounters low. The theoretical
approach presented in this paper emphasizes the intra-host
disease dynamics and inter-host DMP that can be studied through
experimental infections in laboratory conditions and properly
planned field investigations. This approach consists of intercon-
nected components at both individual and population levels
adapted to the specifics of different viral infections. The applica-
tion of the proposed technique in modeling bat rabies highlights
the importance of the immunological heterogeneity and the
infective-dose-dependence to the persistence of the virus in bat
colonies. The IRM presents realistic intra-host dynamics, predicts
the possible outcomes for the individual bat, and allows for
experimental parametrization. The implemented disease mechan-
isms are biologically consistent in describing the variations in the
incubation period, the infectivity, and the lifespan of infected
bats. The disease processes of inter-host transmission and
assimilation produce an adaptive modeling environment for
investigation of experimentally suggested disease phenomena
such as the possibility of temporal infectivity of recovering bats.
The components at the population level (IDM and PDM) are
conceptually and computationally derived from the dynamic
predictions of IDM considered in the context of rabies-specific
DMP. They capture the observed population dynamics and
disease-related distribution from previous field studies. Moreover,
they represent novel theoretical tools for testing ecological
hypothesis related to the level of the immune diversity and
fluctuations in the immune response due to environmental or
physiological factors.

However, some of the modeling decisions in this paper
are motivated by more general reasoning about viral infections
in bats and other mammals or by the necessity of computational
cost optimization. Some limitations of our model at this stage
include both the greater complexity of the pathogens related to
outcome, as well as the potential role of non-acquired, innate
immunity. We fully concentrate on the adaptive immune system
because of its substantial role in protection against rabies (Hooper
et al., 1998) and because of the insufficient understanding of an
innate immune system in bats. However, these immune mechan-
isms are potentially important for the maintenance of a long-term
immunity in bats as suggested by experimental studies showing a
high survival rate of repeatedly infected bats with very low
antibody titers (Jackson et al., 2008). Therefore, in IRM and PDM
we assume that bats surviving an exposure to rabies virus develop
a long-term immunity. In addition to the action of the innate
functions, this long-term protection is supported through regular
consecutive effective contacts with infectious bats in natural
conditions which we do not model explicitly. We are currently
working on experimental and modeling designs to estimate the
duration of the acquired immunity and to investigate its effects on
the disease and population dynamics (Dimitrov and King, 2008).
Finally, our impulsive birth mechanism assumes that newborn
bats are susceptible to rabies virus and they inherit the
immunological characteristics of their mothers. Later modeling
formulations will consider the possibility of temporal post-natal
immunity indicated by some field studies (Shankar et al., 2004).
We are not aware of any detailed study that connects the
immunology of mothers and pups and we plan to include this
question in our future investigations. It is also reasonable at a
future stage to integrate host physiology in the proposed frame-
work by modeling the energetic cost of the immune functions and
the influence of the current physiological status on the immune
activation, especially as may be affected by anthropogenic stress.
A further approach involves validating models by testing
conformity of their predictions with field data from species such
as Big brown bats and Brazilian free-tailed bats where data on
exposure, colony size, contact rates, and indices of adaptive innate
immune response are becoming available.
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Appendix A. Immunotypic distribution

In this appendix we delineate characteristics of the immuno-
types are identified. The concept underlying the immunotypic
division is in different manifestation of several individual
immunological parameters from the IRM. These parameters
influence the abilities of the bats to survive exposures to rabies
virus, to develop immunity, and to transmit the virus through
contacts with other bats. The parameter values of ki, di, pi and yij

are selected from the ranges proposed previously (Chowdhury,
1993; Kaufman et al., 1985; Kaufman and Thomas, 1987), while ai

are taken from estimated production rates of B and T cells (Bona
and Bonilla, 1996).

The dynamic importance of each parameter is determined
through sensitivity analysis of IRM that estimates the influence
of each parameter on the individual’s STV. This analysis iden-
tified the characteristics listed in Table A1 as the most significant
for the variation of STV. Based on that we were able to rank
parameters influence in the following order: k3, d1, k1, k2, d2, y32,
and y12 with ki being positively correlated while di and yij being
negatively correlated with STV. The expression of those para-
meters in the population is assumed at two biologically relevant
levels, low and high, that differ by 10% from their basic values
(Table A1).

The PDM (4) consists of 128 immunotypes. The ‘‘structural’’
parameter values for Immunotype #N are determined as follows:

if
N � 1

27�i

� �
mod 2 ¼

0 then parðiÞ ¼ low;

1 then parðiÞ ¼ high:

(

Immunotypes defined in this manner express all combinations of
feasible parameter values. Individual’s STVs in such a hetero-
geneous population vary from 0.615473 in Immunotype 16 to
3.97759 in Immunotype 113.
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Appendix B. Transmission coefficients

Computation of the transmission coefficients as well as the
transfer and mortality rates of IDM and PDM based on the
dynamical predictions of IRM for each immunotypes is a major
part of the modeling setup. Here we present an example of the
calculated values of IDM for a single immunotype (Tables B1–B3).
The other parameter values used in simulations presented in Fig.
5–Fig.8 are b ¼ 0:4, b1 ¼ 0:2, and d ¼ 0:0008.
Table B1
Calculated transmission coefficients pij for Immunotype #113

0.0843 0.0958 0.1073 0.1341 0.1686 0.0536 0.0575 0.0651 0.0690 0.0728

0.1010 0.1111 0.1263 0.1414 0.1717 0.0455 0.0505 0.0505 0.0556 0.0556

0.1145 0.1265 0.1325 0.1446 0.1687 0.0482 0.0422 0.0482 0.0542 0.0482

0.1241 0.1310 0.1448 0.1517 0.1655 0.0414 0.0483 0.0483 0.0483 0.0483

0.1406 0.1406 0.1484 0.1563 0.1641 0.0469 0.0483 0.0483 0.0483 0.0483

Table B2
Calculated transmission coefficients qij for Immunotype #113

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0.1012 0.1360 0.2720 0.0945 0 0 0 0 0 0

Table B3

Calculated transfer rates gi and mortality rates di for Immunotype #113

gi 0.0140 0.0295 0.0283 0.0232 0.0158

di 0.0375 0.0497 0.0594 0.0682 0.0773
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