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ABSTRACT: The applicability and accuracy of isothermal
titration calorimetry (ITC) to investigate intermolecular
interactions in a high concentration domain applicable to
liquid−liquid extraction (LLX) was studied for acid−base
interactions. More accurate fits can be obtained using a
sequential binding mechanism compared to a single reaction
model, at the risk of finding a local minimum. Experiments with
0.24 M tri-n-octylamine (TOA) resulted in a residue of fit of
4.3% for the single reaction model, with a standard deviation σ
of 1.6% in the stoichiometry parameter n, 12% in the
complexation constant Kn,1, and 2.5% in the enthalpy ΔHn,1.
For the sequential model, σ was higher: 11% in K1,1, 26% in
Kn+1,1, and 12% in ΔHn+1,1. This study clearly showed that, at
higher concentrations (order of moles per liter), accurate parameter estimation is possible and parameter values are
concentration dependent. It is thus important to do ITC at the application concentration.

■ INTRODUCTION

Isothermal titration calorimetry (ITC), a technique to measure
thermal effects of intermolecular interactions, has been used in
several fields, most of them related to biomolecular research or
biochemistry.1−9 Protein-related interactions have been
studied in the majority of the published work,10−14 followed
by synthetic compounds, lipids/micelles, nucleic acids, and
carbohydrates.2 Although ITC was already applied in the
1970s to study interactions and hydrogen bonding between
(substituted) phenols and pyridine or picoline,15−18 wide
application of ITC to study binding interactions started with
the publication of Freire et al.19 in 1990, in which they
introduced ITC as an accurate method for this purpose. Ghai
et al.20 published in 2012 the last review in a yearly series
covering both ITC techniques and applied methods and data
analysis. Between 2011 and 2015 developments mainly
comprised interpretation and analysis of ITC data, focusing
on important assumptions and possible errors using both single
binding and multiple binding models.2 Although most of the
work published on ITC focuses on binding of biological
macromolecules, Falconer et al.2 also reviewed research on
synthetic molecules with more defined and less complex
interaction sites with, e.g., π−π interactions, cation−π
interactions, or anion−π interactions.2 All interactions were
measured at low concentrations ranging from micromoles per
liter to a few millimoles per liter.

In essence, in all reported application fields of ITC, it is key
to apply complementary techniques to analyze the nature of
the interactions responsible for the thermal effects measured in
ITC to fully interpret the data, e.g., interactions between
proteins and nanoparticles,11,12 where structural changes of
proteins are of importance to study toxicity and understand the
effect of nanoparticles on the proteins. By using ITC in
combination with other analytical methods (e.g., dynamic light
scattering (DLS), zeta-potential measurement, small-angle X-
ray scattering (SAXS), fluorescence spectroscopy, dynamic
force spectroscopy, quartz crystal microgravimetry), conforma-
tional changes in the protein can be studied.11,12 The
interactions of proteins with nanoparticles are often a
combination of effects, such as hydrogen bonds, van der
Waals interaction, and electrostatic interactions.11,12 Fox et
al.13 used ITC in combination with X-ray crystallography to
show that the interaction mechanism of anions with the
binding pocket of an anhydrase protein is based on ion-pair
formation. The combination of ITC with complementary
techniques to study the molecular nature of the effects that are
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directly measured by ITC was also suggested by Loh et al.21 for
surfactant aggregation and micelle formation.
Aggregation and micelle formation are also important

interactions when ionic liquids (ILs) are considered,14 and
the stability of the proteins in the presence of ILs could be
determined using ITC. However, the thermodynamic models
used for fitting the data of ITC are not fully developed for this
field, due to a complex system of agglomerates that is present
in these systems. Similar challenges occur for the study of ion-
coupled transport through membranes, in which the
membrane proteins are highly dynamic. Next to the dynamic
nature, complex allosteric interactions may occur.22,23 Allos-
teric effects are the responses of enzymes to interactions at
sites other than their active sites, changing their structures24

and adjusting their binding abilities. Positive cooperative
allosteric effects facilitate binding of more components,24 while
negative cooperativity decreases the ability to bind more
components.24 Freiburger et al.25 developed an approach based
on ITC, NMR, and circular dichroism by which the
mechanisms of allosteric effects of dimeric enzymes could be
studied in detail, focusing on simultaneous changes in the
conformation, folding, and binding of the enzymes, and they
suggest to always combine ITC with supplementary techniques
such as NMR or circular dichroism spectroscopy.26 For the
fitting model it has been suggested to obtain data over a range
of temperatures to improve accuracy. There is an analogy
between the allosteric effects in proteins and the interactions of
small molecules and complexes in liquid−liquid extraction,
since in both cases multiple effects are responsible for the
measured heat effects in ITC, and also for liquid extractions it
is possible that binding of one molecule to an extractant affects
the binding of a second molecule to the complex. Therefore,
also for the systems with much higher concentrations, as
studied for liquid−liquid extraction (LLX), it is to aid the
model development with complementary techniques. Here,
well-known systems have been selected for which the types of
interaction have been reported.27,28

ITC analysis for higher concentration domains was shown
by Cuypers et al.,29,30 who studied interactions of phenols and
thiophenols with phosphine oxide and phosphate extractants,29

and N-oxides.30 The concentrations applied by Cuypers et
al.29,30 were approximately 1 mM for the phenols and 10 mM
for the phosphine oxides,29 and no sensitivity or accuracy
analysis was performed. The use of ITC in this field enabled
direct analysis of the interactions, whereas interactions
between extractants and solutes otherwise are typically
indirectly derived, and model parameters are fitted on
measurements in heterogeneous systems. The advantage of a
direct analysis of the interactions in the organic phase is that
the mechanism of interaction can be studied precisely instead
of studying the net effect of a combination of interactions.
Other research focusing on the mechanism of extraction
focused on IR spectroscopy and NMR analysis;28,31−33

however, based on these techniques a quantitative analysis of

the different equilibria in the organic phase is challenging. For
these purposes ITC is a promising complementary technique.
In this study using acetic acid (HAc) and tri-n-octylamine

(TOA) as a well-known extraction system,34,35 ITC was
studied at even higher concentrations to improve the shape of
the isotherms, and the fitting accuracy of parameters such as
binding constants was determined for 0.12−0.48 M extractant
concentration in the sample cell and 9−18 M for the acid
concentration in the titrant. These concentrations result in
complex formation relevant for LLX applications. Due to the
small size of the complexes formed in these systems, and their
geometrical degrees of freedom, numerous types of complexes
may be formed, contrary to enzyme−ligand interactions that
are geometrically typically highly defined. As a result of the
geometrical degrees of freedom for small complexes, also
interactions of multiple molecules with the complex are
possible, not necessarily identical to the interaction of a first
molecule with the extractant. It is essential to study these
interaction effects in the concentration domain corresponding
to the application.
In the Theory section the models and conditions used in

ITC literature are discussed, as well as their applicability to
describe solvent−solute interactions in liquid−liquid extrac-
tion. The accuracy under typical conditions for liquid−liquid
extraction was studied with series of experiments at different
sample concentrations and for varying experimental variables
such as injection volume (5−20 μL) and titrant concentrations
(9−18 M). A phenomenological description of isotherms
obtained from ITC of the acid−base interactions is combined
with a quantitative evaluation of the accuracy and reproduci-
bility of ITC and the influence of experimental conditions.

■ MATERIALS AND METHODS
Chemicals. All chemicals were used without further

purification and commercially obtained from Sigma-Aldrich
(acetic acid (>99.7%), trioctylamine (98%), 1-octanol (>99%),
heptane (99%), methyl isobutyl ketone (MIBK, 99%)), and
from VWR International (toluene (>99.5%)).

Isothermal Titration Calorimetry (ITC). The ITC
experiments were performed using a TA Instruments TAM
III microcalorimeter operated based on dynamic correction.
Experiments with 0.12 and 0.24 M TOA in toluene were
carried out in a 4 mL sample vial, and the experiment with 0.48
M TOA in toluene was carried out in a 1 mL sample vial. A
reference cell was used in each experiment containing water
with a heat capacity equal to the contents of the sample cell.
The syringe is connected to the sample cell through a cannula
and was filled with 300 μL of titrant. A stainless steel stirrer
was operated at 1.33 Hz. There are two types of injection, i.e.,
a continuous injection of titrant and a series of periodical
injections. For the experiments with periodical injections an
injection interval of at least 60 min was applied. All
experiments were performed at 20 °C, and the first injection
of 3 μL was not taken into account for data fitting, to account
for diffusional loss of titrant.36 The experiments are corrected

Table 1. Overview of Experiments Each Performed Six Times for the Reproducibility Test of ITCa

titrant [TOA] (M) injections Rm

A pure HAc 0.48 2 × 3 μL, 5 × 5 μL, 15 × 10 μL, 13 × 15 μL 7.3
B pure HAc 0.24 3 μL, 5 × 5 μL, 15 × 10 μL, 7 × 15 μL 7.5
C 50 vol % HAc in toluene 0.12 3 μL, 2 × 5 μL, 11 × 10 μL 9.5

aAcetic acid (HAc) is titrated into TOA dissolved in toluene at 20 °C.
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for the energy of dilution of the titrant, calculated based on a
blank measurement; see the Supporting Information.
Three types of experiments, listed in Table 1, were each

performed six times: (A) titration of pure acetic acid (HAc)
into 0.48 M trioctylamine (TOA) in toluene, (B) titration of
pure acetic acid to 0.24 M TOA in toluene, and (C) titration
of 50 vol % acetic acid in toluene to 0.12 M TOA in toluene.
The sample concentrations were chosen based on the
Wiseman c-value,37 and the injection volume scheme to
maximize accuracy, see Supporting Information. At the end of
the experiment, the final ratio of acid titrant concentration
[A]tot,final (free acid and complexed acid) in the sample cell
over the total amine concentration [B]tot,final (free and

complexed) in the sample cell is defined as = [ ]
[ ]( )R m
A
B final

tot

tot
.

[B]tot,final is different from [B]0 because of the change in
volume.

■ THEORY
This section gives an overview of the methods and errors of
ITC analysis that have been reported in the literature, presents
the calculation method for the thermodynamic parameters, and
discusses different reaction mechanisms and models of fitting.
Fitting of ITC data. The fitting models described in the

literature on ITC data fitting include a 1:1 complexation,36,38 a
single set of identical sites yielding a similar fit to 1:1
complexation,29,39 or sequential binding of the ligands to the
complex.40 Some authors used customized scripts,41 including
also agglomeration of specific complexes or the effect of
competing ligands. In this work only basic models based on a
single set of identical sites (with the possibility to vary the
stoichiometry) and on sequential binding will be compared for
the fitting of acid−amine complexation in toluene.
The sequential reaction model starts with formation of 1:1

complexes according to eq 1, and the equilibrium constant of
this complex formation K1,1 is defined in eq 2.

+ VA B AB (1)

= [ ]
[ ][ ]

K
AB

A B1,1
(2)

From these two parameters, both ΔG and ΔS can be
calculated using eqs 3 and 4.

Δ = −G RT Kln1,1 1,1 (3)

Δ = Δ − ΔG H T S1,1 1,1 1,1 (4)

For higher stoichiometries, extra equations can be added to
the system of eqs 1 and 2. For a second molecule of A
interacting with the complex AB to form the complex A2B, the
reaction equation and equilibrium constant are shown in eqs 5
and 6.

+ VA AB A B2 (5)

=
[ ]

[ ][ ]
K

A B
A AB2,1

2

(6)

By fitting these equations to the heat release of the ITC
experiment, not only ΔH1,1 and K1,1 can be obtained but also
ΔH2,1 and K2,1. In the Supporting Information the theoretical
ITC curves are displayed for a single reaction model with 1:1
stoichiometry (eqs 1 and 2) and for a reaction system based on
two reaction equations (eqs 1, 2, 5, and 6). For a varying

stoichiometry n in the second reaction the reaction mechanism
can also consist of multiple equations; i.e., next to eq 2 the
sequential series of equations defined by the constant in eq 7
are fitted, and at least a clear double S-curve is needed for a
decent fit (see the Supporting Information, Figure S1b). For
the fitting procedure, initial guess values were taken that are
typical for hydrogen bonding and proton exchange (i.e., K1,1 =
10, ΔH1,1 = −30 kJ/mol, Kn+1,1 = 100, ΔHn+1,1 = −18 kJ/mol,
and n = 1.6). In this reaction n molecules of A interact with the
AB complex.

=
[ ]
[ ] [ ]

=
[ ]

[ ] [ ]+
+ +

+K
K

A B
A AB

A B
A Bn

n
n

n
n1,1

1 1
1

1,1 (7)

Fitting ITC data to this kind of multiple-site model has been
reported by Brautigam43 (details in the Supporting Informa-
tion), and similar to his findings, also for the acid extractions a
model may be used based on two different types of interaction.
In the case of inactive diluents, higher stoichiometry complexes
are formed where only one acid interacts directly with the
base,28 and the subsequent acids add to the complex through
hydrogen bonding. For this sequential binding, the interaction
between the first acid with the base is different, but all other
interactions are considered equal in energy, i.e., ΔH1,1 and
ΔHn+1,1, respectively. The corresponding equilibrium constants
and enthalpies of complexation are the fit parameters of this
model next to the stoichiometry n.
Since models with multiple reactions require extensive fitting

procedures and large sets of data, a simpler model could be
advantageous. A potential model is a single reaction model
based on a single set of identical sites. In this model an average
stoichiometry is used for the fitting and it is assumed that the
interaction of each compound is equal. The reaction equation
is similar to the one in eq 1. However, for this system an
average stoichiometry is used; see eq 8 with corresponding
equilibrium constant in eq 9. In this model only one molecule
of B reacts with n molecules of A. The stoichiometry
coefficient n does not occur as an exponent of the
concentration of A, because this would imply a sequential
reaction mechanism.

+ VnA B A Bn (8)

=
[ ]

[ ][ ]
K

n
A B
A Bn

n
,1

(9)

Error in Parameters. Under ideal conditions the main
source of error is the error in volume and this results in a
statistical error of approximately 1% for ΔH and K. In actual
experiments in an ITC machine, errors of around 1% for H and
5% for K were found.42 Based on a comparison of results from
different laboratories, the calculated error in ITC experiments
appeared to be even larger. Errors were reported42 in both ΔG
and ΔH of 3−4 kJ/mol, and since ΔS is derived from these
parameters the error is 6−8 kJ/mol in TΔS, where in this case
typical values for ΔG are around −50 kJ/mol, for ΔH between
+20 and −20 kJ/mol and TΔS around 50 kJ/mol.42 There are
very large differences in the reported accuracy of the fitted
parameters; e.g., very large errors for thiophenol were found as
a result of very low heat of injection for specific compounds.29

The error in ΔG is not mentioned very often, but it should be
smaller than the error in ΔH because ΔG is logarithmically
dependent on K; see eq 3.36
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For the models applied in this study, i.e., the single reaction
model of eqs 8 and 9 and the sequential reaction model of eqs
1, 2, and 7, the total heat released after each injection Qtot was
calculated with eqs 10 and 11, respectively. In these equations
Vtot is the total volume of sample and titrant present in the
sample cell.

= [ ] ΔQ V n H( A B ( ) )n ntot tot ,1 (10)

= [ ]Δ + [ ] Δ + Δ+ +Q V H H n H( AB A B ( ))n ntot tot 1,1 1 1,1 1,1

(11)

To compare the fitting statistics with the theoretical
sensitivity of the fitted ΔH, K, and n for errors in experimental
data under the conditions applied in this study, an analysis was
performed making use of a Monte Carlo simulation. An ideal
set of data points was generated based on fixed values for the
parameters K, ΔH, and n, for the sequential reaction model,
and a normally distributed random error with a standard
deviation of 1% in the heat of injection was added as noise.
From eqs 10 and 11 it can be concluded that a simulated
random error in other variables such as the sample volume or
injected volume will also directly result in an error in the heat
of injection. Data sets were simulated based on the following
assumptions: initial volume (Vinit) is 2.72 mL, amount of
extractant (nbase) is 6.6 × 10−4 mol (corresponding to an initial
concentration of 0.24 M), K1,1 = 12, H1,1 = −28 kJ/mol, Kn+1,1
= 118, ΔHn+1,1 = −15 kJ/mol, and n = 1.6. These values are
similar to parameters fitted on experimental data.

■ RESULTS AND DISCUSSION
Two injection procedures for ITC experiments have been
studied, i.e., through a series of periodical injections, including
a study of the accuracy of the fitted parameters and the effect
of measurement data on the fitted parameters, and through
continuous injection, which may reduce analysis time.
Periodical Injection. In a typical ITC experiment with

periodical injection, in which pure acetic acid was titrated to
0.24 M TOA in toluene mixture, the first six injection volumes
were smaller (injection 1, 3 μL; injections 2−6, 5 μL) than the
following injections (10−15 μL) to obtain a higher data
density in these regions of the S-curve, which eases the fitting
of the experimental data. The direct experimental results for
this experiment are shown in Figure 1.
In Figure 1, initially the signals with the same injection

volume (injections 2−6) have comparable signals. The very
first point shows a small signal, even if the smaller volume of 3

μL instead of 5 μL is taken into account. It is common that the
first point is off, and this is due to loss of the titrant by
diffusion.36 The signal is positive, which means that the
interaction is exothermic and up to 20 kJ/mol acid is released,
which is a value that is in agreement with the literature on
amine−carboxylic acid interactions.27,34 Above a molar ratio of
approximately 2 the intensity of the heat release reduces, until
after a ratio of more than 5.5 only the enthalpy of mixing is
measured.

Blank Measurements. Next to extractant−solute inter-
actions, also the heat of interaction with the diluent might
affect the results, and to investigate the thermal effects due to
diluent interactions, blank measurements for titration of acetic
acid into several diluents have been performed, shown in
Figure 2. For some of the diluents, such as toluene, there is a

strong change in the heat of injection in the first few injections.
For other diluents, such as 1-octanol, the heat of injection is
similar for all injections (excluding the first data point). The
heat effects are a combination of the heat of dilution of the
titrant and the heat of dilution of the diluent. If a diluent is
very apolar and inactive, e.g., heptane or toluene, the
(endothermic) heat effect of the first few injections of the
highly polar and active acid can be very strong, which is
primarily due to breaking of hydrogen bonds between the acid
molecules that are diluted into an apolar environment. With
addition of the acid, the environment becomes more polar and
the heat effect of future additions decreases. For the active
diluent 1-octanol the heat effect of most injections is similar,
due to its hydrogen bonding ability, and upon injection of acid,
there are no significant net hydrogen bonding effects. For all
parameter fits, ITC raw data were corrected with the blank
measurement data to correct for the heat effects due to diluent
effects, assuming that the heat of dilution is equal for pure
diluent and for the solvent mixtures used in the actual
experiments.42

Diluent Effects. Before discussing quantitatively fitting
results for one type of diluent, a set of experiments with
different diluents is presented here and the shapes of the
integrated and diluent effect corrected experimental ITC
results are compared phenomenologically. Among the results
in Figure 3a is the curve corresponding to the experiment with
acetic acid and TOA in toluene that was shown in Figure 1, as
well as an experiment with MIBK and one with heptane. For

Figure 1. Raw data for ITC analysis of titration of pure acetic acid
into 0.24 M TOA in toluene at 20 °C.

Figure 2. Blank experiments for titrating acetic acid into the pure
diluent (no extractant) at 20 °C, for ◇, heptane; ▼, MIBK; ■, 1-
octanol (50 vol % acid); ▲, toluene; and ●, 1-octanol (pure acid).
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the diluent toluene, the heat released as a result of the first few
injections is large compared to the following injection. The
graph shows a double S-shape, also shown in Figure S1b,
implying that the enthalpy of complexation of the first acid is
larger negative than that of the second and following acids. For
all three diluents the intensity of the heat release reduced after
a stoichiometry of approximately 2. The MIBK graph shows a
low energy release as a result of the first few injections, which
then increases first before reducing again at stoichiometry of
>2, indicating that here the presence of the first acid promotes
the subsequent acid−complex binding. For heptane there is no
remarkable high or low heat released for the first injections and
the graph shows a plateau. Figure 3b shows the results when 1-
octanol was applied as the diluent. In this case the energy
released in the first injections is higher and the energy release
already reduces at stoichiometry of >1. This indicates that
interaction with the first acid is stronger and that the (1,1)
complex is the main complex formed. This is a result of
competition between 1-octanol and acetic acid for binding
with the extractant molecule.28

To compare the two types of models, it was attempted to fit
the characteristic result obtained with toluene both with the
single reaction model using an average stoichiometry (eqs 8
and 9), and with the sequential reaction model (eqs 1, 2, and
7). The best-fit isotherms are shown in Figure 4. For the major
part of the curves, both models fit (almost) similarly and the
residuals of the fits are 3.2% for the sequential model and 4.8%
for the single reaction model. However, especially at the first
part of the curves, the sequential reaction model gives a much
better fit for the experimental data; see Figure 4. The lower
heat release in the first injections for MIBK may be a result of a
similar enthalpy of complexation for the first and following
acids and a lower complexation constant of the first complex in
MIBK; see Table S1 in the Supporting Information for details
on the fitted parameters. For heptane, the plateau indicates
similar enthalpies of complexation for the acids interacting
with the amine in combination with a moderate K1,1. Because
of the plateau, the single reaction model is a better fit for
heptane compared to toluene and MIBK.
Without going further in depth on why these diluents induce

these differences, it is clear that these differences are important
for the proper fitting of the thermodynamic parameters to the

experimental data. For a proper fit with the model based on a
single set of identical sites, either very similar values for the
complexation enthalpy of the different acids are required, or a
1:1 stoichiometry of the complexation is required. When larger
complexes are formed with different enthalpies of complex-
ation of the acids, the sequential binding model is more
applicable.

Accuracy of Fitted Parameters from ITC Experiments.
To investigate the accuracy and reproducibility of ITC
experiments and study the effect of the concentration of the
titrant and the concentration of extractant in the sample
mixture, the experiments from Table 1 were each performed
six times. For each of the experiments, the parameters were
fitted to the experimental data, and then the average values of
the fitted constants and their corresponding standard deviation
were calculated. Because the K-values are dependent on n (eq
9), they cannot be directly compared with each other and the
resulting averages should only be used for determining the
sensitivity of the parameter to experimental errors. The fitted
parameter values as well as the fitting statistics for the single
reaction model are given in Table 2, and in Table 3 the results

Figure 3. Differences in shape of isotherm (S-curve) for titration of pure acetic acid to 0.24 M TOA at 20 °C in (a) ■, toluene; △, MIBK; and ○,
heptane; and (b) ●, 1-octanol.

Figure 4. Fit of experimental data obtained with titration of acetic
acid to 0.24 M TOA in toluene at 20 °C. The model lines represent
the sequential reaction model (dotted line) and the single reaction
model (dashed−dotted line) described in eqs 1, 2, and 7 and in eqs 8
and 9, respectively. Fitted parameters are shown in Table S1 in the
Supporting Information.
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for the sequential reaction model with the same experimental
data are given. For both models, the stoichiometry of the
amine is assumed to be m = 1, because overloading of a single
amine is expected.27,28 A very important observation from
Tables 2 and 3 is that the values of the equilibrium constants
are dependent on the concentration of amine. This is a logical
result, since the amine affects the properties of the solution
(e.g., polarity, availability of hydrogen bond donating and
accepting groups), and it shows that it is very important to
study interactions at the same concentration as will be used in
a practical application such as LLX. The standard deviations of
Kn,1 and ΔHn,1 are lower using the third experimental method
with a lower concentration of 0.12 M TOA, which is most
likely a result of the lower concentration of acid in the titrant
allowing for a larger number of injections and larger injection
volumes per mole of titrant and therefore less error in injection
volume. For fitting of the stoichiometry n the first method with
0.24 M TOA shows a slightly lower standard deviation;
however, the relative standard deviations in ΔHn,1 and n are for
all three methods less than 3.5%. With the relative standard
deviation up to 13%, the accuracy in Kn,1 is lower.
Also, K1,1 shows a very high standard deviation of 37% when

0.48 M TOA is used, compared to 11% for the method with
0.24 M TOA and 6.0% for the method with 0.12 M TOA.
Apparently fitting of the first K-value is more difficult at the

higher concentration of TOA or the lower number of
injections, which can also be seen in very low (relative)
standard deviations in both fitted K-values (6.0% in K1,1 and
23% in Kn+1,1) in the case of 0.12 M TOA. Next to the effect of
more injections or a larger injection volume with 50% acetic
acid, at a lower concentration of TOA the maximum slope of
the titration curve is less steep, allowing more data points in
the steep part of the curve, which may decrease the error in the
obtained K-parameters. For the other two methods the relative
standard deviations in Kn+1,1 are also large, with 26% for 0.24
M TOA and 29% for 0.48 M TOA. Similar to the results in
Table 2, the relative standard deviations in the fitted values of n
and ΔH1,1 are very low, especially in the cases of 0.12 M TOA
(1.9% in n and 2.7% in ΔH1,1) and 0.24 M TOA (1.4% in n
and 4.2% in ΔH1,1), and with 0.48 M TOA at 4.7% in n and
5.0% in ΔH1,1 still acceptable.
When the results of the single reaction model are compared

with those of the sequential reaction model, it can be seen that
overall the residues of fit of both models are comparable and
have reasonable values, <10%. However, it should be
mentioned that, as shown in Figure 4, the much better fit of
the sequential reaction model in the first part of the curve does
not strongly affect the overall residue of fit. Nevertheless, to
properly describe this phenomenological effect, the sequential
reaction model is much better suited. For the second method
with 0.48 M TOA, the residue of fit and the standard deviation
of the K-values are larger for the sequential reaction model;
this increased fitting error is probably due to the lower ninj that
was applied in this method. For one of the experiments with
0.24 M TOA, the 95% confidence intervals of the parameter fit
were also determined. For ΔH1,1 (=28.8 kJ/mol) the interval
ranged from −33.7 to −24.0 kJ/mol; for K1,1 (=11.7) the
interval was only very small and ranged from 11.70 to 11.71.
For the parameters of the second reaction the intervals were
larger: for ΔHn+1,1 (=−16.8 kJ/mol) the interval ranged from
−21.0 to −12.6 kJ/mol, for Kn+1,1 (=96.7) the interval ranged
from 76.4 to 117, and for n (=1.55) the interval ranged from
1.45 to 1.64.
When the three experimental methods are compared for the

sequential binding model based on their c-values and number
of injections ninj (see Table 4), it can be seen that all the c-
values are in the “ideal” range between 10 and 100. Comparing
the methods and assuming that increasing the TOA
concentration does not strongly increase the measurement
accuracy, there is no clear advantage of the increased ninj or c-
value for fitting of the single reaction model. However, for the
sequential reaction model the fit residues are smaller when a
higher number of injections was applied in the analysis. The

Table 2. Calculated Values for Kn,1, n, ΔHn,1, and Fit
Residue for Fitting of the Experimental Data for Three
Experimental Data Sets (See Table 1) Fitted with the Single
Reaction Model of Eqs 8−10

data set Kn,1 n
ΔHn,1

(kJ/mol)

fit
residue
(%)

pure HAc to 0.48 M
TOA in toluene

average 23.6 2.96 −19.8 4.3

std dev 3.11 0.10 0.65 1.3
rel std
dev
(%)

13 3.5 3.3

pure HAc to 0.24 M
TOA in toluene

average 35.6 2.8 −20.8 4.3

std dev 4.39 0.045 0.52 1.1
rel std
dev
(%)

12 1.6 2.5

50 vol % HAc to 0.12 M
TOA in toluene

average 38.8 2.79 −22.7 4.4

std dev 0.50 0.09 0.17 0.4
rel std
dev
(%)

1.29 3.34 0.76

Table 3. Calculated Values for K1,1, ΔH1,1, Kn+1,1, ΔHn+1,1, n, and Fit Residue for Fitting of the Experimental Data for Three
Experimental Data Sets (See Table 1) Fitted with the Sequential Reaction Model of Eqs 1, 2, 7, and 11

data set K1,1 ΔH1,1 (kJ/mol) Kn+1,1 ΔHn+1,1 (kJ/mol) n fit residue (%)

pure HAc to 0.48 M TOA in toluene average 16.7 −25.3 53.8 −18.3 1.73 5.6
std dev 6.14 1.26 15.4 0.93 0.08 1.5
rel std dev (%) 37 5.0 29 5.1 4.7

pure HAc to 0.24 M TOA in toluene average 12.7 −30.0 97.0 −15.6 1.58 3.6
std dev 1.46 1.25 25.2 1.95 0.02 0.9
rel std dev (%) 11 4.2 26 12 1.4

50 vol % HAc to 0.12 M TOA in toluene average 18.5 −34.6 168 −14.9 1.59 4.1
std dev 1.10 0.94 38.0 1.83 0.03 1.3
rel std dev (%) 6.0 2.7 23 12 1.9
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increased number of injections increases the data density,
thereby enabling a better parameter fit.
Comparing the Errors Based on Experimental Data

Fitting with Theoretical Errors Based on Simulation. To
determine the theoretical effect of errors in the measurement
data on the fitting of the parameters, Monte Carlo simulations
were run with series of simulated data. Over sequential
reaction model simulations a noise was added with a standard
deviation (σ) of 1%, and these data were used to fit the model
parameters; see Table 5 (top row). Detailed and additional
results for lower concentration of extractant are shown in the
Supporting Information. The K-values are more sensitive to
errors in the experimental data than the other parameters.
However, comparing with the original values for the
parameters, it appears that a local minimum is reached. The
possibility of a local minimum for the parameter fit was also
suggested by Brautigam43 and Le et al.,44 which means that the
fit depends on the initial values (K1,1 = 10, H1,1= −30 kJ/mol,
Kn+1,1 = 80, ΔHn+1,1= −12 kJ/mol, and n = 1.8). Because of this
local minimum the data were fitted again by using the original
values for the parameters as initial values; see Table 5 (fourth
row). This does result in average values of the parameters that
are around the original values, and smaller standard deviations
in the fitted parameters of 0.5−2%. The single reaction model
results are presented in the Supporting Information, and do
not show dependency on initial estimates. Comparing the
theoretical fit accuracy based on the Monte Carlo simulation
on simulated data (Table 5) with the fit on experimental data
(Table 3) shows that the fitting on experimental data results in
significantly less accurate parameter fits. This indicates that
either the error in the heat measured is significantly larger, also
possibly not normally distributed, or other errors (e.g., volume,
concentration) play a significant role.
To study the dependency of the fitted parameters on each

other, the value for n was fixed and only the other two
parameters were fitted. The initial values applied were the same
as those mentioned above for the results in the top row of
Table 5. Although the residue of the fit increased from 2.8 (top
row of Table 5) to 3.2%, the only parameter that changed
significantly in average value and confidence interval was Kn+1,1.

The value decreased to 121 with a new 95% confidence
interval from 115 to 128. Apparently only Kn+1,1 is dependent
on n and these parameters are able to (partially) compensate
each other in the fitting.

Continuous Injection. Next to injecting periodically,
continuous injection of the titrant into the sample cell is also
possible.45 A comparison between periodical injection and
continuous injection is shown in Figure 5. It can be seen that

the experiment with heat-flow correction results in large noise
on the curve. When dynamic correction was applied in the ITC
experiment, the noise was significantly reduced. The problem
with continuous injection appears to be the delay in the signal.
For the faster injection (0.27 μmol/s, Figure 5, dotted line) the
curve is moved to the right compared to the periodical
injection where there is enough time to reach equilibrium at
each point. For the slower injection (0.12 μmol/s (Figure 5,
dashed line)), this effect is only seen in the first part of the
curve (where the heat of injection has a larger negative value).
Decreasing the rate of injection even further would lead to
better results, but this also increases the experiment time to a
longer time than when periodical injections are applied,
thereby making the application of continuous injection less
advantageous.

Comparison with Reported ITC Accuracy in Liter-
ature. In this work the accuracy of the fitted parameters for

Table 4. c-Values and Number of Injections for the Three
Experimental Data Sets Applied

fit residue (%)

titrant [TOA] (M) c-value ninj
single
reaction

sequential
reaction

A pure HAc 0.48 34 14 4.3 5.6
B pure HAc 0.24 24 28 4.3 3.6
C 50 vol % HAc

in toluene
0.12 13 34 4.4 4.1

Table 5. Parameter Fit for K1,1, ΔH1,1, Kn+1,1, ΔHn+1,1, n, and Fit Residue for Fitting 170 Series of Simulated Data with the
Sequential Reaction Model of Eqs 1, 2, and 7 for a 0.24 M TOA System

data set K1,1 ΔH1,1 (kJ/mol) Kn+1,1 ΔHn+1,1 (kJ/mol) n fit residue (%)

simulated data set, σ = 0.01 average 7.92 −32.6 162 −11.4 1.65 2.8
std dev 0.44 0.72 22 0.56 0.05 2.0
rel std dev (%) 5.6 2.2 14 4.9 3.0

simulated data set, σ = 0.01a average 12.0 −28.0 118 −15.0 1.60 0.9
std dev 0.12 0.142 2.5 0.13 0.0099 0.2
rel std dev (%) 0.99 0.51 2.1 0.87 0.62

aOriginal values used as initial values.

Figure 5. ITC curve comparing method of continuous injection
(lines) with periodical injection (titration) (■). Titration of acetic
acid to 0.24 M TOA in water-saturated 1-octanol at 20 °C.
Continuous injection was performed using dynamic correction at
0.12 μmol/s (dashed line) and 0.27 μmol/s (dotted line) and using
heat flow correction at 0.27 μmol/s (continuous gray line).
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the acid−base interactions in the concentration range
applicable to liquid−liquid extraction was determined. To
put these results into perspective, Table S5 in the Supporting
Information shows experimental specifications and a summary
of the accuracy reported in this work in combination with
results published for other applications. Although the
concentrations applied in this work are higher, the standard
deviations obtained in the parameters for the single reaction
model are comparable to those reported in other sources for
one set of site models and 1:1 reaction models.29,36,38,39,46 No
other source reported on the exact same sequential model.
Brautigam,43 however, reported a noise level of about 1% for
two- and three-site models, which is more accurate compared
to the standard deviation for ΔH1,1 in this work. Also, for a
three-site model Freyer et al.40 reported an error of 0.5−6% for
ΔH which is similar to the standard deviation in this work and
they reported an error of 7−10% for K, which is more accurate.

■ CONCLUSION
The use of ITC to analyze interactions in high concentration
domains was studied for acid−base interactions relevant for
liquid−liquid extraction. The parameter estimation accuracy
was evaluated for acetic acid complexation with TOA in
toluene. Because it was found that the complexation constants
are extractant concentration dependent, it is key that ITC
analysis is performed at the concentration also applied in the
liquid−liquid extraction process. Furthermore, based on a
phenomenological study, it was concluded that a sequential
reaction model is more suitable to fit ITC results for acid−base
titration than a single reaction model. For the sequential
reaction model, the parameters ΔH, K, and n were fitted on
experimental periodical injection data with standard deviations
of respectively 2.7−12, 6.0−37, and 1.4−4.7%. Fitting of such
multiparameter models was found to be sensitive to local
minima, indicating the importance of good initial guess values.
In order to benchmark the accuracy of the parameter fit on
experimental data, also theoretical parameter fits were done for
Monte Carlo simulated data with a 1% noise in the data. From
these results, it was found that the error in the parameters
fitted on real experimental data is larger than the theoretical
0.5−2.1%, but still allows for accurate parameter estimation.
The accuracy of the parameters fitted is the highest when a
periodical injection is applied in combination with a lower
concentration of TOA and a higher number of injections.
Continuous injection posed no improvement compared to
periodical injection due to a delay in the obtained power signal
that requires a low rate of injection of titrant and therefore
longer measurement time than the periodical injection, instead
of the shorter time anticipated.
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