
Vol.:(0123456789)1 3

Histochemistry and Cell Biology (2022) 158:301–323 
https://doi.org/10.1007/s00418-022-02147-4

REVIEW

Multiscale fluorescence imaging of living samples

Yicong Wu1 · Hari Shroff1,2

Accepted: 5 August 2022 / Published online: 29 August 2022 
This is a U.S. Government work and not under copyright protection in the US; foreign copyright protection may apply 2022

Abstract
Fluorescence microscopy is a highly effective tool for interrogating biological structure and function, particularly when imag-
ing across multiple spatiotemporal scales. Here we survey recent innovations and applications in the relatively understudied 
area of multiscale fluorescence imaging of living samples. We discuss fundamental challenges in live multiscale imaging 
and describe successful examples that highlight the power of this approach. We attempt to synthesize general strategies from 
these test cases, aiming to help accelerate progress in this exciting area.
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Introduction

Movement is essential for life. Transcription factors diffuse 
within the nucleus, dynamically binding and unbinding 
stretches of nucleic acid to regulate gene activity. Molecular 
motors traverse intracellular distances, delivering valuable 
cargo precisely where and when it is needed. Cells divide, 
move, and communicate with their neighbors, building tis-
sues which themselves dynamically interact to enable the 
development of embryos. Waves of calcium spreads within 
and across cells, generating activity patterns which result 
in organismal motion. These phenomena occur over the 
nanometer to meter spatial scale, and over timescales rang-
ing from milliseconds to days (Fig. 1a).

As Yogi Berra famously said, ‘You can observe a lot by 
watching.’ Remarkably, modern fluorescence microscopy 
offers the ability to watch biological structure and function 
with molecular contrast and specificity, over the entire extent 
of these diverse spatiotemporal scales (Fig. 1b). The rela-
tively recent field of super-resolution microscopy (Schermel-
leh et al. 2019) has improved spatial resolution to the point 
that nanoscale protein distributions can be visualized and 

tracked in living cells (Shroff et al. 2008; Balzarotti et al. 
2017). Light-sheet microscopy (Power and Huisken 2017) 
now enables gentle, long-term imaging of cellular dynam-
ics in transparent tissue (Keller et al. 2008; Wu et al. 2011), 
while multiphoton microscopy can enable high-resolution 
imaging of calcium activity even through an intact skull 
(Wang et al. 2018a).

In this review, we focus on multiscale imaging—the capa-
bility to traverse multiple spatial or temporal scales when 
performing a microscopy experiment. There has been excit-
ing progress in this area, particularly on fixed samples. X-ray 
tomography can image entire model organisms (Ding et al. 
2019), or even human organs (Walsh et al. 2021), with cel-
lular resolution. Correlative workflows enable the ‘paint-
ing’ of organelles with super-resolution microscopy, within 
the full ultrastructural cellular context provided by electron 
microscopy (Hoffman et al. 2020; Kopek et al. 2012). Cross-
ing even larger spatial scales, correlative methods can allow 
the same ~  cm3-sized mouse brain to be imaged in MRI and 
X-ray tomography, and then permit subvolumes of interest 
to be imaged at nanometer resolution with SEM (Foxley 
et al. 2021).

Performing multiscale fluorescence microscopy of liv-
ing samples is the important yet understudied topic of this 
review. First, we discuss fundamental challenges in fluores-
cence microscopy, with an emphasis on those most pertinent 
for live multiscale imaging. Second, we describe success-
ful ‘test cases’ that illustrate imaging across spatiotempo-
ral scales using different microscopes. Finally, by studying 
these examples, we attempt to synthesize general strategies 
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for those wishing to conduct their own multiscale imaging 
experiments on live samples.

Basic considerations

Spatial resolution, field of view, signal-to-noise ratio (SNR), 
temporal resolution, and phototoxicity are intimately 
entwined in live imaging experiments. These experimental 
characteristics, and their implications for multiscale imag-
ing, can be appreciated on a basic level by contemplating 
the pixels that constitute an image. Imaging at better spatial 
resolution implies sampling with smaller pixels (higher mag-
nification), given the Nyquist–Shannon sampling theorem. 
For the same total number of detected pixels, a larger field 
of view (FOV) can be attained simply by using an imag-
ing system with lower magnification, albeit with worsened 
spatial resolution (Fig. 2a). The practical consequence is 

that imaging optics well suited for high-resolution imag-
ing—often high numerical aperture (NA), high magnifica-
tion objective lenses—are ill suited for imaging larger FOVs, 
which are often better served by selecting lower-NA, lower-
magnification optics. Commercial microscopes usually offer 
multiple lenses on an objective turret so that users can pick 
the lens best suited for a specific spatial scale. Although con-
venient, such systems are not designed with live multiscale 
imaging in mind, in which multiple spatial scales may need 
to be imaged in rapid sequence or simultaneously.

Pixel size also directly affects SNR, with smaller pix-
els collecting less signal than larger pixels. Attempting to 
resolve fine features with small pixels while maintaining 
acceptable SNR often requires a higher signal collection rate 
than imaging coarser features with larger pixels (Fig. 2b) 
(Winter and Shroff 2014). This challenge is compounded 
by label density, the amount of fluorescent probe that can 
be attached specifically to a target of interest. Small targets 

Fig. 1  Multiscale imaging spans diverse spatiotemporal scales, which 
are usually accessed via distinct microscopy modalities. a Examples 
of biological phenomena that occur over the nanometer to centimeter 
spatial scale, and over timescales ranging from milliseconds to days. 

Note that rapid motion (here indicated by rates) occurs at all scales. b 
Typical fluorescence microscopy methods used in living samples over 
indicated spatiotemporal scales. Note that boundaries between meth-
ods are ‘fuzzy’ and only approximate
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generally offer fewer sites for labeling, resulting in an addi-
tional lowering in SNR relative to larger structures. Resolv-
ing small, rapidly moving objects also necessitates faster 
imaging than required for resolving larger objects moving 
at the same rate, as the small object need only move by the 
resolution limit (i.e., spanning a few small pixels) during 
the image acquisition before introducing noticeable motion 
blur, but such blur may be negligible at larger length scales 
(Fig. 2c). Faster imaging in turn requires that the available 
signal be split into more temporal bins than slower imaging, 
further lowering SNR in each image. One consequence of 
these simple analyses is that imaging dynamic phenomena at 
smaller length scales is generally more difficult than imaging 
larger scale phenomena.

When traversing spatial or temporal scales, the total avail-
able signal budget is thus important to consider, particularly 
because this budget is usually finite in fluorescence micros-
copy. The signal budget in most live imaging experiments 
is practically limited by photobleaching, the irreversible 
destruction of the fluorescent tag. But even if bleaching is 
mild, in living samples it is usually a harbinger of the more 
general problem of phototoxicity, undesirable light-induced 
damage that can perturb the biology under investigation. 
The causes of phototoxicity and associated implications for 
the choice of microscope have been reviewed extensively 
elsewhere (Stelzer 2014; Wäldchen et al. 2015; Laissue 
et al. 2017). Here we simply note that introducing additional 
illumination—as might be required in live multiscale imag-
ing—almost certainly implies more toxicity than imaging at 
a single length or timescale.

‘Conventional’ forms of fluorescence 
microscopy are best suited for interrogating 
distinct spatial scales

The myriad types of fluorescence microscopes can be clas-
sified according to the spatial scales they are best suited for 
(Fig. 1b). For studying biological dynamics in two dimen-
sions within several hundred nanometers of the coverslip 
surface, total internal reflection fluorescence (TIRF) micros-
copy (Fish 2009) is an excellent choice. By restricting illu-
mination to a thin zone of evanescently decaying energy, 
out-of-focus background is dramatically suppressed, lead-
ing to clear images with excellent SNR and contrast. The 
background rejection also makes TIRF an attractive choice 
when conducting super-resolution imaging studies (Li et al. 
2015). A second advantage of confining the illumination 
to the vicinity of the coverslip is minimization of photo-
toxicity—thousands of images may be collected without 
obviously affecting the cell, making TIRF particularly well 
suited for live-cell microscopy. Widefield microscopy is 
usually the first technique applied to the next spatial scale, 

samples ranging in thickness from ~ 1–10 μm, i.e., the thick-
ness of a typical eukaryotic cell. Unlike TIRF microscopy, 
in widefield microscopy volumetric images can be acquired 
by moving the sample with respect to the detection focal 
plane. Widefield microscopy, like TIRF microscopy, benefits 
from widefield detection: the entire focal plane is recorded 
at once. This makes it well suited for studying rapid bio-
logical dynamics. The weakness of widefield microscopy 
is its susceptibility to background, as widefield illumina-
tion illuminates the entire sample, and there is no rejec-
tion of out-of-focus emission light originating outside the 
focal plane. Deconvolution (Sarder and Nehorai 2006) can 
greatly improve contrast even in the presence of out-of-focus 
light, but fails if the fluctuating shot noise associated with 
the background swamps the in-focus signal within the focal 
plane.

Point-scanning confocal microscopy, in which a tightly 
focused illumination beam is scanned through a sample and 
the fluorescence filtered through a pinhole, excels in densely 
labeled, thick (~ 100 μm) samples that would otherwise 
defeat widefield microscopy. Like widefield microscopy, 
portions of the sample above and below the focal plane are 
illuminated during confocal imaging, generating out-of-
focus fluorescence. Unlike widefield microscopy, a pinhole 
conjugate to the illumination focus physically blocks the 
great majority of out-of-focus emission from contaminat-
ing the image (which is collected on a point-detector such as 
a photomultiplier tube). This characteristic results in ‘opti-
cal sectioning (Conchello and Lichtman 2005)’, the isola-
tion of in-focus signal from the out-of-focus background, a 
particularly useful attribute when performing 3D imaging. 
The superior background rejection of confocal microscopy 
comes at a price, however, which is a reduction in signal 
collection rate relative to widefield microscopy: the former 
collects signal serially, while the latter collects signal in par-
allel. The practical consequence is that, for a given frame 
rate, a widefield microscope usually collects much more sig-
nal than a confocal microscope. This is particularly salient 
when imaging large fields of view, when trying to image at 
very rapid frame rates, or when the SNR in point-scanning 
confocal microscopy may be limiting. For these applica-
tions, ‘hybrid’ spinning-disk, swept-field, or line-scanning 
confocal implementations that trade signal collection rate 
(better SNR and speed) for background rejection (Winter 
and Shroff 2014) may be better choices than the traditional 
point-scanning confocal microscope.

Both widefield and confocal microscopes illuminate the 
sample volumetrically, leading eventually to pronounced 
photobleaching and photodamage, which limit the dura-
tion of live imaging experiments. One of the most exciting 
developments in recent years is the advent of modern light-
sheet fluorescence microscopy [LSFM (Power and Huisken 
2017)], which confines the illumination to the vicinity of 
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the focal plane and detects the resulting fluorescence per-
pendicularly to the illumination. Since illumination outside 
the detection plane is minimized, photodamage and pho-
tobleaching are drastically reduced relative to other forms of 
fluorescence microscopy (except TIRF microscopy, which 
uses even less illumination). Indeed, in marked contrast to 
confocal imaging, multiple LSFM studies (Wu et al. 2011; 
McDole et al. 2018) have reported a rate of photobleaching 
so low that it is outmatched by the rate of fluorescent protein 

synthesis, causing fluorescence to actually increase over 
time. The potent combination of optical sectioning, rapid 
imaging rates, high resolution, and low photodamage make 
LSFM a superb choice for live multiscale imaging from 
the subcellular to tissue level (Wu et al. 2013b; Chen et al. 
2014). Several caveats are nevertheless still worth noting. 
First, in highly scattering, thick samples, confocal micros-
copy still holds an advantage over LSFM, in that the combi-
nation of highly focused illumination with confocal pinhole 
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better rejects background than LSFM. Second, although 
spatial resolution continues to improve in LSFM, the high-
est NA implementations (Yang et al. 2019; Sapoznik et al. 
2020) sacrifice valuable signal to improve lateral resolution. 
Finally, unlike commercially available confocal systems, 
most LSFMs are designed with a single magnification level 
in mind, implying that a particular LSFM implementation 
is best suited for a specific spatial scale.

Imaging at small and large length scales

Imaging biology at very small or large length scales presents 
unique challenges. At small scales, the optical diffraction 
limit of ~ 250 nm hindered the interrogation of subdiffractive 
phenomena until relatively recently. The advent of super-
resolution optical microscopy heralded a new era, in which 
nanoscale imaging, even of living systems, became possible 
in principle. In practice, any improvement in spatial resolu-
tion carries a hefty price (Ji et al. 2008; Winter and Shroff 
2014)—either in increased acquisition time, increased pho-
todamage, decreased penetration depth, or decreased SNR 
relative to diffraction-limited microscopy. In general, the 
more ‘extreme’ the gain in resolution, the higher the price 
that must be paid. Although this conclusion follows from 
the pixel-based arguments above, it is also worth remember-
ing that the different implementations of super-resolution 
microscopy come with their own unique advantages and 
drawbacks (Schermelleh et al. 2019).

To appreciate how the choice of imaging modality relates 
to imaging scale, we find it useful to classify super-resolu-
tion techniques into three main types: single-molecule imag-
ing methods, STED microscopy, and structured illumination 
microscopy. Single-molecule imaging methods (Lelek et al. 
2021) [SMI, e.g., (fluorescence) photoactivated localization 
microscopy ((f)PALM (Betzig et al. 2006; Hess et al. 2006)); 
stochastic optical reconstruction microscopy (STORM (Rust 
et al. 2006)) and their many derivatives] cycle the emis-
sion of fluorophores between bright and dark states, isolat-
ing the fluorescence from a sparse subset of well-separated 
molecules and localizing the emission from each one. Since 
the fluorescence from a single molecule may be localized 
to nanometer precision, well below the diffraction limit, 
repeating the process of isolation and localization results in 
a super-resolution image. While SMI offer the best resolu-
tion (~ tens of nanometers in practice) of all techniques, the 
repeated cycling between dark and bright molecular states 
and the need to accumulate the localizations from tens to 
hundreds of thousands of molecules typically entails far 
higher illumination dose than diffraction-limited micros-
copy—limiting the total duration and speed of experiments. 
A second challenge is that single-molecule fluorescence is 
relatively weak, easily obscured by background. For these 
reasons, most live SMI experiments have been limited in 
spatial scale to single cells, and to temporal scales of ~ tens 
of seconds.

Stimulated emission depletion (STED) microscopy 
(Vicidomini et al. 2018) excites molecules within a dif-
fraction-limited focus, forcing all emitters, except those in 
a nanoscale region to undergo stimulated emission rather 
than fluorescence. Scanning the nanoscale region through 
the sample produces a super-resolution image. In practice, 
STED microscopy offers resolution in the 50 to 150-nm 
range, somewhat worse than SMI but still considerably bet-
ter than diffraction-limited microscopy. One advantage of 
STED microscopy is that it is built upon a confocal micro-
scope and is thus more robust to background due to pin-
hole-based rejection of out-of-focus light. This characteristic 
allows STED imaging to be performed in tissue (Berning 
et  al. 2012) as well as single cells. Similar to confocal 
microscopy, the scanning nature of STED implies that rapid 
rates can be attained over a very small FOV (Westphal et al. 
2008), but that imaging larger FOVs take proportionately 
more time (Nägerl et al. 2008). Two major challenges when 
attempting live STED microscopy are photobleaching/pho-
totoxicity (high STED intensities are required to outcompete 
fluorescence) and low signal generation (since much less 
fluorescence is generated per scan position than in confocal 
microscopy).

In structured illumination microscopy [SIM (Wu and 
Shroff 2018)], sharp illumination patterns are used to excite 
fluorescence from diffraction-limited (or smaller) regions 

Fig. 2  Basic considerations and tradeoffs in multiscale imaging. a 
Trading field of view (FOV) for spatial resolution. Images of DAPI-
stained nuclei in fixed U2OS cells acquired with widefield micros-
copy. Insets show higher-magnification views of a single nucleus. 
Left: image acquired with 20x/0.5 NA dry objective lens; Right: 
image of a different field of view acquired with a 60x/1.42 NA oil 
immersion objective lens. A larger field of view (FOV) can be 
attained by using an objective with lower magnification, albeit with 
worsened spatial resolution. b Larger pixels compromise spatial reso-
lution, but improve SNR. Images of GFP-histone-labeled C. elegans 
embryos acquired with light sheet microscopy (Wu et al. 2017). Left: 
with a pixel size of 130 nm; Middle: after digitally binning pixels to 
390 nm to mimic the case when detector with larger pixels is used. 
Right: Intensity profiles over the yellow lines in images, showing 
improved SNR with larger pixel size. Larger pixels are sufficient to 
image coarser features (e.g., nuclei), but fine features within nuclei, 
evident during cell division (red arrows) are better resolved with a 
smaller pixel size. c Motion blur due to insufficient temporal resolu-
tion. Images of mitochondria (green) and lysosomes (red) in human 
colon carcinoma (HCT-116) cells, acquired with multiview confocal 
microcopy (Wu et  al. 2021). Left: maximum intensity projection in 
lateral view at a typical time point; Middle: magnified view of the 
white rectangle in the most left column, acquired at rate of ~ 2 s per 
volume; Right: same as in the middle column, but acquired at rate 
of ~ 1  s per volume, showing four time points. Rapidly moving lys-
osomes (magenta arrow) are blurred at slower imaging rate, and bet-
ter resolved when imaging at a faster rate (white arrows). Motion blur 
is less problematic at larger length scales (orange arrows)

◂
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of the sample, creating higher-resolution information that is 
encoded in the raw images captured by a detector. Decod-
ing the images mathematically or optically yields a super-
resolution image. Although the spatial resolution improve-
ment offered in most forms of SIM is only twofold better 
than diffraction-limited microscopy, and thus considerably 
lower than in STED microscopy or SMI, SIM offers other 
advantages for multiscale imaging. First, the low illumina-
tion intensities in SIM make it the only technique capable 
of volumetric time-lapse imaging (‘4D’ imaging) over hun-
dreds of time points, enabling sustained super-resolution 
imaging over many minutes (Shao et al. 2011). Second, 
although traditional implementations of SIM are suscep-
tible to high levels of background, limiting application to 
single cells, newer implementations combine the resolution 
enhancement of SIM with the background rejection capabil-
ity of confocal microscopy, enabling super-resolution imag-
ing in tissue (York et al. 2012, 2013; De Luca et al. 2013). 
Finally, SIM is also the most rapid super-resolution method, 
enabling video-rate or faster (York et al. 2013; Guo et al. 
2018) imaging of living processes.

Moving from smaller to larger scales, a different set of 
problems present themselves. For samples thicker than a 
single cell, refractive index variations within the sample 
lead to undesirable bending of the illumination and emis-
sion light. Such ‘optical aberrations’ often manifest as the 
inability to produce a diffraction-limited focus, leading to 
reduced contrast, SNR, and resolution in images. Another 
example of a very common, yet often ignored, aberration is 
the ‘focal shift (Bratton and Shaevitz 2015; Hell et al. 1993)’ 
that results when the refractive index of a sample differs 
from the refractive index of the immersion media that the 
objective lens is designed for. In this case, when acquiring 
volumetric data, the apparent axial distance between focal 
planes appears different than the true axial shift, distorting 
the axial extent of objects. Although this situation can be 
corrected in post-processing (once the user is aware there 
is a problem!), the best practice is to select an objective 
lens designed to image into a refractive index similar to the 
biological sample’s refractive index (realizing that one can 
only match the ‘average’ refractive index of the specimen). 
In other words, for imaging living samples, particularly at 
distances far from the coverslip, a water or silicone oil objec-
tive is preferred compared to an oil immersion lens.

A second common aberration encountered when perform-
ing fluorescence microscopy of 3D samples is spherical 
aberration. This aberration arises because high-angle illumi-
nation and emission rays are bent differently than low-angle 
rays, resulting in ‘smearing’ of the point spread function 
(PSF) along the optical axis. The consequence of this dis-
torted focus is a significant loss in axial resolution and signal 
intensity in the focal plane. Most higher NA objectives con-
tain movable optical elements (accessed via the ‘correction 

collar’) that can compensate for minor spherical aberration, 
but only at a fixed focal plane. In principle, adjusting the 
correction collar for each imaging depth could allow partial 
depth-dependent correction, but this strategy is slow (limited 
by mechanical movement of the collar) and fails to compen-
sate for other sample-induced aberrations.

‘Adaptive optics’ [AO (Ji 2017)] refers to a family of tech-
niques designed to redress optical aberrations. A complete 
description of these methods falls outside the scope of this 
review, here we simply recognize that any AO method: (1) 
must measure the aberration, or more precisely sense the 
aberrated ‘wavefront’ of the illumination and/or the emitted 
fluorescence; (2) must then apply a corrective signal to can-
cel the aberration, e.g., with a deformable mirror or spatial 
light modulator. The ‘sensing’ part of this loop is currently 
an active area of research, as there is no consensus about the 
best approach. We further note that incorporating AO into 
fluorescence microscopy is not trivial, and is thus currently 
limited to a relatively small number of labs that possess the 
technical skill to build their own AO subsystem and program 
the AO correction loop. Despite these difficulties, the payoff 
in spatial resolution, contrast, or SNR when implementing 
AO correction is potentially high, particularly in large, het-
erogenous samples with slowly varying changes in refractive 
index. AO holds particular promise for multiscale imaging, 
as it has proven essential for discerning subcellular (Wang 
et al. 2015) [or subdiffractive (Zheng et al. 2017)] structure 
deep in aberrating samples.

AO correction is most useful in extending the effective 
depth penetration of fluorescence microscopy in transpar-
ent tissues in which the aberration varies slowly laterally 
or axially. In highly scattering tissue, the aberration may 
vary rapidly, i.e., on a length scale too small to easily cor-
rect. In highly absorptive tissue, attenuation of the illumi-
nation light is the limiting factor. Scattering and absorp-
tion together result in an exponential loss in ‘ballistic’ 
illumination photons that create useful signal, as opposed 
to background. Since scattering decreases at higher wave-
lengths, and absorption of water and tissue is minimal from 
visible to infrared wavelengths, using near-infrared (NIR) 
illumination to excite redder dyes can help to extend the 
imaging depth (with the caveat that NIR-excitable dyes are 
typically less photostable and bright than those excited in 
the visible). Multiphoton (both two (Denk et al. 1990)-pho-
ton and more recently three (Horton et al. 2013)-photon) 
microscopy (Hoover and Squier 2013) offers another route to 
deeper imaging as (1) it is possible to efficiently excite many 
bright fluorophores with single-photon absorption spectra 
in the visible; (2) the longer illumination wavelengths are 
less scattered than single photon illumination; (3) even if 
illumination-side scattering occurs, it is far less likely than 
single-photon microscopy to drive associated background 
fluorescence due to the nonlinear intensity dependence of 
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multiphoton microscopy; (4) up to a limit, scattered fluores-
cence may be collected by a ‘non-descanned’ detector and 
usefully assigned to the illumination focus. By increasing the 
laser power to compensate for the exponential loss in signal, 
these methods have enabled imaging millimeters into scat-
tering tissue—a remarkable achievement given that single-
photon confocal or light-sheet imaging generally fails within 
a few hundred microns of the sample surface. Ultimately, 
however, the benefits accrued by increasing illumination 
intensity are defeated by photodamage (Hopt and Neher 
2001) (in a sample-dependent manner) or background [flu-
orescence generated at more superficial layers overwhelms 
the signal at the illumination focus (Theer and Denk 2006)].

When attempting imaging deep into living animals, it is 
worth considering difficulties due to the physiology of the 
live animal itself. Breathing, eye movement, heartbeat, or 
simply global animal motion are additional considerations 
that confound multiscale imaging, as they make it difficult to 
attain high-resolution imaging due to motion blur. Effective 
strategies to combat these issues include anesthetizing the 
animal (keeping in mind the potential effects on the biology 
under study), immobilizing part of the animal [as in ‘head 
fixed’ brain-imaging experiments (Schwarz et al. 2010)] or 
imaging rapidly enough that motion blur is not a concern 
(which may be difficult depending on the imaging modality 
and finite photon budget).

Recent examples of successful multiscale 
imaging

Combining distinct microscopy modalities

Given the difficulties outlined above in ‘seeing everything’ 
with a single microscopy modality, combining multiple opti-
cal techniques in a single experiment (Hobson and Aaron 
2022) is an effective choice for multiscale imaging. Such 
correlative methods can fill the gaps from the nanoscale 
(e.g., protein localization), to microscale (e.g., morphology 
of organelles/cells) to macro- or large-scale (e.g., group-
ings of cells in tissues and organs) structure of biological 
samples, while also permitting inspection of dynamics over 
different timescales. For example, a recent study merged 
multiple super-resolution imaging methods on a single 
microscope platform for multiscale imaging of dynamics 
in living neurons (Krishna Inavalli et al. 2019). Combining 
STED microscopy and its related super-resolution ‘shadow 
imaging’ [SUSHI (Tønnesen et  al. 2018)] variant with 
single-particle tracking photoactivated localization micros-
copy [sptPALM (Manley et al. 2008)] and universal point 
accumulation imaging in nanoscale topography (Sharonov 
and Hochstrasser 2006) [uPAINT (Giannone et al. 2010)], 
enabled analyses of nanoscale synaptic protein dynamics 

in the context of dynamic neuronal morphology, including 
growth cones and dendritic spines. Using this multimodal 
platform, it was observed that PSD95 molecules (imaged via 
PALM) formed clusters mostly localized within spine heads 
in live hippocampal primary neurons expressing cytosolic 
GFP (imaged via STED), whereas AMPA receptor subunit 
GluA1 (imaged via uPAINT) diffused widely across the den-
drite and stabilized at synapses (Fig. 3a, b). Furthermore, 
the spatial organization and mobility of glutamate receptors 
in different subcellular synaptic compartments, including 
dendrite, spine neck, spine head and spinules, were charac-
terized by measuring the diffusion coefficient (which varied 
from  10−4 to 1 μm2  s−1 over different uPAINT trajectories). 
In addition, by rapidly switching between SUSHI imaging 
of a fluorescent marker (calcein) outside of the cells and 
sptPALM of mEos3.2-tagged actin molecules, retrograde 
actin flow along individual filopodia emanating from growth 
cones could be resolved with better than 100-nm spatial res-
olution. Such a process is very challenging to image with 
conventional super-resolution techniques due to the photo-
toxicity and low signal associated with intracellular labeling 
and imaging these fine structures.

A second multi-modal approach combines high speed 
3D tracking of single viruses with contextual 3D cellular 
imaging [3D-TrIm (Johnson et al. 2021)] to capture the 
early stages of virus–cell interactions. Simultaneous study 
of both viruses and the surrounding cellular environment 
have been challenging due to the rapid, ms-scale diffu-
sion of virions in the extracellular space and the compara-
tively large 3D cellular structures involved. For example, 
although a single moving virion can be localized with 
a precision of ~ 20 nm laterally and ~ 80 nm axially, the 
surrounding 3D environment can span tens of microns in 
each dimension. While interrogating such disparate scales 
using a single rapid volumetric scan might be possible, 
the authors instead chose to adopt distinct strategies well 
suited for each spatiotemporal scale by combining real-
time active feedback tracking (for following viruses) with 
a volumetric imaging system (to obtain the surrounding 
context). The single-particle tracking system used elec-
tro-optic deflectors (EOD) and a tunable acoustic gradient 
(TAG) lens to rapidly scan and ‘lock on’ to the location 
of the fluorescently labeled virus, using stage feedback to 
keep the virus centered in the illumination focus. At the 
same time, the imaging system used a two-photon laser 
scanning microscope outfitted with an electrically tunable 
lens (ETL) to capture the cellular context in the vicin-
ity of the particle. The combined imaging system allowed 
simultaneous interrogation of each vesicular stomatitis 
virus (VSV)-G pseudotyped lentiviral vector particle tra-
jectory and its surrounding live-cell environment span-
ning ~ 100 × 100 × 25 μm3 (Fig. 3c–f). Virion positions 
were recorded at the ms timescale for ~ 90 s over an axial 
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distance extending more than 20 μm above the cell surface. 
This rapid and large-range recording enabled the measure-
ment of viral diffusion ranging from 0.5 to 4.5 μm2/s, also 
revealing ‘skimming’ contact events at the millisecond 
timescale in the early stages of virus–cell interactions.

Rapid multiscale functional imaging in living 
organisms

Optically reading out the activity from many neurons in 
behaving animals is another example of multiscale imaging, 
often requiring rapid interrogation of large volumes with 
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(sub)cellular resolution. Given the importance of functional 
imaging in neuroscience, there is a long history of optical 
microscopy development (Ji et al. 2008; Wu et al. 2013a; 
Winter and Shroff 2014) aimed at improving its depth pene-
tration, speed, and spatial resolution. LSFM and multiphoton 
microscopy are particularly well suited to functional imag-
ing, as we describe by considering two recent studies (Voleti 
et al. 2019; Demas et al. 2021).

SCAPE-2.0 (Voleti et al. 2019) is an improved imple-
mentation of swept, confocally aligned planar excitation 
(SCAPE) microscopy (Bouchard et al. 2015) equipped with 
a high-speed intensified camera. SCAPE is an LSFM imple-
mentation that uses a single, motionless objective lens to 
introduce an oblique sheet for illumination, which is scanned 
throughout the sample volume via a large aperture galva-
nometer mirror. The galvanometer mirror also de-scans the 
fluorescence such that the image of the oblique light sheet 
is stationary, thereby achieving volumetric imaging without 
requiring any sample or objective lens motion. For exam-
ple, SCAPE-2.0 enabled a volumetric rate of 100 Hz when 
imaging 3-day post-fertilization zebrafish embryos express-
ing GFP and DsRed (volume spanning 640 × 148 × 127 
voxels), or more than 300 volumes per second when per-
forming dual-color cardiac imaging of the zebrafish heart 
over a smaller subvolume. Although the emission path-
way of SCAPE 2.0 is complex, leading to lower resolution 
and greater light loss than other LSFM implementations, 
SCAPE 2.0’s speed and micron-scale resolution is well 
suited for many multiscale imaging applications. For exam-
ple, SCAPE-2.0 facilitated functional imaging of the head 
of an immobilized young adult C. elegans worm expressing 
nuclear-localized GCaMP6s and TagRFP at 5.96 volumes 
per second for 10 min (Fig. 4a). This imaging speed, along 
with the comparatively low phototoxicity compared to spin-
ning disk confocal microscopy, facilitated 4D tracking of 

the TagRFP-labeled nuclei and extraction of the associated 
GCaMP fluorescence signals from 113 neurons within the 
worm head (Fig. 4b). Neurons exhibited distinct patterns 
of calcium activity (Fig. 4c). Analyzing the correlations 
between neurons revealed that the nervous system appeared 
to switch between six distinct states during the recording.

Although SCAPE-2.0 enables rapid functional imaging 
over relatively large volumes, its penetration depth is limited 
to relatively transparent tissue. Multiphoton microscopy is 
better suited to applications in scattering tissue. Common 
multiphoton microscopes use high-repetition-rate lasers 
(e.g., 80 MHz), which often oversample cell bodies in the 
lateral plane and use multiple pulses per pixel to improve 
SNR, resulting in slow frame rates. To better sample the 
imaging volume while improving SNR and frame rate, a 
‘light beads microscope (LBM)’ based on a low-repetition-
rate laser (4.7 MHz) was implemented. LBM splits each 
femtosecond pulse into 30 copies using a cavity-based 
multiplexing approach, delaying each copy in time and 
focused it into a different depth, thus forming a column of 
‘light beads’ (Demas et al. 2021). Illuminating with the 30 
‘beads’ enables near-simultaneous recording of activity over 
an imaging depth of 465 µm with ~ 16-μm axial separation 
between imaging planes. By effectively using the deadtime 
between laser pulses (~ 200 ns) to collect the signal from 
each axial plane, volumetric recording at 1.41 ×  108 voxels 
per second is possible. LBM was used to record calcium 
activity from a volume of ~ 2.0 × 2.0 × 0.5  mm3, containing 
a population of ~ 70,000 neurons, in the posterior parietal 
region of a jGCaMP7f-expressing mouse neocortex imaged 
at 3-μm lateral voxel sampling and ~ 6.5-Hz volumetric rate 
(Fig. 4d–g). With the ability to tune the lateral sampling, 
LBS is well suited to multiscale imaging of the mouse cor-
tex at variable spatiotemporal resolution, enabling e.g., 
sub-cellular-resolution recordings within a ~ 0.6 × 0.6 × 0.5 
 mm3 volume at ~ 10 Hz and 1-μm lateral voxel sampling; 
cellular-resolution recordings within a ~ 3 × 5 × 0.5  mm3 
volume containing more than 200,000 neurons at ~ 5 Hz, 
and recordings of populations of ~ 1 million neurons within 
a ~ 5.4 × 6 × 0.5  mm3 volume at ~ 2 Hz and 5-μm lateral voxel 
sampling.

Adaptively correcting for changes in sample size 
and sample‑induced aberrations improves imaging 
in tissue

Multiscale imaging is especially challenging when the sam-
ple itself changes in scale over the imaging experiment. For 
example, when imaging mouse embryos over 48 h from 
gastrulation to organogenesis, the sample expands more 
than 250-fold in volume, dramatically changing in shape 
(e.g., from ~ 200 µm to ~ 1.3 mm in linear dimension) and 
morphology. Such a dramatic change in sample size and 

Fig. 3  Multiscale imaging by combining distinct microscopy modali-
ties. a STED, PALM, and µPAINT enable imaging of molecular 
trajectories within the context of super-resolved dendritic spines in 
a living hippocampal neuron. b Magnified view of two spines from 
the overlay image in (a), showing GluA1_SEP AMPA receptor tra-
jectories inside and outside the PSD95 area, as well as freely moving 
along dendrites and spinules (white arrows). Individual trajectories 
are shown as distinct colors. c, d 3D reconstruction of a single vesic-
ular stomatitis virus (VSV)-G pseudotyped lentiviral vector particle 
trajectory, as it ‘skims’ along the surface of live HeLa cells. The par-
ticle trajectory and cell morphology were simultaneously interrogated 
by combining 3D tracking and imaging (3D-TrIm), integrating real-
time active-feedback tracking microscopy with a volumetric imaging 
system. Cells are color-coded by intensity and distance from the cell 
surface to the virus trajectory in (c) and (d), respectively. Circular 
inset: enlarged view of “skimming” event. e XY view with trajec-
tory superimposed. f YZ view of the same cell and trajectory, with 
trajectory color-coded according to diffusion coefficient. a, b were 
reprinted with permission from ref (Krishna Inavalli et al. 2019), and 
c–f reprinted with permission from ref (Johnson et al. 2021)
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Fig. 4  Rapid multi-scale functional imaging in living organisms. a 
Lateral (left) and axial (right) maximum intensity projections high-
lighting nerve ring region from a living, immobilized C. elegans 
young adult (NLS-GCaMP6s/TagRFP), acquired with SCAPE 2.0 at 
5.96 volumes per second. b 113 neurons were identified and tracked 
in 3D space over 10  min and are ordered and color-encoded along 
the rostral-caudal axis. c Extracted raw GCaMP6s fluorescence time 
courses over 10  min. d Volumetric imaging (spanning ~ 2 × 2 × 0.5 
 mm3) of neural activity at 6.7  Hz in jGCaMP7f-expressing mice, 
acquired with light beads microscopy. 3D rendering of extracted neu-

ron spatial coordinates and maximum projected activity for a 9-min 
recording. The red rectangle in the transverse brain image indicates 
the region over which responses from 70,275 neurons were recorded. 
e, f Mean projection images at 144- and 482-μm depths, respectively, 
with higher magnification views at right. g Representative time series 
of 50 whisker-tuned neurons. Occurrences of the whisker stimulus 
are denoted by red marks. a–c were reprinted with permission from 
ref (Voleti et  al. 2019), and d–g reprinted with permission from ref 
(Demas et al. 2021)



311Histochemistry and Cell Biology (2022) 158:301–323 

1 3

shape confounds imaging with conventional microscopes, 
most obviously because the sample easily drifts out of the 
initial field of view. Imaging difficulties are further com-
pounded by the time-varying optical properties of the 
sample. These problems were addressed in a recent study 
(McDole et al. 2018) that combined multiview light-sheet 
microscopy (Tomer et al. 2012; Chhetri et al. 2015) with 
an improved, automated method for adjusting the imaging 
parameters to optimize image quality [‘AutoPilot’ (Royer 
et al. 2016)], thereby adapting the microscope to the chang-
ing sample while maintaining viability over days of continu-
ous imaging spanning gastrulation to early organogenesis. 
This system optimized spatial resolution by continuously 
computing and analyzing maximum-intensity projections of 
the imaging volume along multiple axes, monitoring image 
quality metrics within the context of a dynamic, geometric 
model of the sample, and adjusting the positions of objec-
tives and tube lenses with motorized stages to compensate 
for specimen induced defocus, spherical aberration, and 
movement. Three-dimensional (3D) movement and growth 
of the embryo were monitored by tracking cells expressing 
ubiquitous nuclear reporter (mKate2-NLS) with a novel cell-
tracking framework.

This adaptive imaging framework was used to visual-
ize mouse embryos at single-cell resolution spanning from 
the mid/late-streak stage to the early somite stage, enabling 
the creation of a dynamic fate map for all individual cells 
(Fig. 5a). Optimizing the spatial resolution by minimizing 
defocus proved essential for this goal, which was improved 
compared to previous systems (e.g., across the whole speci-
men, detection defocus errors were 2.99 ± 1.34 µm for non-
adaptive light-sheet microscopy, 1.90 ± 0.81 µm with the 
previous AutoPilot framework, and only 0.06 ± 0.04 µm with 
the new platform).

As discussed above, AO provides another framework 
to compensate for sample-induced aberrations, and has 
been used effectively in conjunction with lattice light sheet 
microscopy (Chen et al. 2014) [AO-LLSM (Liu et al. 2018)] 
to obtain diffraction-limited resolution when imaging within 
live multicellular organisms. In this study, aberrations in 
both the excitation and emission paths were corrected with 
direct wavefront sensing, i.e., using a Shack–Hartmann sen-
sor to measure the wavefront from a point-like light source 
(“guide star”) created by two-photon excitation. The nonlin-
ear guide star was scanned to sample the average wavefront 
over the imaging field, thereby generating an average cor-
rection more accurate than single-point correction (Wang 
et al. 2014) and simultaneously reducing the photon load 
compared to dwelling at a single point. With a correction 
time down to 70 ms, this AO method is well matched to 
the speed and gentleness of LLSM. This advance permitted 
detailed examination of cellular morphology and organelle 
distributions across the eye of a developing zebrafish embryo 

24–27 h post fertilization (Fig. 5b, c). Other applications of 
AO-LLSM included in vivo 3D imaging of clathrin-medi-
ated endocytosis and spinal cord neural circuit development 
in zebrafish embryos.

Direct wavefront sensing techniques are only useful when 
sufficient ‘ballistic’ (unscattered) fluorescence reaches the 
sensor, thereby providing an accurate estimate of the wave-
front. In conditions where the ballistic signal from the tar-
get of interest is weak, a second, brighter fluorophore may 
be introduced to boost the signal (Wang et al. 2015). Even 
this strategy fails in very thick, scattering samples. In these 
cases, the wavefront can still be estimated from a sequence 
of images with changes applied to the adaptive element 
(‘indirect wavefront sensing’). These sensorless AO sys-
tems include ‘modal’ methods, where the aberrations are 
estimated with using a series of modes defined over the 
whole pupil, and ‘zonal’ approaches, in which the pupil is 
separated into different zones that are modulated separately. 
Both approaches are very effective when applied to imaging 
deep, scattering brain tissues with three-photon microscopy.

For example, tissue scattering, optical aberrations, and 
motion artifacts were recently mitigated by combining three-
photon excitation, modal-based sensorless AO, and active 
electrocardiogram (ECG) gating (Streich et al. 2021) in an 
in vivo mouse model. Image acquisition was paused during 
peaks in the ECG, reducing intraframe motion artifacts and 
resulting in better visualization of fine structures such as 
individual spines. This combination of techniques improved 
deep tissue imaging to the point that near-diffraction-limited 
imaging of neuronal structure (EGFP–Thy1(M) label) and 
third-harmonic generation contrast of an in vivo mouse brain 
was achieved along an entire cortical column ~ 1.2–1.4 mm 
in depth (the edge of the mouse CA1 hippocampus, Fig. 5d, 
e). A related study combining three photon excitation with 
zonal-based sensorless AO (Rodriguez et al. 2021) enabled 
the in vivo study of fine neuronal processes and synapses in 
deep cortical layers ~ 750 μm below the dura of the mouse 
brain (Fig. 5f, g). Other multiscale imaging demonstrations 
with this three-photon AO system included functional imag-
ing of calcium activity in jGCaMP7s-expressing neurons 
of the dorsal horn ~ 300 μm below the dura in the mouse 
spinal cord, in response to cooling stimuli applied to the 
hindlimb skin.

Improving multiscale imaging 
with computation

Image restoration with deep learning

Deep learning (LeCun et al. 2015) has emerged as a pow-
erful method for image restoration, allowing a ‘softening’ 
of the imaging tradeoffs discussed above. With suitable 
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training data, neural networks may be trained and subse-
quently applied for denoising (Weigert et al. 2018; Chen 
et al. 2021) (Fig. 6a), deconvolution (Guo et al. 2020; Li 
et al. 2022), or resolution enhancement (Ouyang et al. 

2018; Wang et  al. 2019; Qiao et  al. 2021; Chen et  al. 
2021). Multiple recent examples illustrate the potential of 
these methods for multiscale imaging.
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Three-dimensional residual channel attention networks 
(3D RCAN (Chen et al. 2021)) denoise and sharpen fluo-
rescence microscopy volumes, quantitatively outperforming 
previous network architectures (Weigert et al. 2018; Ledig 
et al. 2017; Wang et al. 2018b) when denoising low SNR 
images of labeled mitochondria (Fig. 6b), actin, endoplas-
mic reticulum, Golgi, lysosomes, and microtubules acquired 
with instant SIM (York et al. 2013) (iSIM). ISIM is a rapid 
super-resolution technique capable of enhancing resolu-
tion ~ twofold over the diffraction limit without sacrificing 
temporal resolution, possessing the additional advantage 
that this resolution gain may be achieved in transparent tis-
sue ~ 10 × thicker than a single cell (York et al. 2012). A 
significant drawback of iSIM is that it illuminates the sample 
volumetrically, leading to photobleaching and photodamage 
that ultimately limit the temporal scale (i.e., duration) of 
the experiment. One way around this problem is to lower 
the illumination intensity to the point that photobleaching 
is negligible; unfortunately, the resulting SNR is usually so 
low that the data become unusable.

Applying a denoising 3D RCAN on noisy iSIM images of 
U2OS cells labeled with a mitochondrial marker addressed 

the SNR challenge, enabling super-resolution imaging over 
thousands of image volumes (tens of thousands of images; 
image volumes acquired every 5.6 s over 4 h, Fig. 6c), with-
out detectable photobleaching and even an apparent increase 
in fluorescence signal over the course of the recording 
(Fig. 6d). The restored image quality was sufficiently high 
that individual mitochondria could be manually segmented. 
In a second example, applying a denoising 3D RCAN on 
low SNR images of U2OS cells labeled with lysosomal and 
mitochondrial markers improved SNR to the extent that 
mitochondrial fission and fusion events near lysosomal con-
tacts could be quantified, which was otherwise impossible 
on the raw input data. Both examples highlight the capacity 
to effectively extend SNR and temporal scale beyond the 
capabilities of the base microscope.

A second application enabled by deep learning is the 
improvement of spatial resolution, permitting the use of 
lower illumination dose microscopes, often advantageous 
when imaging living samples. For example, given compar-
atively higher-resolution STED microscopy ground truth, 
a 3D RCAN was used to improve the lateral resolution of 
noisy confocal microscopy images by ~ 2.5-fold. This capa-
bility was useful in improving the resolution of low SNR, 
volumetric time-lapse imaging of cell division (Chen et al. 
2021), which is challenging to observe using higher-reso-
lution STED microscopy. In another example, expansion 
microscopy (Chen et al. 2015) (a method that physically 
enlarges dead specimens, enabling improved resolution) data 
was used as ground truth to train a 3D RCAN to improve the 
volumetric resolution of iSIM. By combining this network 
with another denoising 3D RCAN and applying the two-step 
deep learning scheme to volumetric time-lapse sequences of 
living U2OS cells labeled with EGFP-Tomm20 (Fig. 6e–g), 
closely packed mitochondria that were badly blurred in the 
axial direction could be discerned.

In a parallel study, RCANs were augmented by leverag-
ing the frequency content differences across image features 
to better predict the high-frequency information present in 
super-resolution images, resulting in ‘deep Fourier chan-
nel attention networks’ [DFCAN (Qiao et al. 2021)]. The 
DFCAN enabled high-quality TIRF-SIM (Kner et al. 2009), 
grazing-incidence SIM [GI-SIM (Guo et al. 2018)], and non-
linear SIM (Li et al. 2015) reconstructions from low SNR 
input. In some cases, the DFCAN enabled tenfold longer 
multicolor live cell super-resolution recordings than would 
have been possible without denoising. The DFCAN predic-
tions provided detailed views of mitochondria undergoing 
fission/fusion in the vicinity of ER–mitochondria contact 
sites (Fig. 6h–j).

The spatiotemporal scales accessible to a recently devel-
oped multiview confocal super-resolution microscope were 
also enhanced using deep learning (Wu et al. 2021). In this 
case, collection of 15 diffraction-limited image volumes can 

Fig. 5  Adaptively correcting for sample size and aberrations when 
using light-sheet and three-photon microscopy improves imaging 
at large length scales. a Reconstruction of mouse embryo at single-
cell resolution, acquired with adaptive light sheet microscopy. Three 
time points (hh:mm) selected from an experiment spanning mid/late-
streak stage to early somite stage. Here, tracks are derived from com-
bining the cell-tracking framework with a machine learning module 
(TGMM 2.0) and statistical vector flow (SVF) analysis. The dynamic 
fate map was created by labeling tissues in the image data at the last 
time point, transferring labels to SVF objects (spheres) and propagat-
ing labels backwards in time. b, c Tiled adaptive optics (AO) lattice 
light sheet microscopy permits detailed examination of cellular mor-
phology and organelle distributions across the eye of a developing 
zebrafish embryo 24–27  h post fertilization. Here, computationally 
separated cells are shown spanning the data in (b), with organelles 
colored as indicated. Orthoslices at six different time points are 
shown in (c) highlighting cell divisions (white and green arrowheads, 
left panel) at the apical surface of the retinal neuro-epithelium and 
mitochondria (orange arrowheads) present from the apical to the 
basal surface in one dividing cell. d ECG-gated AO 3PM at 1300-
nm excitation wavelength in EGFP–Thy1(M) mouse visual cortex 
and hippocampus, shown as 3D reconstruction of an image stack of 
third-harmonic signal (cyan) and GFP-labeled neurons (green). Aber-
ration correction is performed via a modal-based indirect wavefront 
sensing approach. Intravital motion artifacts are reduced with a real-
time ECG-gated image acquisition scheme that synchronizes scanners 
to the cardiac cycle of the mouse. e Maximum intensity projection of 
a neuron in the mouse cortex (Thy1-YFP-H), at 747–767 μm below 
dura, under 1300-nm three-photon excitation, without and with AO 
based on a zonal aberration measurement method. f Higher-magnifi-
cation views of the red square in e, 751–767 μm below dura, without 
and with AO. Insets show higher magnification views of the dendrite 
shown in white rectangles in f. 10 × digital gain was applied to the 
No AO inset to increase visibility. Reprinted with permission from ref 
(McDole et al. 2018) for (a), ref (Liu et al. 2018) for (b, c), ref (Stre-
ich et al. 2021) for (d), and ref (Rodriguez et al. 2021) for (e, f)
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provide 3D resolution enhancement using SIM reconstruc-
tion algorithms. This relatively large amount of raw data 
impedes super-resolution imaging over extended duration 
due to the extra illumination imparted to the sample; it also 
compromises temporal resolution relative to the base con-
focal multiview microscope. To address these challenges, 
an RCAN model was trained to predict 1D super-resolution 
images from diffraction-limited input. Then, by digitally 
rotating an input volume and reapplying the trained model, 
1D resolution could be improved along any lateral direction 
lying within the focal plane. By combining the six digitally 
rotated, 1D super-resolved views derived from a single con-
focal input image, a deep learning prediction with isotropic 
2D resolution enhancement could be obtained. Applying 
this method to three views acquired with the base multiview 

confocal microscope improved 3D SIM imaging over multi-
ple scales, as demonstrated by visualization of actin dynam-
ics in a U2OS cell over 100 volumes (Fig. 6k–n), and the 
nervous system in L2-L4 stage C. elegans larvae.

Multiscale imaging of fine dynamic processes 
with event‑triggered acquisition

Another strategy that is well suited for multiscale imaging, 
improving imaging throughput and quality for a region of 
interest (ROI), is ‘event-driven acquisition (EDA) (Alvelid 
et al. 2021; Mahecic et al. 2021). Unlike the adaptive strat-
egies above that attempt to globally improve image qual-
ity, EDA instead attempts  to automatically switch between 
imaging modalities by monitoring real-time changes in the 
sample (e.g., intensity spikes, local movement, and mor-
phological changes), zooming into the ROI only when 
necessary.

In a first example, event-triggered STED microscopy 
(etSTED) (Alvelid et al. 2021), rat hippocampal neurons 
containing fluorescently labeled proteins were imaged 
with high spatiotemporal resolution (~ 30 nm, < 40 ms per 
frame, 2.5 Hz) in small ROIs exhibiting calcium activity 
(Fig. 7a, b). Rapid widefield imaging enabled the detection 
and localization of calcium intensity spikes at the millisec-
ond timescale. The location of ROIs of interest were fed 
into a rapid analysis pipeline to trigger correlated STED 
microscopy acquisition within ~ 20 ms of the detected event, 
thereby facilitating correlative super-resolution imaging of 
actin, tubulin, or synaptotagmin-1 within synaptic vesicles 
(Fig. 7c) in the ROI. Rearrangements of the shape, density, 
and connectivity of densely packed synaptic vesicles, includ-
ing individual vesicle dynamics and disassembly of the clus-
ters were captured with et-STED. Finding such rare, rapid 
events with conventional STED microscopy (i.e., imaging 
the entire field of view) would be difficult due to its rela-
tively slow imaging speed and phototoxicity.

In a second example of EDA (Mahecic et  al. 2021), 
neural-network based recognition of events of interest was 
used to automatically control the frame rate of iSIM (Fig. 7d, 
e), adjusting it as necessary to capture mitochondrial con-
striction and division in Cos7 cells (Fig. 7f). Although the 
Dynamin-related protein Drp1 promotes mitochondrial fis-
sion, its presence alone is not predictive of future divisions. 
Thus, simple thresholding of Drp1 signal alone is insuffi-
cient to predict constriction. Instead, a neural network was 
trained on 29,600 images of Cos-7 cells expressing mito-
chondrion-targeted TagRFP and Drp1-Emerald, and frames 
marking the respective division locations (ground truth) to 
generate a probability map predicting the most pronounced 
constriction site. This map proved more accurate than sim-
ple thresholding and was thus incorporated into an auto-
mated pipeline that increased iSIM imaging speed to better 

Fig. 6  Image restoration with deep learning. a With suitable train-
ing data, a neural network may be used to denoise images. b Lateral 
(upper) and axial (lower) images of a fixed U2OS cells expressing 
mEmerald-Tomm20 imaged via iSIM, comparing noisy raw iSIM 
data acquired with low-intensity illumination (left), deconvolved 
GT data acquired with high-intensity illumination (middle), and 
RCAN output (right) given raw input. c RCAN denoising enables 
the collection of thousands of iSIM volumes without photobleach-
ing. Mitochondria in live U2OS cells were labeled with pShooter 
pEF-Myc-mito-GFP and imaged with high- (360 W   cm–2) and low- 
(4.2  W   cm–2) intensity illumination. Top row: selected examples at 
high illumination power, illustrating severe photobleaching. Middle 
row: selected examples from a different cell imaged at low illumina-
tion power, illustrating low SNR (Raw). Bottom row: RCAN output 
given low SNR input. Numbers in top row indicate volume #. d The 
graph quantifies the normalized signal in each case in (c); ‘jumps’ 
in Raw and RCAN signal correspond to manual refocusing during 
acquisition. e–g Two-step RCAN process (RCAN denoising followed 
by RCAN expansion) is applied to deconvolved iSIM images to gen-
erate expansion predictions. Images from live U2OS cells express-
ing EGFP-Tomm20 were acquired with iSIM, deconvolved and input 
into the two-step RCAN process. e Overview of lateral and axial 
maximum intensity projections of first volume in time series from 
two-step RCAN prediction. f Higher-magnification views of red rec-
tangular region in (e), comparing raw iSIM and RCAN prediction. 
Red arrows highlight mitochondria better resolved with RCAN than 
iSIM. g Higher-magnification views of axial slice corresponding to 
yellow rectangular region in (e), comparing deconvolved iSIM input 
(left) and two-step RCAN output (right). Yellow arrows highlight 
mitochondria that are better resolved with RCAN output than input 
data. h–j Super-resolution images of ER (magenta) and mitochon-
drial cristae (green) in live U2OS cells, acquired with GI-SIM and 
generated by DFCAN-SIM (ER) and DFGAN-SIM (mitochondria), 
respectively. Top right: a fraction of the corresponding widefield 
image averaged from raw SIM images. Time-lapse images show-
ing mitochondrial fission (i) and fusion (j) events occurring at ER–
mitochondria contact sites. k–n Deep learning and joint deconvolu-
tion produces 2D super-resolution images from diffraction-limited 
input. Example 2D SIM maximum intensity projection of U2OS 
cell expressing Lifeact tdTomato, volumes every 10 s, over 100 time 
points. Images are color-coded to indicate temporal evolution. l–n 
Comparative higher-magnification view of blue, yellow, red regions 
in (k), color-coded in (m, n) to illustrate the filopodial dynamics. 
Reprinted with permission from ref (Chen et al. 2021) for (a–g), ref 
(Qiao et al. 2021) for (h–j), and ref (Wu et al. 2021) for (k–n)
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sample the process of division. Since temporal sampling was 
adjusted only when needed, EDA-guided acquisition made 
better use of the finite photon budget than conventional iSIM 

imaging, lessening photobleaching and photodamage. In 
another application, EDA-guided iSIM better captured bac-
terial cell division events than conventional iSIM imaging.
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Creation of multiscale atlases by combining 
information from multiple samples

Although live imaging methods continue to advance, see-
ing everything of interest across all spatiotemporal scales 
in a single experiment remains difficult, if not impossi-
ble. For model organisms with stereotypical behavior, 
anatomy, or development, it is sometimes possible to pool 
multiple datasets from distinct experiments to create a 
composite, statistical model spanning multiple scales in 
space or time. Such ‘atlases’ are particularly powerful in 
developmental biology, as they may be used to resolve 
development in ‘4D’, observe how biological dynamics 
differ across individual organisms and how these differ-
ences compare to the mean, and facilitate comparisons 
between wild-type and mutant phenotypes. We present two 
examples of multiscale atlases that involve very different 
imaging challenges.

C. elegans possesses a relatively simple nervous system 
(White et al. 1986) and invariant embryonic cell lineage 
(Sulston et al. 1983). Repeated cell divisions transform 
a single embryonic cell into 558 cells (222 neurons) in 
the hatched larva. Given the relatively small embryo size 
(50 × 40 × 30 μm3), it is possible to continuously follow cel-
lular growth, division, and morphological change through-
out the entirety of the 14-h embryogenesis period using 
light-sheet microscopy (Wu et al. 2011, 2013b). Although 
all neurites in the densely packed nervous system cannot 
be simultaneously resolved (due to the diffraction limit), 
it is possible to target GFP to sparse subsets of optically 
resolvable neurons, segment and track them, and incorpo-
rate the results from many such experiments on distinct 
embryos into a global model showing a systems-level, 4D 
view of brain development in the first half of embryogen-
esis (Santella et al. 2015; Moyle et al. 2021). In the latter 
half of embryogenesis, rapid movements (‘twitching’) and 
the embryo’s entangled posture confound atlas building. To 
tackle these difficulties, ‘untwisting’ software was devel-
oped to straighten the embryo and facilitate tracking of seam 
cell nuclei, neuronal cell bodies, and neurites in embryos 
(Christensen et al. 2015). After untwisting and temporal 
alignment (Fig. 8a), data from four C. elegans embryos were 
pooled to create a composite model showing movement of 
20 seam cells, five neurons (AIYL/R, CANL/R, and ALA), 
and ALA neurites in an ‘average’ worm embryo with 2.5-
min temporal resolution (Fig. 8b). The model revealed that 
(1) ALA and AIYL/R moved similarly to nearby seam cell 
nuclei; (2) CANL/R moved faster than adjacent seam cell 
nuclei, suggesting a more ‘active’ mode of migration; (3) 
the motion of ALA and CANL/R were considerably more 
variable between datasets than the seam cell nuclei; (4) ALA 
neurite growth outgrowth continued to occur for ~ 240 min 
after the other cells arrived their final positions at the end 
of elongation. While preliminary, the anatomical atlas is 
already yielding insights into behavior (Ardiel et al. 2021) 
and activity (Ardiel et al. 2017), and could be extended to 
encompass all neurons in the embryo.

More recently, a dynamic atlas of mouse development was 
assembled from four single embryos, yielding an extended 
duration model with 5-min temporal resolution and single-
cell spatial resolution (McDole et al. 2018) over length 
scales spanning hundreds of microns to more than 1-mm. To 
jointly analyze data from multiple embryos, a spatiotemporal 
registration method—TARDIS (time and relative dimension 
in space, Fig. 8c)—was developed by combining manually 
annotated spatiotemporal landmarks and information derived 
from tracking cells with a machine learning based tracking 
framework. Using TARDIS, data from four embryos were 
registered in space and time, with a relatively small average 
registration error of 41.5 µm considering the large variations 
in shape and size between embryos. The average TARDIS 

Fig. 7  Image-based event triggering improves multiscale imag-
ing of fine dynamic processes. a Schematic for event triggered 
STED (etSTED): widefield calcium imaging of Oregon Green 488 
BAPTA-1 in neurons, corresponding ratiometric images, detected 
events, and local etSTED images of SiR-tubulin. The green cross 
indicates the ratiometrically brightest detected event that triggered 
STED imaging and the red crosses indicate additionally detected 
events in the same widefield frame. b Timeline of typical etSTED 
experiment, with widefield, analysis pipeline, overhead, and STED 
imaging time indicated. c etSTED experiments, imaging protein 
synaptotagmin-1(syt-1) conjugated to Abberior STAR635P. Syt-1 is 
the calcium sensor that triggers vesicle release. Maximum-projected 
ratiometric image of 12 detected events (calcium spike events) from 
an experiment spanning 4  min 24  s (left, green squares show loca-
tion of detected events), zoomed-in views of the ratiometric image in 
two detected events (center), and 2.46-Hz etSTED timelapse of syt-1 
in a 3 × 3 μm2 field of view, showing dynamic activity of the syn-
aptic vesicles during calcium sensing. d Schematic of event-driven 
acquisition (EDA) framework, combining real-time, neural network-
based recognition of events of interest (e.g., mitochondrial division 
in the presence of dynamin related protein—Drp1) with automated 
control of the imaging parameters in imaging (e.g., frame rate). The 
EDA feedback control loop between the sample and the acquisition 
parameters is composed of three main parts: (1) sensing by image 
capture to gather information from the sample, (2) computation to 
detect events of interest to generate a probability map, and (3) adapta-
tion of the acquisition parameters in response to the sample. e Sche-
matic representation of the trade-off between the imaging speed and 
light exposure over the duration of an imaging experiment. The total 
amount of photon budget available (shaded areas) stays the same for 
all techniques. f Top: Examples of frames capturing events of inter-
est (mito-Emerald in grey, Drp1-mCherry in red) that triggered a 
change in imaging speed and the corresponding probability maps. 
Bottom: The corresponding event probability (computation, black) 
as a function of time obtained during an EDA-guided iSIM imaging 
experiment, and the adaptive imaging speed (actuation, red). This 
self-driving microscope captures the mitochondrial divisions at imag-
ing rates that match their dynamic time scale, while preserving the 
sample from unnecessary illumination and extending the accessible 
imaging duration. a–c were reprinted with permission from ref (Alve-
lid et al. 2021), and d–f reprinted with permission from ref (Mahecic 
et al. 2021)
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embryo preserved the motion and morphology of differ-
ent tissues as evident in individual embryos. For example, 
dramatic changes in tissue movement were observed dur-
ing later stages when the embryo elongates axially, forming 
the anterior intestinal portal. From the average embryo, the 

average local deformation, cell density, and cell movement 
speed across development (Fig. 8d–g) could be quantified. 
Analyzing these metrics revealed that tissues in the anterior 
half of the embryo are driven primarily towards the anterior 
pole or inward along with the invaginating foregut pocket, 
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that the highest degree of local shape variability between 
embryos was in the anterior-most region of the embryo, and 
that heart development displayed greater variability than 
almost any other region in the embryo.

Summary: helpful themes in multiscale 
imaging

While diverse in application and methodology, the recent 
imaging efforts we surveyed (Figs. 3, 4, 5, 6, 7, 8) also reveal 
more general concepts that may be helpful in the quest to 
achieve multiscale imaging of living samples (Fig. 9). A key 
challenge in any approach is the ‘pyramid of frustration’: 
simultaneously optimizing spatial resolution, temporal reso-
lution, phototoxicity, and SNR even for a single spatial or 
temporal scale is difficult. Recognizing this challenge moti-
vates an obvious workaround: combine multiple modalities 
well suited to each spatiotemporal scale. This approach is 
particularly well suited for super-resolution imaging (Fig. 3a, 
b), which may 'miss the forest for the trees’ due to trade-
offs intrinsic to this class of methods. Diffraction-limited 
imaging methods also benefit from multimodality imaging, 
particularly in applications where a small region of interest 
must be imaged at a much faster rate than the surrounding 
larger context (Fig. 3c–f). Another class of applications that 

benefits from multimodal imaging is those in which the user 
must ‘find a needle in a haystack’, i.e., surveying a large 
field of view with modality #1 and then triggering higher-
resolution acquisition with modality #2 (Fig. 7a–c).

In many cases, careful optimization of the microscope’s 
capabilities to best address the biological problem at hand 
allows the pyramid to be bypassed. The application of LBM 
and SCAPE to functional imaging (Fig. 4) exemplifies this 
approach, whereby the microscope technology is tailored to 
provide sufficient spatiotemporal resolution to rapidly tar-
get and image the biology of interest. Since the goal is to 
record activity traces at the single-cell level over many cells 
distributed in 3D, speed and field of view are prioritized 
over spatial resolution. In other cases, the parameter space 
within the ‘pyramid of frustration’ can itself be ‘enlarged’, 
ameliorating tradeoffs, and enabling more from the limited 
photon budget. Adaptively correcting for changes in sample 
size or time-/spatially varying changes in the sample’s opti-
cal properties (Fig. 5) provides one path to this goal. These 
methods require additional hardware and control algorithms 
to provide the requisite feedback. Alternatively, image res-
toration methods can circumvent underlying tradeoffs via 
computational means (Fig. 6), effectively predicting higher 
resolution or SNR from low-resolution, noisy data. We stress 
that the key word here is prediction. Particularly for newer, 
data-driven deep learning models, the practitioner is advised 
to consider the limitations imposed by the training data, as 
well as to perform controls to validate the predictions as 
necessary.

It is also worth remembering that computation can be 
broadly applied in service of multiscale imaging. Event-trig-
gered acquisition (Fig. 7), multimodal imaging (Fig. 3c–f), 
and adaptive imaging strategies (Fig. 5) all are examples of 
‘smart microscopy’(Scherf and Huisken 2015) that embed 
software algorithms to improve data acquisition. On the data 
analysis side, pooling multiple datasets allows the synthesis 
of data from different spatiotemporal scales (Fig. 8), ena-
bling insights that may be difficult or impossible to glean 
from any single experiment.

Although this review has focused on optical and compu-
tational means to facilitate live multiscale imaging, we stress 
that many experiments are also (and perhaps more) limited 
by sample preparation. Continued development of bright 
and photostable optical probes and specific labeling strate-
gies is key (Grimm and Lavis 2022), particularly to capture 
rare biological events. Improved sample mounting strate-
gies, particularly for sustained imaging (Hof et al. 2021) in 
environments that mimic the 3D physiological environment 
(Keller et al. 2006) are also necessary. Finally, we believe 
that new mounting methods (Jakob et al. 2016) that facili-
tate cross-modality imaging will be important in exploring 
the ‘mesoscopic’ expanse that lies between single-cell and 
whole-animal scales.

Fig. 8  Combining information from multiple samples allows the crea-
tion of dynamic, multiscale atlases. a Alignment of data from differ-
ent C. elegans embryos. Top to bottom: (1) axial seam cell nuclear 
trajectories from different embryos are similar in shape, but shifted 
in time; (2) shifting in time aligns the trajectories; (3) averaging the 
shifted trajectories; (4) fitting the shifted trajectories. Examples show 
the shifting, averaging, and fitting process for two embryos. b Com-
posite model of seam cell nuclear movement and neuronal devel-
opment in the C. elegans embryo, established from four embryos. 
Shown are two typical time points at early (left, about 8-h post fer-
tilization) and late (right, about 13  h post fertilization) stage in the 
elongating embryo. Canal associated neurons (CANL, CANR) moved 
faster than adjacent seam cell nuclei, suggesting a more 'active' mode 
of migration. Seam cell nuclei: gray spheres; ALA cell body: blue 
sphere; ALA neurites: blue lines; AIY cell bodies: yellow spheres; 
CAN cell bodies: red spheres. c–g Stereotypy of local cell dynamics 
across four mouse embryos aligned with spatiotemporal registration 
TARDIS (time and relative dimension in space) method. c Overview 
of TARIDS: embryos are aligned in time using manual annotations, 
then aligned in space by rigid registration to a reference embryo 
using spatial landmarks (step 1), differential alignment of anatomi-
cal features along anterior–posterior axis (step 2), and transforma-
tion of their shape and size to match the reference embryo (step 3). 
Left: examples of landmarks and transformation maps are shown. 
Right: resulting embryo morphology. Visualization (d) and quanti-
fication (e) of differences in local embryo shape across four rigidly 
aligned embryos. DV dorsoventral, ML mediolateral, AP anteroposte-
rior. Average local cell densities (f) and average local cell movement 
speeds (g) are shown at two time points in the average embryo. a–b 
were reprinted with permission from ref (Christensen et  al. 2015), 
and c–g reprinted with permission from ref (McDole et al. 2018)
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