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OBJECTIVE

To establish a polyexposure score (PXS) for type 2 diabetes (T2D) incorporating
12 nongenetic exposures and examine whether a PXS and/or a polygenic risk score
(PGS) improves diabetes prediction beyond traditional clinical risk factors.

RESEARCH DESIGN AND METHODS

We identified 356,621 unrelated individuals from the UK Biobank of White British
ancestrywith noprior diagnosis of T2DandnormalHbA1c levels. Using self-reported
and hospital admission information, we deployed amachine learning procedure to
select themost predictive and robust factors out of 111 nongenetically ascertained
exposure and lifestyle variables for the PXS in prospective T2D. We computed the
clinical risk score (CRS)andPGSby takingaweightedsumofeightestablishedclinical
risk factors and >6 million single nucleotide polymorphisms, respectively.

RESULTS

In the study population, 7,513 had incident T2D. The C-statistics for the PGS, PXS,
and CRSmodelswere 0.709, 0.762, and 0.839, respectively. Individuals in the top
10% of PGS, PXS, and CRS had 2.00-, 5.90-, and 9.97-fold greater risk, re-
spectively, compared to the remaining population. Addition of PGS and PXS to
CRS improved T2D classification accuracy, with a continuous net reclassification
index of 15.2% and 30.1% for cases, respectively, and 7.3% and 16.9% for
controls, respectively.

CONCLUSIONS

For T2D, the PXS provides modest incremental predictive value over established
clinical risk factors. However, the concept of PXSmerits further consideration in T2D
risk stratification and is likely to be useful in other chronic disease risk prediction
models.

Type 2 diabetes (T2D) is a chronic condition that results in impaired well-being for
individuals with both genetic and environmental contributors (1). Genome-wide
association studies (GWAS) have unveiled important genetic determinants and novel
biological pathways in T2D, but their use in prediction is of debate (2). Recent studies
have shown that genetic information in the formof the polygenic risk score (PGS)may
be useful in identifying individuals with increased genetic risk of developing T2D (3,4).
At the same time, T2D is also influenced by nongenetic environmental or lifestyle
factors, such as smoking (5), diet (6), and socioeconomic status (7). However, the
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prospective predictive value of multiple
nongenetic factors in comparison with
and complementary to PGS has not been
thoroughly examined. Studies of non-
genetic exposures often only consider a
single or handful of factors at a time
without much consideration for dense
correlation between exposures (8,9,10).
Specifically, a polyexposure score (PXS)
that combines multiple correlated non-
genetic exposure and lifestyle factors
has not been evaluated.
In this study, we examined the pre-

dictive ability of a PXS for T2D derived
from a data-driven machine learning
“feature selection” procedure from
111 exposure and lifestyle factors re-
corded in the UK Biobank (UKB). Our
machine learning approach procedure
yielded a final model of 12 variables
for the T2D PXS.We subsequently tested
the added value of the PXS against the
PGS and established clinical risk factors
for T2D prediction through discrimina-
tion and reclassificationmethodologies.

RESEARCH DESIGN AND METHODS

Study Participants
The UKB examines the role of genetics
and environmental exposures in human
health (11). The UKB resource comprises
502,655 U.K. participants between 40
and 69 years of age at the time of re-
cruitment between 2006 and 2010. Par-
ticipants attended 1 of 22 assessment
centers across England, Scotland, and
Waleswheretheycompletedtouchscreen
and nurse-led questionnaires, had phys-
ical measurements taken, and provided
biological samples. The study collected
extensive data from questionnaires, in-
terviews, health records, physical mea-
sures, biological samples, and imaging
as well as genome-wide genotype data.
Individuals in the UKB underwent geno-
typing with two similar arraysdUK
BiLEVE AxiomArray or UK Biobank Axiom
Arraydconsisting of .800,000 genetic
markers scattered across the genome.
Additional genotypes were imputed us-
ing the Haplotype Reference Consortium
resource, the UK10K panel, and the
1000 Genomes panel, increasing the
number of testable variants to 96 million
(12). UKB also collected information on
individual background and lifestyle, cog-
nitive and physical assessments, socio-
demographic factors, andmedical history.
The UKB has ethical approval from the
NationalHealthServiceNationalResearch

Ethics Service (Manchester, U.K.). All
participants provided informed consent.

We defined the follow-up time as the
time from the first exposure measure-
ment from the first instance until either
T2D incidence, competing event (death),
or censorship date according to origin
of the hospital data (England 31 March
2017, Scotland 30 October 2016, Wales
29 February 2016). Since the existing T2D
PGS was derived from individuals with
White European ancestry, our analysis
was also restricted to White Europeans.
The inclusion criteria of our primary
study populationwere unrelated individ-
uals of White European ancestry with
complete covariate information and base-
line normal HbA1c levels (defined as
,6.5%). We divided this population ran-
domly into three roughly equal popula-
tionswith nooverlapping individuals: the
training (n 5 119,145), validation (n 5
118,654), and testing (n5 118,822) sets
(Fig. 1, bottom). We used the entire
training set of 119,148 individuals (2,511
incident cases) to conduct exposure vari-
able selection and optimized weights of
clinical risk factors. The number of in-
dividuals with complete exposure data
for each exposure association varied
(Supplementary Table 1). There were
84,791 individuals (1,586 incident cases)
with complete exposure data in the val-
idation set, which we used to optimize
weights of the variables in the PXS. In
the final testing set for evaluating model
performances, there were 68,299 indi-
viduals (1,281 incident cases) with com-
plete exposure data for PXS, clinical
factors for clinical risk score (CRS), and
PGS. In a secondary analysis (a sensitivity
analysis for participants with undiag-
nosed diabetes) (Fig. 1, bottom), we iden-
tified3,658 individuals ofunrelatedWhite
British ancestry with undiagnosed T2D
(HbA1c $6.5%) at baseline.

T2D Assessment
UKB contains self-reported informa-
tion obtained during an interview with a
trained nurse in addition to ICD-10 di-
agnostic codes recorded across all epi-
sodes of hospital visit. T2D cases were
definedashaving an ICD-10 codeof E11.X
or having self-reported T2D in the in-
terview. We considered only cases in
which the individuals did not have T2D
during the first assessment visit period
(2006–2010) but were subsequently fol-
lowed up for incident T2D events.

The primary clinical risk factor analysis
examined sex, age, family history, BMI,
glucose level, systolic blood pressure,
HDL, and triglycerides during the first
assessment visit period. The binary fam-
ily history variable was defined as pos-
itive if either the mother or the father
had T2D and negative if otherwise. We
selected these factors on the basis of
their precedence in predicting T2D risk
(13). Furthermore, Meigs et al. (2) used
the same eight clinical factors in their
comparison between clinical and ge-
netic factors in T2D. We classified indi-
viduals with undiagnosed T2D as those
with HbA1c .6.5% [48 mmol/mol] per
American Diabetes Association guide-
lines (14) and no diagnosis of T2D at
study baseline (as above).

Deploying the PGS in UKB Participants
To calculate the PGS, we used weights
developed by Khera et al. (3) (down-
loaded from https://cvd.hugeamp.org/
downloads.html) on the basis of summary
statistics from a meta-analysis of GWAS
data from individuals of European ances-
try. In summary, Khera et al. generated
a set of candidate scores using various
single nucleotide polymorphism (SNP)
selection methods for White European
participants in theUKBandevaluated the
scores on thebasis of themaximumarea
under the curve. The study found that
the best score consisted of 6,630,149
SNPs and was created using LDPred, an
algorithm with a linkage disequilibrium
SNP-reweighting approach. With the
weights, we calculated the PGS of indi-
viduals in our testing set using the built-
in allelic scoring procedure of PLINK
(–score) (15). PLINK takes the sum of
the number of each reference allele
multiplied by the weighted coefficient
of the allele across all alleles.

Development of the PXS
We classified initial exposure variables
as indicators of physiological state, en-
vironmental exposure, and self-reported
behavior collected during the first as-
sessment visit period (2006–2010). We
first extracted all variables in the cate-
gories of reception, employment, socio-
demographics, lifestyle and environment,
estimated nutrients yesterday, early life
factors, typical diet yesterday, meal type
yesterday, spreads/sauces/cooking oils
yesterday, alcoholic beverages yester-
day, hot/cold beverages yesterday, cereal
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yesterday, milk/eggs/cheese yesterday,
bread/pasta/rice yesterday, soup/snacks/
pastries yesterday, meat/fish yesterday,
milk/eggs/cheese yesterday, vegetarian
alternatives yesterday, fruit/vegetables
yesterday, residential air pollution, and
residential noise pollution. There were
519uniquevariables intotal (Supplemen-
tary Table 2). From these, we considered
only thevariables thathaddata for.90%
of the participants as potential correlates
(referred to as factors). There were 111
variables that remained (Supplementary
Table 1).
We used the PHESANT software, a tool

for automatedphenome scan analysis, to
process the exposure data (16). In sum-
mary, PHESANT processes all UKB data
and assigns one of four data types: con-
tinuous, ordered categorical, unordered
categorical, andbinary. PHESANTremoves
responses with negative-encoded values,
such as “prefer not to answer” and “do
not know.” Continuous variables are

transformed to a normal distribution
using an inverse normal rank transfor-
mation. In cases where the variable
cannotbe transformedbecauseof a large
number of participants with the same
value (e.g., rank order variables), the
variables are encoded as an ordered
categorical variable with three levels
of equal sample size. For unordered cat-
egorical variables, the response with the
largest number of participants was se-
lected as the reference group.

Analogous to PGS, the first step in PXS
estimation is an exposure-wide associa-
tion study (XWAS) (17,18). We first con-
ducted XWAS in the training set in which
weassociatedeachof 111nongenetically
measuredenvironmentalexposureswhile
adjusting for age, assessment center, sex,
and the first 40 principal components.
Specifically, wemodeled time to T2D on-
set as an independent variable in 111
separate Cox regressionmodels. Tomax-
imize sample size,we removed individuals

with missing data for each exposure
before running its regression model.
The sample size for each of the 111 asso-
ciations can be found in Supplementary
Table 1.WedeemedBenjamini-Hochberg
false discovery rate (FDR)–adjusted
P , 0.05 as significant. We retained
categorical variables that had at least
one significant response. Since many
exposure variables were assessed in
,100,000 individuals in the training set
(Supplementary Table 1), we sought to
balance the tension between variables
with robust XWAS associations but that
were also measured in a large number of
individuals. Only 10,044 of the 119,145
individuals in the test set had complete
and positive-encoded values for all 111
variables. Running an XWAS allowed us
to focus on 81 variables for the lasso
model, increasing the sample size to
15,261 individuals with complete and
positive-encoded values (increase of 5,217
individuals).

Figure 1—Study design. PXS, CRS, and PGS were calculated and compared for predictive accuracy. PGS was calculated using previously published
weights. CRS factors included sex, age, family history, BMI, systolic blood pressure, serum glucose levels, serum HDL-C, and serum triglycerides. PXS
factors were selected using a lasso-based method that relied on summary statistics from XWAS. CRF, clinical risk factor.
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We used lasso regression to select
variables from those that were FDR sig-
nificant (19). Lasso is a type of linear
regression that uses shrinkage and se-
lection to enhance prediction generaliz-
ability of a model. After selection, we
then iteratively removed nonsignificant
variables on the basis of their association
until only independently significant var-
iables (atP,0.05)remained inthemodel.
The coefficients of categorical response
represent the difference in effect of
each response to the reference response.
These coefficients were retained for the
PXS calculation. Individuals with missing
data in any of the remaining exposure
variables were removed from the testing
set. We calculated the final PXS by taking
the weight sum of the responses of the
12 independent exposure variables.

Statistical Analysis
We fit T2D to each of the risk scores in a
Cox regression model while adjusting
for sex, age, principal components, and
assessment center. We placed individu-
als into 100 bins by their PGS, PXS, or
CRS percentiles and calculated the prev-
alence of T2D within each bin. We
estimated the Pearson correlation co-
efficient and P value between each of
the risk scores to measure gross gene
environment correlation. Hazard ratios
(HRs) for individuals with the highest risk
of T2D were calculated by fitting a Cox
regressionmodelwith binary indicator of
being in the top X percentile or not.
We assessed discrimination of each

model using the Harrell C-statistic, a rank
order statistic forpredictionsagainst true
outcomes.We calculated the continuous
net reclassification improvement (NRI)
and categorical NRI for each model at
a range of thresholds from 0.025 to
0.20. Correct reclassification was when
the nested model improved classifica-
tion, and incorrect reclassification high-
lightedworse reclassification. Improvements
werequantifiedas the sumofdifferences
in proportion of correct minus incorrect
for events and nonevents. NRI is sensitive
to the choice of threshold (20); thus, the
continuous (category-free) NRI was also
used in this analysis.
We graphically assessed calibration

of the original models by plotting the
observed probability (Kaplan-Meier es-
timates) against the mean predicted
probability within 10ths of the predicted
probabilities at t 5 2,000 days (20).

In the secondary analysis, we used
HbA1c instead of time to T2D event as
the outcome of interest. Individuals
were binned according to the percen-
tiles of the validation set in the primary
analysis.

We fit Cox regression models with the
survival package in R (21). To adjust for
multiple tests, we used the p.adjust
function of the base statistics R package
for Benjamini-Hochberg FDR adjustment
(22). We used a modified version of the
UpSetR package (23) to visualize over-
lapping incidence for T2D in the Supple-
mentary Figures.

RESULTS

Our study sample consisted of 356,621
total unrelated individuals (median year
of birth 1950, 195,657 females [54.86%])
of White British ancestry with no prior
diagnosis of T2D and complete baseline
data. Of these, 7,513 participants had
incident T2D over a median follow-up
time of 3.58 years (interquartile range
2.96 years) (Fig. 1).

We derived the PXS from univariate
XWAS summary statistics, analogous to
SNP weights estimated from GWAS sum-
mary statistics. The XWAS assessed as-
sociations between time to T2D onset
and 111 total exposure indicators: alco-
hol (n 5 3), air pollution (n 5 17), noise
pollution, diet (n 5 25), disability allow-
ance (n 5 1), early life factors (n 5 9),
education levels (n 5 1), employment
status (n 5 1), household information
(n5 7), noise pollution (n5 5), physical
activity (n5 16), population density (n5
1), sexual habits (n5 4), sleeping habits
(n 5 7), smoking (n 5 7), and sun ex-
posure (n5 7) (Supplementary Table 1).
The XWAS regression analysis had a
range of sample sizes (n 5 79,024–
119,145 individuals), with a mean of
116,311 individuals per test (SE 340 in-
dividuals) (Supplementary Table 1). There
were 81 significantly associated expo-
sure variables with T2D onset after ad-
justing for multiple hypothesis testing
(Benjamini-Hochberg FDR-adjusted P ,
0.05). Among these, responses in major
dietary changes in the past 5 years, current
employment status, rent/own accom-
modation lived in, and alcohol intake
frequency were most significantly asso-
ciated with the disease (Supplementary
Table 1).

Next, we selected for variables that
were independently associated with T2D

onset resulting in 12 exposure variables
(RESEARCH DESIGN AND METHODS and
Supplementary Table 3). These 12 varia-
bles were alcohol intake, comparative
body size at age 10, major dietary
changes in past 5 years, household in-
come, insomnia, snoring, milk type used
(skim, whole, etc.), dietary restriction
(eggs, dairy, wheat, etc.), spread type
used (butter, etc.), tea intake per day,
own or rent accommodations, and past
tobacco usage. For example, in the final
multivariate model, responses including
“Yes, because of illness” and “Yes, be-
cause of other reasons” formajor dietary
changes in past 5 years had HRs of 3.9
and 1.3, respectively, compared with re-
sponding no (P 5 5.90 3 10295 and
3.513 1026, respectively). Responding
no for snoring had an HR of 0.75 com-
pared with yes (P 5 6.32 3 10215)
(Supplementary Table 3).

We also conducted a sensitivity anal-
ysis by removing individuals who had
incident T2D within 1 year of follow-up
(n 5 2,193) and repeating the PXS der-
ivation, yielding 10 variables: average
total household income before tax;
morning/evening type of person (chro-
notype); sleeplessness/insomnia; milk
type used; major dietary changes in
the past 5 years; alcohol intake fre-
quency; never eat eggs, dairy, wheat,
sugar; comparative body size at age 10;
cereal intake; and tea intake. The HRs
of the 10 variables found in the both
analyses were concordant (Pearson r5
0.997, P , 0.001).

We calculated the PGS for T2D from
previously derived SNP weights of .6
million SNPs (3). We estimated the CRS
with established risk factors for T2D,
including sex, age, family history, BMI,
systolic blood pressure, serum glucose
levels, serum HDL cholesterol (HDL-C),
and serum triglycerides (2). All clinical
factorswere significantly associatedwith
T2D onset in the multivariate model
(Supplementary Table 4). The median
fasting time for all participants was 3 h
for bloodmeasurements (interquartile
range 2 h). Family history and trigly-
cerides had the largest change in re-
sponse frequency between first and
last CRS deciles (Supplementary Fig.
1).

With the addition of PGS, clinical risk
factors, or both to the PXS model, all PXS
factors remained significant in the mul-
tivariate model (P, 0.05). The direction
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of effect for the PXS factors also re-
mained the same (Supplementary Table
3).
The three risk scores were well cali-

brated, as seen in the comparison be-
tween the observed and predicted
cumulative incidences of T2D events
across each 10th of predicted risk (Sup-
plementary Fig. 2). To better understand
themost important factors in thePXS,we
conducted a sensitivity analysis where
each individual exposure was iteratively
removed from the PXS. Removing major
dietary changes in the past 5 years,
snoring, or alcohol intake frequency from
themodel resulted in the largest changes
to the C-statistic (Supplementary Table
5). Furthermore, a higher proportion of
individuals with low PXS reported no
major dietary change in the past 5 years
and no snoring compared with individ-
uals with high PXS (Supplementary Fig.
1).
The risk of T2D rose monotonically

withall three scores. TheCRSandPXShad
the steepest changes in T2D risk from
lowest to highest percentiles, while PGS
changed moderately (Supplementary Fig.
3). In the lowest deciles of PGS, PXS, and
CRS, the incidence of T2D was 0.43%,
0.15%, and0.00%, respectively,while the
highest deciles of PGS, PXS, and CRS had
T2D incidences of 4.84%, 15.15%, and
22.00%, respectively (Supplementary Fig.
3). HRs associated with risk score values
in the top 10% of PGS, PXS, and CRS
versus the remaining populations were
2.00 (95%CI 1.73, 2.31), 5.90 (5.28, 6.61),
and 9.97 (8.94, 11.13), respectively. The
HRs for individuals in the top 1% of PGS,
PXS, and CRS versus the remaining pop-
ulations were 2.64 (1.87, 3.73), 9.74
(7.92, 11.91), and 15.11 (12.74, 17.92),
respectively. The HRs for the upper 1–
20% versus the remaining distribution
are shown in Supplementary Table 7.
There were significant differences in
the survival times between risk score
quartiles (all P, 0.0001 from log-rank
test) (Supplementary Fig. 4).
All three risk scores were able to

discriminate between individuals with
and without future T2D in the entire
cohort, with C-statistics .0.7. The dis-
crimination for T2D was highest in the
CRS model (C-statistic 0.839) and lowest
in the PGS model (0.709) (Table 1). Sub-
group analysis by sex and age separately
showed overall higher discrimination in
women and older populations (Table 1).

The PGS and PXS model had a C-statistic
of 0.776 (95% CI 0.764, 0.788), which
additively approaches that of the CRS
model (0.839 [0.829, 0.849]). Addition of
PGS or PXS to the CRS model increased
the C-statistics to 0.844 (0.834, 0.854) or
0.850 (0.840, 0.860), respectively. Use
of all three types of scores marginally
increased the predictive power (0.855
[0.845, 0.865]).

PGS, PXS, and CRS were significantly,
but modestly, correlated with one an-
other (all P , 0.0001). The PXS and CRS
had the largest correlation (r 5 0.155
[95%CI 0.147, 0.162]), while PXS and PGS
had the weakest correlation (0.0227
[0.0152, 0.0302]). PGS and CRS weremod-
estly correlated (0.0358 [0.0283, 0.0433]).
The PXS-PGS interaction termwas margin-
ally significant (P5 0.0457) but increased
predictive value by only 0.001 (C-statistic
0.777 [95% CI 0.765, 0.789]).

The addition of PXS to the CRS model
improved T2D classification accuracy,
with an overall continuous NRI of 30.1%
(95% CI 25.9, 33.6) for cases and 16.9%
(14.4, 19.3) for controls. In comparison,
addition of PGS increased the NRI to
15.2% (11.5, 19.1) for cases and 7.3%
(5.5, 9.2) for controls (Fig. 2). Categorical
NRIs are presented in Supplementary
Figs. 5–8.

T2D can also be diagnosed by ele-
vated glucose. Thus, we derived a sec-
ond CRS with serum blood glucose
removed to evaluate the importance
of glucose for prediction of T2D. Com-
pared with the CRS with the full set of
variables, the C-statistics decreased by
0.019 (0.820 [95% CI 0.810, 0.820]);
however, the general pattern of pre-
dictive and discriminatory abilities of
the CRS still held without serum glucose
(i.e., addition of PXS and PGS to the CRS
resulted in continuousNRI of 0.494 [95%
CI 0.440, 0.548] and 0.241 [0.186,
0.296], respectively) (Supplementary
Table 6 and Supplementary Figs. 9 and
10).

We defined individuals in the test-
ing cohort with scores in the top 10% as
having high risk. There were 255 indi-
viduals with high-risk CRS, PXS, and PGS
simultaneously (e.g., in the high-risk cat-
egory for all three scores). Of these,
58 (22.75%) had incident T2D. For the
6,829 individuals with high-risk PGS,
PXS, or CRS (nonmutually exclusive), 232
(3.40%), 491 (7.19%), and 570 (8.35%)
had incident T2D, respectively (Table 2

and Supplementary Fig. 11). In contrast,
we defined individuals in the testing
cohort with scores in the bottom 10 per-
centile as having low risk. For the 6,830
individualswithonly low-risk PGS, PXS, or
CRS (nonmutually exclusive), 55 (0.81%),
14 (0.20%), and 8 (0.12%) had incident
T2D, respectively (Table 2 and Supple-
mentary Fig. 11). Finally, therewere 1,281
individuals who had incident T2D in the
total testing group population; of these,
232 (18.11%), 491 (38.33%), and 570
(44.50%) hadonly high-risk PGS, PXS, and
CRS, respectively. We found significant
positive correlations between HbA1c
levels and all three risk scores in the
testing set (Supplementary Fig. 12).
HbA1c had the strongest correlation
to CRS (r5 0.311, P , 0.001), followed
by PXS (0.232, P , 0.001), and the
weakest correlation to PGS (0.092,
P , 0.001).

In a secondary analysis, we calculated
the PGS, PXS, and CRS of 3,658 unrelated
individuals (median year of birth 1948,
1,272 females [34.77%]) with undiag-
nosed T2D (defined as HbA1c $6.5%
but without a diagnosis of diabetes at
baseline) (Fig. 1). The PGS, PXS, and CRS
of the undiagnosed participants were in
the 70th, 84th, and 99th percentiles,
respectively, of the reference group (in-
terquartile differences of 44, 34, and 7
percentiles, respectively). High-risk PXS
had the highest sensitivity in undiag-
nosed participants. Eight hundred se-
venty-eight (61.14%) of 1,436 and 1,572
(54.79%) of 2,869 individuals with high-
risk PXS andCRS, respectively,were later
formally diagnosed with T2D (Supple-
mentary Table 8). At baseline, the PXS
could discriminate undiagnosed T2D
with C-statistics of 0.756 (95% CI 0.748,
0.764), compared with 0.696 (0.688,
0.705) for the PGS.

CONCLUSIONS

Here, we make concrete the concept of
PXS by training and evaluating environ-
mental exposure and lifestyle variable
scores in association with time to T2D
onset. We found that in addition to
standard clinical risk factors (e.g., sex,
age, family history, BMI, systolic blood
pressure, serum glucose levels, serum
HDL-C, serum triglycerides), the PXS pro-
vides an increase in reclassification. Our
holistic approach also demonstrated that
the PXS had a greater, but modest im-
provement in predictive accuracy and
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reclassificationof incidentT2Dcompared
with that of PGS. Finally, individuals at
the top 10% of PXS had an HR of 5.90
(95% CI 5.28, 6.61) compared with the
remaining population.
Previous studies on nongenetic expo-

sures and lifestyle factors focused, for
the most part, on a small set of vari-
ables at a time without much consider-
ation for the dense correlation that has
been documented between exposures
(8,9,10,24–26). While there is growing
interest for nongenetic scores, such as
the exposome risk score (27) or poly-
social risk score (28), none have been
evaluated and compared against PGSs
or baselined against CRSs until recently
(29). Abbasi et al. presented a systematic

analysis of various T2D risk models, but
most have only examined a limited num-
ber of nongenetic exposures, each in-
cluded with limited justification for their
variable selection (30). At most, the Ger-
man Diabetes Risk Score includes physical
activity, smoking, and consumption of red
meat, whole-grain bread, coffee, and al-
cohol in addition toclinical risk factors. It is
hypothesized that a candidate selection
of a priori variables for risk predictionmay
lead to false positives (31), and a data-
driven search for variables may mitigate
incorporation of false-positive associa-
tions in risk models.

Here, we used a data-driven selection
method to build the T2D PXS, ultimately
using 12 indicators of alcohol, diet, early

life factors, household information, sleep,
and smoking. Definition of what lifestyle
variables are has been elusive (24,32).We
claim that the approach can more pre-
ciselydefine lifestyle throughcomprehen-
sive inclusion in a data-driven procedure.
Specifically, our T2D PXS selection pro-
cedure considers not only all variables in
the models reviewed by Abbasi et al. (30)
but also additional markers with even
higher predictive power, arguing for a
more comprehensive view of the totality
of environmental (nongenetic) exposures
to predict T2D. While our approach
reidentified associations between expo-
sures and T2D risk that are considered
in U.S. clinical guidelines, such as low
family income (7) and smoking (5), it is
rarely useful to assess the contributions
of individual exposures toward disease
alone (28). Rather, a PXS captures ho-
listic patient-level nongenetic risk that
can inform clinicians about the char-
acteristics of high-risk patients inde-
pendent of genetic and clinical risk
factors. Furthermore, early screening
for T2D risk may reduce time between
disease onset and clinician diagnosis,
allowing for prompt treatment if nec-
essary; however, we emphasize that
recalling by a PXS must be tested
prospectively.

We compared the predictive accu-
racy and discriminatory abilities of the
PGS, PXS, and CRS for T2D. PGS provided
modest, if any, incremental value over
established clinical risk factors. A recent
study also reported a modest categor-
ical NRI of 0.048, with 33% as the risk
cutoff when PGS was added to clinical
risk factors for T2D (4). However, PGS
for T2D can be both evaluated at birth
and used any time during the life course
to stratify individuals at highest genetic
risk.

Table 2—T2D incidence in test set for individuals with high- and low-risk combinations of CRS, PGS, and/or PXS

Risk score combination High risk, n Low risk, n High-risk incidence, n (%) Low-risk incidence, n (%)

CRS 6,829 6,830 655 (9.59) 8 (0.12)

PXS 6,829 6,830 491 (7.19) 14 (0.20)

PGS 6,829 6,830 232 (3.40) 55 (0.81)

PXS and CRS 2,014 2,687 310 (15.39) 1 (0.04)

PGS and CRS 881 810 124 (14.07) 0 (0.00)

PGS and PXS 735 746 87 (11.84) 2 (0.27)

PGS and PXS and CRS 255 321 58 (22.75) 0 (0.00)

The total number of individuals within each risk score group is indicated as well as the number of T2D incidence cases. For example, there were 6,829
individuals in the top 10percentiles of PXS; of those, 491 (7.19%) had incident T2D. As another example, therewere 2,014with a high percentile of both
PXS and CRS; of those, 310 (15.39%) had incident T2D.

Figure2—Reclassificationof predictedT2Drisk. The reclassifiedpredicted riskwithadditionofPGS
(A), PXS (B), or PGS1 PXS (C) to the CRSmodel in the continuous case or the categorical case with
a threshold of 12.5% risk. The overall NRI is the sum of the net reclassifications for cases (P[up|
case] 2 P[down|case]) and noncases (P[down|noncase] 2 P[up|noncase]). A positive NRI
indicates improved reclassification.
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The PXS, on the other hand, allows
individuals toappreciate the remediation
of disease risk through potential modi-
fication in diet and behavior (e.g., alcohol
and tobacco usage [33]). The PXS also
summarizes the risk of combinations of
exposures related to health outcomes.
However,we caution that thecontents of
the PXS, like the PGS, may not be causal.
While some factors are arguably modifi-
able andmay causally reduce risk for T2D,
others (e.g., socioeconomic status, his-
tory of cigarette smoking [34]) may not
be.
Abbasi et al. (30) also presented

several models that have preestablished
weights for clinical factors. We chose to
derive our own weights to mitigate ef-
fects of population differences between
theUKBpopulationforwhichtheprevious
weights were derived. For the most part,
our weights are concordant in direction
with those derived by Meigs et al. (2)
using the Framingham Offspring Study
(Supplementary Table 4). Our refitted
model gives the most generous estimate
for CRS. We randomly assigned the UKB
into training, testing, and validation sets
to evaluate the PXS. We emphasize that
our findings should be additionally val-
idated in an external cohort; to this end,
we have provided all weights for the PXS.
One of the most significant challenges
in observational exposure studies is the
deduction of direction of causality or
potential confounding variables. By se-
lecting only individuals with no incident
T2Dwhen exposuresweremeasured,we
can more confidently report the expo-
sures as conferring risk of T2D. For ex-
ample, it is possible that the significant
association of the response, “Yes, be-
cause of illness,” to major dietary changes
in the past 5 years is explained by
another illness (comorbidity). However,
because our study focuses on risk pre-
diction, we argue that the issue of con-
founding variables is not as relevant.
While easy to measure, some of the

exposures included self-reported varia-
bles, such as diet, which may be prone
tomeasurement error and recall bias (35).
If these errors occur at random across all
variables considered in the PXS, the as-
sociation sizes and PXS will be diluted. If,
on the other hand, case versus control
individuals report their intakesdifferently,
thePXSswill alsobedirectionallybiased. It
is less clear how PXSwill be affected if the
types of the errors are different (both

random and differential with respect to
the exposure or disease) across the vari-
able inputs.Weonly considered exposure
variables if they contained,10%missing
data. Increasing data completeness of
variables, or imputing exposure informa-
tion, would be valuable to the eventual
use of machine learning techniques for
modeling. Furthermore, exposure responses
are highly heterogeneous. Approaches
such as the PHESANT pipeline that au-
tomate variable codification is but one
way to make analyses of heterogeneous
data scalable and reproducible (16).

An inherent challenge to environ-
ment/nongenetic and genetic studies
is that such factors are often examined
in isolation. For example, genetic and
exposure factors may be correlated, a
phenomenonknownasgene-environment
correlation. To this end, we found that
PXS and PGS had a modest, but signif-
icant correlationwith each other. The PXS-
PGS interaction term was significantly
associated with T2D onset; however, its
added value to discriminationwas trivial. It
ishypothesizedthatthegene-environment
interaction plays a large role in T2D, but its
effect on phenotypic variation is widely
debated (36). Gene-environment studies
requireapproaches toprunethevast space
of potential gene-environment interac-
tions to test the power of their identifica-
tion (37).Onepotentialway to increase the
power of detection of gene-environment
interactions is to examine the PGS and PXS
rather than each genetic variant or expo-
sure separately. Furthermore, the clinical
risk factors are likely influencedbygenetics
and environmental exposures. While we
found the scores to be significantly corre-
lated to one another, we also demon-
strated that PGS, PXS, and CRS provide
independent information and are additive
in predicting T2D.

Because the UKB consists of primarily
individuals with European ancestry, we
limited our analysis to only participants of
White British ancestry. It is difficult to
extrapolate these results to other eth-
nic populations because European GWAS
are often biased when applied to more
diverse populations (38). Furthermore,
exposure disparities, such as socioeco-
nomic status (39), education attainment
(39), andsmoking (40), arecorrelatedwith
ethnicity. Therefore, there is a clear need
for more diverse populations in both
genetic and environmental exposure
studies. A few notable studies exist or

will be available in the future, such as the
All of Us Project (41) and the Kadoorie
Biobank (42). To capture the comprehen-
sivevariationofenvironmentandgenetics
in diseases, and to test the utility of
precisionmedicine, investigations inother
populations will be instrumental.
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