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Abstract

Biological condensates play a vital role in organizing cellular chemistry. They se-

lectively partition biomolecules, preventing unwanted cross-talk and buffering against

chemical noise. Intrinsically disordered proteins (IDPs) serve as primary components

of these condensates due to their flexibility and ability to engage in multivalent, non-

specific interactions, leading to spontaneous aggregation. Theoretical advancements

are critical at connecting IDP sequences with condensate emergent properties to es-

tablish the so-called molecular grammar. We proposed an extension to the stickers and

spacers model, incorporating non-specific pairwise interactions between spacers along-

side specific interactions among stickers. Our investigation revealed that while spacer

interactions contribute to phase separation and co-condensation, their non-specific na-

ture leads to disorganized condensates. Specific sticker-sticker interactions drive the

formation of condensates with well-defined structures and molecular composition. We

discussed how evolutionary pressures might emerge to affect these interactions, lead-

ing to the prevalence of low complexity domains in IDP sequences. These domains

suppress spurious interactions and facilitate the formation of biologically meaningful

condensates.
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Significance Statement

Biomolecular condensates serve as pivotal mechanisms in cellular organization, often char-

acterized by an abundance of intrinsically disordered proteins (IDPs) that undergo frequent

mutations in their sequences. Despite this, IDP sequences exhibit non-random patterns, yet

the precise relationship between these sequences and the emergent properties of condensates

remains unclear. To address this gap, we propose a molecular theory that delineates how

various sequence features of IDPs contribute to the organization and composition of con-

densates. This theory not only sheds light on the evolution of IDPs but also elucidates the

emergence of non-random sequence patterns as essential elements for the formation of func-

tional condensates. Correspondingly, we posit that the prevalence of low-complexity regions

within IDPs is a result of evolutionary selection.

Introduction

Biomolecular condensates serve as important mechanisms for the hierarchical and vecto-

rial organization of chemistry within cells.1–7 They are non-stoichiometric assemblies of

biomolecules that can form via spontaneous or driven processes and exhibit characteris-

tics of phase separation and percolation.8–10 The chemical environment and physicochem-

ical conditions within condensates are distinct from their surroundings,11–18 enabling cells

to selectively partition biomolecules, prevent unwanted cross-talk and interference between

various biochemical pathways, and buffer against chemical noise.

In recent years, these condensates have gained significant prominence and attracted sub-

stantial research interest. They have been found to primarily form through the involvement

of intrinsically disordered proteins (IDPs).19–22 These unique proteins lack a fixed three-

dimensional structure, enabling them to be highly flexible and engage in multivalent interac-

tions. Multivalent interactions involve the binding of multiple partners simultaneously and

are often nonspecific in nature, leading to the spontaneous aggregation and condensation
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of various cellular components. Many research groups have attempted to establish what is

known as the “molecular grammar”,23–34 which connects amino acid sequences with protein

phase behaviors and the collective physical properties of condensates.

Establishing a theoretical framework is crucial for advancing our understanding of bi-

ological condensates. The “stickers and spacers” model, originally developed within the

context of polymer gelation theory,35–37 has gained popularity for modeling protein conden-

sates.1,2,25,38–40 In this model, biomolecules within condensates are envisioned as possessing

two distinct functional components: “stickers” and “spacers”. Stickers represent specific

molecular domains or motifs with a high affinity for one another, facilitating interaction and

bringing molecules into close proximity, thereby contributing to the condensate’s cohesive

and ordered structure. Conversely, spacers act as flexible linkers connecting the stickers, en-

abling the dynamic and transient nature of interactions within the condensate. This model

offers a conceptual framework that assists in interpreting experimental observations regard-

ing condensate stability and material properties.41

The simplicity of the stickers and spacers model, crucial for its theoretical elegance, en-

counters limitations when applied to realistic biomolecules. Specifically, when dealing with

an IDP, the identification of stickers and spacers is often challenging.1,3,42,43 Most amino acids

undergo some level of interactions, and determining when to disregard these interactions to

categorize them as spacers remains ambiguous. We propose that instead of entirely disre-

garding their interactions, it’s essential to consider the interactions between spacer sequences

and explore their impact on the physical properties of condensates. This exploration could

offer insights into the evolutionary pressure of IDP sequences, arising from the interplay

between sticker and spacer sequences. Moreover, such an investigation could enhance our

understanding of real-world biological condensates, where spacers might deviate from ideal

behavior but still participate in weak interactions.

We expanded the stickers and spacers model to include explicit non-specific pairwise in-

teractions between spacers, alongside the specific interactions among sticker motifs. This
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extension allowed us to systematically explore the intricate interplay between specific and

non-specific interactions in determining the structural and compositional properties of con-

densates. Our investigation revealed that spacer interactions contribute to phase separation

and the co-condensation of multiple molecules. However, the non-specific nature of these

interactions results in disorganized condensates with undefined molecular compositions. In

contrast, specific sticker-sticker interactions drive the formation of condensates with robust

contacts and precise compositions. Subsequently, we discussed the implications of our the-

ory for the evolution of protein sequences, asserting the existence of evolutionary constraints

even on segments of protein sequences that interact non-specifically. These constraints ensure

the functionality of condensates. This evolutionary pressure naturally favors the emergence

of low complexity domains to suppress spurious interactions, facilitating the formation of

biologically meaningful condensates.

Theory

Stickers and random spacers model

We present a generalized version of the stickers and spacers model to investigate the phase

behaviors of associative polymers (Fig. 1). These polymers consist of N monomers, with f

privileged monomers that exhibit specific attractive interactions, denoted by a strength of

−ua, leading to the formation of noncovalent, physical bonds. We refer to these privileged

monomers as stickers. For simplicity, we consider stickers composed of a single monomer.

However, it’s important to note that in biological sequences, stickers may consist of multiple

amino acids. The remaining monomers are designated as spacers.

In a departure from the traditional model, we consider the interaction energy between a

pair of spacers, or a spacer-sticker pair, to be a random variable, ϵi, drawn from a normal

distribution, N (ϵ̄,∆ϵ2), with mean ϵ̄ and variance ∆ϵ2. The contribution to the total energy
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Figure 1: A schematic illustration of the stickers and random spacers model. Red spheres
indicate stickers that interact specifically, and the strength for sticker-sticker interactions is
a well-defined number, −ua. We indicate the random spacers using shades of blue-green.
These contribute non-specific interactions, and the pairwise interactions between adjacent
pairs of spacers are chosen from a normal distribution, N (ϵ̄,∆ϵ2).

for a given configuration on the lattice from non-specific interactions is

−E =
∑
i∈n.n.

ϵi. (1)

The summation denotes a sum over neighboring spacer-spacer pairs and non-bonded sticker

and spacer pairs. Our use of random energy follows the tradition of protein folding the-

ory,44,45 allowing the derivation of expressions with a mean field theory46 that are not specific

to considerations of any particular sequence.

In the following, we explore two systems to investigate the influence of spacer interactions

on the organization and compositions of condensates. Initially, we examine a homotypic sys-

tem consisting of a single polymeric species encompassing both specifically interacting sticker
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moieties and non-specifically interacting spacer residues. In this homotypic system, we for-

mulate a mean-field free energy and investigate percolation coupled with phase separation.

Our analysis reveals how the distribution of non-specific spacer interactions impacts the crit-

ical temperature, critical concentration, gel point, and degree of conversion. Subsequently,

we extend this model to a heterotypic system involving two polymeric species, denoted as A

and B. We highlight the necessity of finely tuning non-specific interactions to ensure robust

composition in the dense phase for A−B mixtures.

Phase behaviors of a single component system

We begin by examining a single-component system comprising np identical polymer chains

on a lattice containing n sites. Let φ ≡ npN/n represent the fraction of sites occupied by

the polymer. The formation of npm bonds occurs between 2npm stickers, and we define the

degree of conversion as p = 2m
f
. Here, the f sticker segments are assumed to be uniformly

distributed, effectively partitioning the chain into f + 1 segments. We denote the expected

length of each individual segment as l. By symmetry, (f + 1)l = N − f . Consequently,

l = N−f
f+1

≈ N
f
for N ≫ f and f ≫ 1.

The partition function for forming npm bonds between 2npm stickers is,

Z =

∫
dEP (E)ΩrefΩst exp(βuanpm) exp(−βE). (2)

Here, the probability distribution of the energy, P (E), is Gaussian, since E is a sum of

independent random variables following the Gaussian distribution (Eq. 1). The mean and

variance of P (E) are given by

−n−1E[p, φ] =
(z − p/l)φ2ϵ̄

2
, (3a)

n−1∆E2[p, φ] =
(z − p/l)φ2∆ϵ2

2
. (3b)
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Here, z denotes the coordination number of the lattice. The term p/l appears to account

for the fact that once a sticker forms a physical bond with another sticker, it is no longer

available to interact with spacers. β = (kBT )
−1 where kB is the Boltzmann’s constant. For

convenience, we set kB = 1 and report all parameters in natural units.

Ωref is the number of ways of placing the np polymers on the and is a standard result in

polymer physics.47 Its expression is given by,

log(Ωref) = −n
[ φ
N

log
( φ

Ne

)
+ (1− φ) log(1− φ)

]
. (4)

Ωst corresponds to configurational entropy of forming sticker-sticker bonds. Following

Semenov and Rubinstein 35 , we derive the expression as

Ωst =
(npf)!

(npf − 2npm)!(npm)!2npm

(
z − 2

n

)npm

. (5)

In deriving the above expression, we assumed that the chains are strongly overlapping (φ >>

φoverlap ∼ N−1/2) and inter-chain bonds between stickers dominate over intra-chain ones.

Thus, to arrive at Ωst, we first count the number of ways of choosing 2npm stickers out

of npf stickers to form bonds. We then multiply this number by the number of ways of

pairing 2npm stickers together which is given by (2npm− 1)!!. Finally, we multiply this by

the probability that all of the chosen stickers are neighboring each other. We also used the

relation (2k − 1)!! = 2k!
2kk!

to further simplify the expression finally yielding Eq. 5.

The integration in Eq. 2 is readily performed, and we use −βF = log(Z) to obtain the

free energy. The free energy must be minimised with respect to the degree of conversion, p,

yielding the condition

p

(1− p)2
=

(z − 2)φ

l
exp

(
βua − φ

(
βϵ+

β2

2
∆ϵ2

))
. (6)
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Remembering that p ∈ [0, 1], we derive

p = 1−

√
4φλ[φ]

l
+ 1− 1

2φλ[φ]
l

, (7)

where λ[φ] ≡ (z − 2) exp
(
βua − φ

(
βϵ+ β2∆ϵ2

2

))
. We substitute the condition, Eq. 6, into

the original expression for βF , to obtain the free energy density βF ≡ n−1βF |∂pF=0 as

βF =
φ

N
log
( φ

Ne

)
+ (1− φ) log(1− φ) +

φ

l

[p
2
+ log(1− p)

]
− zφ2βϵ

2
− zφ2β2∆ϵ2

4
(8)

Eq. 8 provides the starting point for deriving equilibrium properties of the system. For

example, to determine the critical behaviour we compute the chemical potential, µ = ∂φF .

The critical point is then the intersection of the nullclines ∂φµ = 0 and ∂2
φµ = 0. Additionally,

we also consider the concentration of chains with all f stickers free, Cfree, defined as,

Cfree =
φ

N
(1− p)f . (9)

The gel line is obtained by the condition ∂φCfree = 0. We also compute φdense, the concen-

tration in the dense phase, by using Π ≈ 0, where Π is the osmotic pressure given by the

relation,

βΠ = β(φ∂φF − F). (10)

The concentration in the dilute phase (φdilute) can then be obtained by equating the the

chemical potentials in the two phases.

Phase behaviors for a two component system

To further understand the influence of spacer interactions on condensate composition, we

examine systems composed of two types of chains, denoted as A and B. Here, na and nb
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represent the number of chains, while Na and Nb denote the degree of polymerization for

chains A and B, respectively. Chain A comprises fa stickers, whereas chain B consists of

fb stickers. We permit specific A − B sticker-sticker interactions (−uab) while prohibiting

self-interactions (i.e., uaa = ubb = 0). This assumption mirrors a common scenario involving

two proteins with specific binding.

The partition function for the two component system takes the familiar form,

Z =

∫
dEP (E)ΩrefΩst exp(βkuab) exp(−βE). (11)

We once again assume the spacer-spacer and spacer-sticker interactions between A − A,

B − B and A − B chains are each drawn from a normal distribution N (ϵ̄xx,∆ϵ2xx) where,

xx ∈ {aa, bb, ab}. Correspondingly, P (E) is Gaussian with mean and variance given by

−n−1Ē[p, φ] =
1

2

[
(z − p/l)φ2

aϵ̄aa +

(
z − φa

φb

p

l

)
φ2
b ϵ̄bb +

(
2zφaφb −

p

l
φa(φa + φb)

)
ϵ̄ab

]
,

(12a)

n−1∆E2[p, φ] =
1

2

[
(z − p/l)φ2

a∆ϵ2aa +

(
z − φa

φb

p

l

)
φ2
b∆ϵ2bb +∆ϵ2ab

(
2zφaφb −

p

l
φa(φa + φb)

) ]
.

(12b)

The mixing entropy is given by,47

−n−1 log(Ωref) =
φa

Na

log

(
φa

Nae

)
+

φb

Nb

log

(
φb

Nbe

)
+ (1− φa − φb) log(1− φa − φb). (13)

We assume the existence of k pairs of A−B sticker-sticker bonds in the system. Therefore,

Ωst =
(
nafa
k

)(
nbfb
k

)
k!
(
z−2
n

)k
. In order to define the degree of conversion we note that the

maximum possible number of bonds is min{nafa, nbfb}, and without loss of generality we

can assume it is chain A.39 Therefore, we define pab ≡ k/nafa. For algebraic convenience,

we assume Na

fa
≡ la ≈ Nb

fb
≡ lb = l. Consequently, the configurational entropy of the sticker-
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sticker bonds can be readily computed as:

−n−1 log(Ωst) = −φa

Na

pabfa log

(
(z − 2)φbfb

eNb

)
+

φa

Na

fa (pab log pab + (1− pab) log(1− pab))

(14)

+
φb

Nb

fb

(
1− pab

(φa/Na)fa
(φb/Nb)fb

)
log

(
1− pab

(φa/Na)fa
(φb/Nb)fb

)
.

Here we have used the Stirling’s approximation (i.e, for n >> 1, log(n!) ≈ n log n − n +

O(log n)) and the following helpful identities, knafa
nbfbnafa

= pab
(φa/Na)fa
(φb/Nb)fb

, φt = Ntnt/n, k/n =

pabnafa/n = pabfaφa/Na.

We perform the integration in Eq. 11 and use −βF = log(Z) to obtain the free energy.

We then minimise it with respect to the degree of conversion, pab, to yield,

pab

(1− pab)
(
1− pab

φa

φb

) =
(z − 2)φb

l
exp

(
βuab −

β

2

[
ϵ̄aaφa + ϵ̄bbφb + ϵ̄ab(φa + φb)

]
(15)

− β2

4

[
∆ϵ2aaφa +∆ϵ2bbφb +∆ϵ2ab(φa + φb)

])
.

We substitute the above expression into the original expression for βF to obtain the free

energy density βF ≡ n−1βF |∂pF=0

βF =
φa

Na

log

(
φa

Nae

)
+

φb

Nb

log

(
φb

Nbe

)
+ (1− φa − φb) log(1− φa − φb) (16)

+
φa

l
p+

φa

l
log(1− p) +

φb

l
log

(
1− p

φa

φb

)
− βzφ2

a

ϵ̄aa
2

− βzφ2
b

ϵ̄bb
2

− βzφaφbϵ̄ab

− β2

4
zφ2

a∆ϵ2aa −
β2

4
zφ2

b∆ϵ2bb −
β2

2
zφaφb∆ϵ2ab.

One can recover the expressions derived for the homotypic case from the above equation by

replacing φa = φb ≡ φ, up to a φ → 2φ transformation.

For the two component system, the spinodal can be obtained from the nullcline of the
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determinant of the hessian matrix of F , namely, det(HF) = 0. We determine the binodal

by solving the following system of equations

µ(0)
a

(
φ(0)
a , φ

(0)
b

)
= µ(1)

a

(
φ(1)
a , φ

(1)
b

)
, (17)

µ
(0)
b

(
φ(0)
a , φ

(0)
b

)
= µ

(1)
b

(
φ(1)
a , φ

(1)
b

)
,

Π(0)
(
φ(0)
a , φ

(0)
b

)
= Π(1)

(
φ(1)
a , φ

(1)
b

)
.

where, µk = ∂φk
F and Π =

∑
k φk(∂φk

F) − F . These equations ensure that the chemical

potentials and the osmotic pressure are identical between coexisting phases. We solve the

above equations by numerically finding roots to the the function B({φk
x}) ≡ (µ

(0)
a −µ

(1)
a , µ

(0)
b −

µ
(1)
b ,Π(0) − Π(1), 0) = 0 using standard python libraries. More details on the numerical

solutions are provided in the Supporting Information.

Results

Non-specific spacer interactions facilitate phase separation

As described in the Theory section, we introduce a novel model designed to investigate

the phase behavior of condensate-forming proteins (Fig. 1). Expanding upon the stickers

and spacers model,1,2,35–37 we identify specific chemical groups within proteins that exhibit

robust interactions as stickers. However, contrary to prevalent approaches in contemporary

literature, we account for heterogeneity in interactions among spacers. For simplicity, we

assume that the strength of spacer interactions follows a normal distribution, N (ϵ̄,∆ϵ2),

characterized by a mean of ϵ̄ and a variance of ∆ϵ2. This variability accommodates the

diversity of amino acids, resulting in weak yet significant interactions.44,48,49 We refer to this

model as the “stickers and random spacers” model, or STARS.

We compute the complete phase diagram of the STARS model to investigate the impact of

nonspecific spacer interactions on condensate behaviors. For a protein solution with identical
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molecules, we derive its free energy density F (Eq. 8). From this, we calculate the chemical

potentials as µ = ∂φF , where φ represents the polymer volume fraction. The binodal is

obtained by equating the chemical potentials of each component in coexisting phases, while

the spinodal is obtained as the nullcline of ∂φµ = 0. These lines delineate the boundaries

among the unstable, meta-stable, and stable regions of the phase diagram. The critical

point (Tc, φc) denotes the temperature and concentration at which the solution first becomes

unstable, aiding our understanding of the macromolecular solubility of the system.

We present the phase diagram for the STARS model in Fig. 2a. The sticker interactions

are set as ua = 5kBT and ∆ϵ = 2kBT with ϵ̄ = 0. Additional model parameters are included

in the caption. For comparison, we compute the phase diagram for a stickers and spacers

model with similar parameters (Fig. 2b). Similar to the stickers and spacers model,50,51

the STARS model exhibits both a percolation (gelation) transition and phase separation.

At high temperatures with T > Tc, the system can undergo a sol-gel transition without

phase separation. Decreasing the temperature further leads to phase separation coupled

with gelation.

The inclusion of spacer interactions also leads to quantitative alterations in the phase

diagram. In Fig. 2c, we observe a sharp rise in the critical temperature Tc with increasing

∆ϵ, thereby promoting phase separation. The critical concentration, φc, follows a similar

trend, albeit exhibiting a slight increase at larger values of ∆ϵ before quickly plateauing.

Notably, these trends remain consistent regardless of other system parameters (Figs. S1

and S2). Spacer interactions, while chosen from a normal distribution with a zero mean, can

produce contacts with negative energies that are favored by the Boltzmann factor, as defined

in the partition function (Eq. 2). Consequently, these contacts stabilize the condensed phase,

thereby facilitating phase separation.
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C
ritical Tem

perature

For example, completely neglecting interactions among spacers, makes it di�cult to under-41

stand the di�erence between condensates formed by spacers with low complexity and those that42

promote non-speci�c but non-negligible interactions. Such a comparison maybe illuminating for43

understanding the evolution of IDP sequences and the evolutionary pressure created by the com-44

petition between sticker and spacer sequences. For example, sequence diversi�cation of spacers45

could help to lower the saturation concentration and promote phase separation. However, most46

IDPs have evolved into a setup where most of the regions become under utilized. The evolutionary47
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f

.73

The f sticker molecules are assumed uniformly distributed, partition the chain into f + 1 seg-74
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We derive a phase diagram for this system using mean �eld theory and con�rm our results82

using molecular dynamics simulations.83
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Figure 2: Phase behavior of the stickers and random spacers model. (a, b) Phase diagrams
for the STARS model with ∆ϵ = 2 (a) and the stickers and spacers model with ∆ϵ = 0
(b). We plot the spinodal (orange) and binodal (blue) curves that demarcate the boundaries
between the stable, meta-stable and unstable regions in the phase diagram. The critical
point is highlighted in red. For the STARS model, the gel line (green) crosses the binodal
twice, partitioning the stable phase into three regions. Illustrative configurations for the
three regions corresponding to the solution phase, the gel phase, and the unstructured gel
are shown in the bottom. (c) Dependence of the critical point on the strength of non-specific
interaction among spacers, ∆ϵ. We set ua = 5, ϵ̄ = 0, l = 10, N = 100, and z = 6 when
computing the phase diagrams.

Non-specific spacer interactions modulate condensate organization

Fig. 2c indicates that diversifying IDP sequences might increase the variation in their inter-

action energies, potentially contributing positively to phase separation. However, it seems

counter-intuitive that many IDPs, known to participate in condensate formation, would

evolve sequences featuring low complexity regions.52–55 These regions often contain amino

acid repeats with suppressed sequence diversification and interaction patterns, leading to

smaller ∆ϵ values.

We propose that spacer-spacer interactions could negatively impact condensate structures

arising from physical crosslinks between stickers. These crosslinks differentiate biomolecu-

lar condensates from simple liquids, generating heterogeneous environments with specific

protein-protein interfaces. Robust contacts inside condensates could facilitate fast process-
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ing of intermediates, such as in metabolic channeling.56 Additionally, physical crosslinks

influence the viscoelastic and rheological properties crucial for condensate function.1,2,50 For

instance, differences in viscoelasticity between nucleolar core and outer layers strongly affect

ribosomal assembly.57

To characterize condensate structure, we introduce the degree of conversion, p, measuring

the fraction of bonded stickers. Additionally, we study the dependence of p on ∆ϵ at a

constant temperature T = 1. For the parameters outlined in the caption of Fig. 3, the

system undergoes phase separation coupled with gelation at this temperature. We denote

the polymer volume fraction of the dense phase as φdense and use it to determine p from

Eq. 7. As depicted in Fig. 3a, the degree of conversion initially increases slightly, reaching

a maximum before decreasing to zero with increasing ∆ϵ. This suggests that spacer-spacer

interactions not only influence the overall macromolecular solubility but also mediate network

properties of the stickers.

Moreover, spacer-spacer interactions can qualitatively change the phase diagram. We

study Cfree, measuring the concentration of polymer chains with all stickers free (i.e., not

bound to other stickers, Eq. 9). As per established theories, for ∆ϵ = 0, Cfree first increases

with concentration (φ) in the pre-gel regime, achieving a maximum at the gel point (Fig. 3b,

blue). Subsequently, in the post-gel regime, Cfree monotonically decreases to zero as an

increasing number of stickers form crosslinks.35 Consequently, the maximum of Cfree often

defines the gel line (∂φCfree = 0), depicted in Fig. 2 as the green curves.

Strikingly, we note that the monotonic decrease in Cfree as a function of increasing φ in

the post-gel regime for ∆ϵ ̸= 0 no longer holds true. As shown by the orange line in Fig. 3b,

Cfree decreases to a minimum before increasing again at higher concentrations. Once again,

these observations remain qualitatively insensitive to the exact choice of system parameters

(Figs S1 and S2).

This non-monotonic behavior results in the first derivative of Cfree crossing the binodal

twice in Fig. 2a, partitioning the stable regions into three. Regions I and II resemble the
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For example, completely neglecting interactions among spacers, makes it di�cult to under-41

stand the di�erence between condensates formed by spacers with low complexity and those that42

promote non-speci�c but non-negligible interactions. Such a comparison maybe illuminating for43

understanding the evolution of IDP sequences and the evolutionary pressure created by the com-44

petition between sticker and spacer sequences. For example, sequence diversi�cation of spacers45

could help to lower the saturation concentration and promote phase separation. However, most46

IDPs have evolved into a setup where most of the regions become under utilized. The evolutionary47

pressure for these proteins remains to be revealed.48

We generalize the microscopy theory for biomolecular condensates by introducing a new model49

with random spacers. We show that for the stickers to out compete spacers and ensure composi-50

tional speci�city, the interaction strength much be stronger.51

Model: Stickers and Random Spacers52

Connect the model with biology53

Intrinsically disordered proteins have been found to be key constituents in many biomolecular54

condensates and have been shown to phase-seperate at phsyiological concentrations (Borcherds55

et al., 2021; Hyman et al., 2014; Mittag and Pappu, 2022). The propensity of IDPs to phase separate56

is mainly due to their high valency (Dignon et al., 2020).57

We follow Morris et al. (2021) and group the IDP sequences into three types of modules: molec-58

ular recognition features (MoRFs), short linear motifs (SLiMs), and low complexity regions (LCRs)59

(Morris et al., 2021). MoRFs and SLiMs are motifs that interact speci�cally and are complicit in60

protein-protein interactions (PPI).61

The de�nition of LCRs di�ers from some of the literatures and only refer to sequences that62

do not exhibit noticeable preference towards speci�c regions. Existing literature often mix certain63

SLiMs as LCRs as well (?). Our distinction of the two render it straightforward way to map an IDP to64

the sticker-and-spacer model, with SLiMs and MoRFs playing the role of stickers and LCR regions65

being modelled as random spacers.66

LCR-LCR interactions are important (tjian paper)67

We consider a system of np polymer chains, each with degree of polymerization N on a lattice68

with n sites. Each polymer has f residues out of N monomers that are privileged and attract each69

other with speci�c interactions of strength *✏a and form bonds. We call these residues stickers.70

The remaining residues are referred to as spacers.71

We de�ne ' í npN_n, as the fraction of sites occupied by the polymer. We consider formation72

of npm bonds between 2npm stickers, and de�ned the degree of conversion, p = 2m
f

.73

The f sticker molecules are assumed uniformly distributed, partition the chain into f + 1 seg-74

ments. We call the expected length of each individual segment l. By symmetry, (f + 1)l = N * f .75

Thus, l = N*f
f+1

˘ N
f

, for N >> f and f >> 1.76

We consider the regime where the chains are strongly overlapping (' >> 'overlap Ì N*1_2) and77

inter-chain bonds between stickers dominate over intra-chain ones. What this means is that in a78

given volume ⌫l3_2 two associating groups that �nd each other are more likely to belong to di�erent79

chains than to the same one. This is the case when l*1_2 < '.80

In a departure from standard theories for gelation of associative polymers, we consider that
spacer-spacer interactions are not homogeneous. The total energy for any for any given con�gu-
ration is given by

*E(i) =
…
ÍppÎ

✏kpp. (1)
where each ✏kpp Ì N (✏pp,�✏2pp). The summation denotes a sum over neighboring spacer-spacer pairs.81

We derive a phase diagram for this system using mean �eld theory and con�rm our results82

using molecular dynamics simulations.83
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f

.73

The f sticker molecules are assumed uniformly distributed, partition the chain into f + 1 seg-74
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Figure 3: Impact of non-specific interactions among spacer interactions on the network
properties of condensates. (a) The degree of conversion evaluated at φdense (the concentration
of polymers in the dense phase) shows a moderate increase followed by a subsequent decrease
as we widen the spread of the spacer-spacer interaction energy distribution by increasing ∆ϵ.
(b) The concentration of free chains (with all stickers free) increases with concentration in
the pre-gel regime and reaches a maximum at the gel-point. It monotonically decreases in
the post-gel regime when ∆ϵ = 0, but exhibits non-monotonic behavior for ∆ϵ ̸= 0. We set
ua = 5, T = 1, ϵ̄ = 0, l = 10, N = 100, and z = 6.

typical solution and gel phase found in the stickers and spacers model (see Fig. 2b). However,

in region III, Cfree increases again due to a drop in sticker-sticker crosslinks. This transition

leads to a less structured gel due to the competition between spacer interactions and the

formation of sticker-sticker bonds.

Non-specific spacer interactions modulate condensate composition

Until now, our focus has been on single-component systems. However, biomolecular con-

densates within cells commonly consist of multiple molecules.8,10,58–61 These condensates

possess well-defined compositions, allowing only certain molecules to selectively partition

into them.62 Maintaining such a specific composition is crucial for their function in both

physiological contexts and potential therapeutic applications.13,63–65 To explore further, we

investigated whether spacer interactions influence condensate composition in a minimal sys-

tem comprising two components.

We aimed to model a scenario where A serves as the host, incorporating a polymeric

guest B. Consequently, we focused on homotypic A− A interactions (ϵ̄aa = 1,∆ϵaa = 0) to
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facilitate the demixing of polymer A from B.16 To simplify, our attention was directed toward

sequence diversification in protein B. This diversification results in both self-interactions and

cross-interactions with A. Hence, we set both ϵbb and ϵab as random variables with variance

∆ϵbb ≡ ∆ϵab and zero-mean (for convenience).

For this two-component system, we derived the free energy expression (Eq. 16) to study

its phase behaviors. Fig. 4 illustrates the phase behavior at constant temperature (T = 1) as

a function of composition in the φa−φb plane, considering varying strengths of specific (uab)

and nonspecific interactions (∆ϵbb,∆ϵab). The orange lines denote the spinodal, while the

blue lines represent the binodal. Additionally, the gray lines represent tie lines connecting

coexisting phases.

We observed that the inclusion of nonspecific spacer-spacer interactions facilitates the

co-condensation of A and B. Specifically, in scenarios where sticker-sticker interactions are

sufficiently weak (only ϵ̄aa = 1 without any A−B or B−B spacer interactions), the negative

slope of tie lines in Fig. 4a suggests a demixing behavior. Stable phases at the top left and

bottom right exhibit enrichment in only one component without a balanced presence of both.

However, upon introducing nonspecific spacer interactions in Fig. 4b, tie line slopes become

positive, indicating stable phases enriched or depleted in both components simultaneously–

signifying co-condensation. A similar behavior was observed by Deviri and Safran 16 using

the Flory-Huggins theory. The observed splay in the tie lines in Fig. 4b indicates that slight

concentration fluctuations in the dilute phase can lead to significantly distinct compositions

in the dense phase.

Furthermore, enhancing interaction strength among stickers (while maintaining ∆ϵab =

∆ϵbb = 0) also facilitates co-condensation. As shown in Fig. 4c, a new stable phase emerges

within the diagram’s center. Tie lines connect this stable phase with regions depleted in one

component at the top left and lower right corners. In this new stable region, pab ≈ 1. Ad-

ditionally, the stable co-condensation phase has a narrower range of possible concentrations

for A and B. This narrow concentration range is unlike the wider range supported in Fig. 4b
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We perform the integration in (13) and we use *�F = log(Z) to obtain the free energy. We then119
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The �rst three terms correspond to the entropy of distribution two polymers of type A, B alongwith123

with solvent molecules on a lattice. The next three terms analogous to the homotypic case are due124

to the entropy of forming A * B cross-links between stickers. The remaining terms account for125

the interactions between the spacers. One can recover the expressions derived for the homotypic126

case in the equations replacing 'a = 'b í ', up to a ' ô 2' transformation.127

From (15) it is clear that the degree of conversion will be in�uenced by the spacer-spacer inter-128

actions in a fashion similar to the homotypic case.129

In order to focus on the e�ect of the spacer-spacer interactions on the composition of the130

phase-separating mixture, from (16) we derive approximately the mixing free energy in the limit131
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The �rst three terms correspond to the entropy of distribution two polymers of type A, B alongwith123

with solvent molecules on a lattice. The next three terms analogous to the homotypic case are due124

to the entropy of forming A * B cross-links between stickers. The remaining terms account for125
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The �rst three terms correspond to the entropy of distribution two polymers of type A, B alongwith123

with solvent molecules on a lattice. The next three terms analogous to the homotypic case are due124

to the entropy of forming A * B cross-links between stickers. The remaining terms account for125
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The �rst three terms correspond to the entropy of distribution two polymers of type A, B alongwith123

with solvent molecules on a lattice. The next three terms analogous to the homotypic case are due124

to the entropy of forming A * B cross-links between stickers. The remaining terms account for125
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The �rst three terms correspond to the entropy of distribution two polymers of type A, B alongwith123

with solvent molecules on a lattice. The next three terms analogous to the homotypic case are due124

to the entropy of forming A * B cross-links between stickers. The remaining terms account for125

the interactions between the spacers. One can recover the expressions derived for the homotypic126

case in the equations replacing 'a = 'b í ', up to a ' ô 2' transformation.127

From (15) it is clear that the degree of conversion will be in�uenced by the spacer-spacer inter-128

actions in a fashion similar to the homotypic case.129
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We substitute this condition, (15), for free energy minimisation into the original expression for �F ,121
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The �rst three terms correspond to the entropy of distribution two polymers of type A, B alongwith123

with solvent molecules on a lattice. The next three terms analogous to the homotypic case are due124

to the entropy of forming A * B cross-links between stickers. The remaining terms account for125

the interactions between the spacers. One can recover the expressions derived for the homotypic126

case in the equations replacing 'a = 'b í ', up to a ' ô 2' transformation.127
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actions in a fashion similar to the homotypic case.129

In order to focus on the e�ect of the spacer-spacer interactions on the composition of the130
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Figure 4: Phase diagrams showing the spinodal line (orange, solid) and binodal line (blue,
dots) for a two component system with (a) uab = 2,∆ϵbb = ∆ϵab = 0, (b) uab = 2,∆ϵbb =
∆ϵab = 1.1, (c) uab = 5,∆ϵbb = ∆ϵab = 0, and (d) uab = 5,∆ϵbb = ∆ϵab = 1.1. The tie-lines
(light grey, solid) connects co-existing points on the binodal. We set Na = Nb = 10, l =
2, z = 6, ϵ̄aa = 1,∆ϵaa = 0, and ϵ̄bb = ϵ̄ab = 0 in all systems.

and d, where a broader spectrum of mixing ratios exists in the stable condensed phase. In

our current setup, the stable phase in Fig. 4c is centered around (0.5, 0.5) due to symmetric

sticker distributions in A and B. Altering the interaction strengths among stickers or the

relative abundance of A or B stickers can aid in promoting phases with varied compositions.

A detailed survey of titrating ∆ϵbb,∆ϵab on the phase diagram in both the weak (uab = 2) and

strong (uab = 5) sticker-sticker interaction regimes is shown in the Supporting Information

(Figs S3 and S4).

Thus, while both sticker-sticker and spacer interactions induce condensation of multiple
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components, sticker interactions robustly generate condensates with more defined molecu-

lar compositions and structures. This property can be advantageous in biological systems

requiring precise rationing of different species to optimize efficiency in specific chemical pro-

cesses. These observations remain qualitatively insensitive to the exact choice of system

parameters (Figs S5 and S6).

Conclusions and Discussion

We have introduced a new theory aimed at establishing connections between the emergent

physical properties of condensates and protein sequences. Specifically, by extending from

the stickers and spacers model, we investigate how the interplay between specific and non-

specific interactions can influence both the structural integrity and compositional specificity

of biomolecular condensates. Specific interactions are defined as those exclusively formed

between a pair of stickers due to their chemical selectivity, while non-specific interactions can

occur among spacers and between spacers and non-bonded stickers. We analytically solved

the new stickers and random spacers model to assess its phase behaviors.

Our findings demonstrate that non-specific spacer interactions have the capacity to pro-

mote phase separation and the condensation of multi-component systems. However, these

non-specific interactions fail to generate condensates with robust organizational structures

necessary for fine-tuning material properties and molecular compositions. Conversely, spe-

cific interactions show a similar ability to promote phase separation while establishing well-

defined interaction networks within the condensate, resulting in precise compositions.

Revisiting the definition of stickers and spacers.

While it’s acknowledged that stickers and spacers are context-dependent, it’s common to

identify potential stickers by pinpointing residues known to have the most pronounced im-

pact on saturation concentrations.3,66,67 However, our study suggests that relying solely on
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critical behavior as a criterion for identifying potential stickers might be less robust. This is

because spacers, characterized by non-specific interactions, can also influence both the crit-

ical and percolation behavior of the system. Alternatively, from a functional standpoint, we

propose that stickers can also be identified as chemical groups that facilitate protein-protein

interactions through specific binding. According to this definition, natural candidates for

stickers are molecular recognition features (MoRFs) or short linear motifs (SLiMs). These

consist of short stretches of adjacent amino acids essential for molecular recognition and

protein binding.68–70 Regions undergoing significant mutations leading to higher levels of

binding promiscuity, however, should be classified as spacers. Identifying stickers and spac-

ers based on interaction specificity helps in understanding the sequence features of IDPs and

their evolutionary conservation, as we discuss below.

Evolutionary pressure and the rise of low complexity.

Our study offers insight into the evolution of IDP sequences. IDPs are recognized for their

high evolvability, characterized by rapid mutation rates.71,72 Unlike globular proteins that

require well-defined 3D structures, IDPs theoretically possess a broader sequence space for

exploration.55 However, IDPs do not explore all possible unfoldable sequences. Instead, they

adopt simplified sequences enriched with low complexity domains, utilizing only a subset

of amino acids. Furthermore, despite their poor conservation in alignments, recent studies

have revealed that orthologous IDPs share many conserved molecular features,73–75 indicating

non-randomness and suggesting evolutionary constraints that favor functionally fit sequence

patterns.

Yet, the mere formation of biological condensates cannot explain the conserved features

in IDP sequences. As discussed in the main text, the diversification of spacer sequences can

effectively reduce saturation concentrations and facilitate phase separation. Therefore, to

just optimize condensate stability, IDPs would not heavily favor low complexity domains

that suppress interactions.
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We propose that the formation of condensates with robust structures and compositions

serves as the main pressure for IDP evolution. This pressure strengthens interactions among

stickers while concurrently suppressing promiscuous interactions among spacers, leading to

the prevalence of low complexity domains in IDPs. Lowering sequence complexity limits

the range of possible amino acids within the sequence, naturally reducing the complexity

and fluctuation of unwanted interactions. Additionally, for sequences of identical amino

acid composition, interaction complexity can be further reduced by creating repeating, al-

ternating aromatic residue sequences, such as FG-repeats in nucleoporins or YG-repeats

in FUS-LCD.3,76,77 These alternating sequences are known to exhibit weaker interactions

compared to sequences where amino acids of the same type are clustered together.78

The suggested evolutionary pressure inherently drives the preservation of stickers to main-

tain condensate compositional specificity. Molecular recognition features and short linear

motifs, acknowledged for their evolutionary conservation, support this notion.73 Conversely,

spacers encounter an evolutionary push to diminish their complexity. This pressure doesn’t

favor any particular sequence, hence contributing to their high mutation rate. Nevertheless,

mutations resulting in excessively strong interactions, even when localized within the low

complexity domains (i.e., spacers), can disrupt normal function as well.79,80
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