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Artificial intelligence can be 
used to help track the spread 
of Covid-19, diagnose indi-

vidual cases, and help provide care. The 
AI startup BlueDot, based in Toronto, 
detected the outbreak in Wuhan before 
the general Chinese population was ap-
prised by way of official announcements. 
The Chinese technology giant Alibaba 
developed an AI system that can quickly 
detect coronavirus in CT scans with 96 
percent accuracy. Recent scholarship 
has suggested that SARS-CoV-2 spreads 
too rapidly for manual contact tracing 
to be effective but that an automated 
contact-tracing surveillance program 
could control the spread of Covid-19 to 
the point where mass quarantines would 
no longer be needed.1 Jared C. Kushner, 
President Trump’s senior advisor, is 
spearheading a collaboration between 
the Department of Health and Human 
Services and technology firms to estab-
lish a public health surveillance system, 
which some members of Congress have 
called a threat to privacy.2 The health 
needs created by the pandemic put sig-
nificant pressure on physicians, hospi-
tal leaders, public health officials, and 
other care providers to collaborate with 
developers to create new AI applications 
to combat Covid-19. 

These promising applications, 
however, raise several legal and ethical 
concerns, ranging from privacy to dis-
crimination to access to care. Health 
care systems seeking to manage the pan-
demic through use of AI must be sen-

sitive to these risks. Some violations of 
patient rights cannot be undone after 
an outbreak. Luckily, there are several 
frameworks that can help guide stake-
holders—especially physicians but also 
AI developers and public health offi-
cials—as they navigate these treacher-
ous shoals. These frameworks include 
international, national, and state laws as 
well as guidance from bioethics organi-
zations, such as the Nuffield Council on 
Bioethics and The Hastings Center, and 
public health organizations, such as the 
World Health Organization (WHO), 
and the Centers for Disease Control 
and Prevention (CDC). Although not 
explicitly designed for AI surveillance 
during a pandemic, these frameworks 
can be adapted to help address concerns 
about privacy, human rights, and due 
process and equality. 

Privacy

While AI-based technologies have 
much to offer in combating 

Covid-19, they also pose real risks to pri-
vacy. China used AI to perform contact 
tracing and to manage priority popula-
tions, thereby contributing to the coun-
try’s aggressive and successful response 
to Covid-19. Israel likewise announced 
that it will make use of digital surveil-
lance in the containment of Covid-19. 
Singapore developed TraceTogether, an 
app that uses Bluetooth data to per-
form rapid contact tracing. This app 
has inspired similar efforts in other 
countries, such as Germany. In the 

world of machine learning and AI, it 
becomes crucial to apply privacy laws to 
adequately protect health data of indi-
viduals collected online or through apps 
and wearables. The European Union’s 
General Data Protection Regulation 
(GDPR) and the California Consumer 
Privacy Act (CCPA) are examples 
of statutes and regulations that ad-
dress privacy concerns. Moreover, the 
U.S. Health Insurance Portability and 
Accountability Act of 1996 (HIPAA) 
Privacy Rule offers some, but not com-
plete, protection for certain individually 
identifiable health information.

In a public health emergency, pub-
lic health authorities and private actors 
must not only comply with the appli-
cable regulatory frameworks, including 
the use of anonymized or deidentified 
data whenever possible, but also con-
sider broader privacy questions. This 
is vital since privacy violations are un-
likely to be remedied in the aftermath of 
a pandemic. HIPAA contains an excep-
tion to data disclosed for public health 
activities.3 However, it is unlikely that 
this exception would be extended to a 
private company seeking to leverage AI 
to redress a pandemic. At the same time, 
much of the data generated by AI sur-
veillance programs will not be covered 
under HIPAA in the first place and may 
lack protection entirely. For example, 
cell phone geolocation data do not fall 
under HIPAA but are sensitive data 
that now reveal information about one’s 
Covid-19 risk. Information collected 
outside the clinic or hospital, such as 
via Covid-19 screening and testing by 
Google’s sister company Verily, are also 
not protected by HIPAA. But Verily 
needs to comply at least to the CCPA 
when offering services to California resi-
dents. The CCPA gives several rights to 
California residents, including the right 
to opt out of sales of their personal in-
formation to third parties.4 Individuals 
depend on the laws of their state for the 
extent to which their privacy is protect-
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ed. When it comes to AI surveillance 
for the purpose of combating Covid-19, 
HIPAA’s scope is too limited.

The processing of special categories 
of personal data, such as health data, is 
usually prohibited under the European 
Union’s GDPR, but the regulation 
contains some exceptions. In particu-
lar, Article 9(2)(i) explicitly states that 
the general processing ban of special 
categories of personal data shall not 
apply where “processing is necessary 
for reasons of public interest in the 
area of public health, such as protect-
ing against serious cross-border threats 
to health . . . on the basis of Union or 
Member State law which provides for 
suitable and specific measures to safe-
guard the rights and freedoms of the 
data subject, in particular professional 
secrecy.”5 Thus, the processing of data 
concerning health is likely allowed dur-
ing Covid-19, without the need for the 
explicit consent of the individual con-
cerned.6 But for mobile location data, 
additional rules apply. The European 
Data Protection Board recently clarified 
that “the public authorities should first 
aim for the processing of location data 
in an anonymous way.”7 When this is 
not possible, Article 15 of the ePrivacy 
Directive allows the EU member states 
to introduce emergency legislation. 
However, such legislation must consti-
tute “a necessary, appropriate and pro-
portionate measure within a democratic 
society.”8 In addition, the member state 
must “put in place adequate safeguards, 
such as granting individuals the right to 
judicial remedy.”9

Regulators and stakeholders should 
look to ethical guidelines to craft data 
privacy controls for AI surveillance pro-
grams, especially when addressing gaps 
in existing privacy regulatory regimens. 
The “Guide to the Ethics of Surveillance 
and Quarantine for Novel Coronavirus” 
(“Guide to the Ethics of Surveillance”), 
issued by the Nuffield Council on 
Bioethics, acknowledges that “to assess 
and predict trends in infectious disease 
it is acceptable for anonymised data to 
be collected and used without consent, 
as long as any invasion of privacy is re-
duced as far as possible. It may be ethi-
cally justified to collect nonanonymised 

data about individuals without consent 
if this means that significant harm to 
others will be avoided.”10 To guide the 
distinction between uses of anonymized 
and nonanonymized data, AI surveil-
lance governance could also draw from 
HIPAA’s strong distinction between 
deidentified and protected health in-
formation (that is, individually identi-
fiable health information). The sharing 
of individually identifiable health in-
formation by HIPAA-covered entities 
(which includes most health care pro-
viders) with private companies capable 
of facilitating the creation of surveil-
lance networks may be justified when 
the companies are considered “business 
associates” under HIPAA. In contrast, 
deidentified data can usually be freely 
used, for example, for commercial pur-
poses.

AI surveillance regulations empha-
size that data should be kept deidenti-
fied or anonymized whenever possible 
so long as the ultimate goal of protect-
ing public health is achieved, even if 
the use of anonymized data may come 
with trade-offs in efficiency. When non-
anonymized data is needed, extra safe-
guards should be put in place to protect 
privacy. Any technology company look-
ing to build a public health surveillance 
program with nonanonymized data 
should be required to sign a memoran-
dum of understanding with its govern-
mental partners, a document similar 
to the business-associate agreements 
mandated under HIPAA. These memo-
randums would contain data privacy 
and security safeguards. For example, 
they would articulate the precautions 
that must be taken to avoid misuse of 
nonanonymized data, including lim-
iting access to this data set to a select 
number of employees and officials who 
also need to enter into a confidentiality 
agreement before receiving access to the 
data. Moreover, these memorandums 
would provide a “right to be forgotten” 
mechanism akin to those provided in 
the GDPR and CCPA. This right would 
ensure that all Americans with strong 
objections to the programs could re-
quest the erasure of their data as soon as 
the processing of nonanonymized data 
is no longer necessary for public health 

reasons. Additionally, the technology 
company and its governmental part-
ners should provide a public notice and 
justification for why the use of nonano-
nymized data is “necessary, appropriate 
and proportionate” to allow consumer 
advocates the opportunity to contest the 
use. Finally, any ethical regulation of a 
broad AI surveillance program should 
ban commercial use of nonanonymized 
public health surveillance data and pro-
hibit the use of this data by the criminal 
justice system. Deidentified data gener-
ated by this program, however, may be 
used to incentivize commercial partners 
or for broader public policy purposes as 
long as proper safeguards are in place 
to minimize the risk of reidentifica-
tion.11 These safeguards, including the 
memorandums, public notice and jus-
tification, and prohibited ancillary uses, 
ensure that individuals’ privacy will be 
protected as best as possible. 

Human Rights

Apart from privacy laws, several oth-
er international and national laws, 

regulations, and guidance documents 
can help physicians and other stakehold-
ers evaluate and ethically implement AI 
and related surveillance technologies 
for health purposes. Mass quarantines 
enforced by technology, while effective, 
raise human rights concerns. For ex-
ample, mobile phone apps can track in-
dividuals’ movements, thereby allowing 
governments to prevent people deemed 
to be infected or at-risk from traveling. 
Societies must consider what is being 
traded in return for such strong social 
controls. Will societies accede to simi-
larly effectuated surveillance of people 
living with diseases and disorders unre-
lated to SARS-CoV-2 or the cause of a 
future epidemic?

Existing frameworks address these 
concerns. Article 43 of the WHO’s 
International Health Regulations requires 
countries to limit those public health 
measures that impose restrictions on in-
ternational traffic to ones that are sup-
ported by science, respect human rights, 
and are proportional to the risks.12 The 
“Guide to the Ethics of Surveillance” 
also allows for liberty-infringing mea-
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sures but only “if the risk of harm to oth-
ers can be significantly reduced.”13 In a 
string of cases, mostly involving persons 
with mental illness, the Supreme Court 
of the United States articulated three key 
requirements for civil commitment: an 
individualized risk assessment, the least 
restrictive means necessary, and due pro-
cess rights.14 This case law is also echoed 
in the CDC’s “Ethical Guidelines in 
Pandemic Influenza,” which calls for 
the suspension of individual liberties 
only when “the least restrictive prac-
tices that will allow the common good 
to be protected” are chosen.15 The U.S. 
framework has parallels in the “Guide 
to the Ethics of Surveillance,” which 
urges states to use the least coercive 
means necessary to implement public 
health surveillance programs—coupled 
with transparent and accountable deci-
sion-making processes where consent is 
not possible.16

AI surveillance products should be 
developed with the goal of pursuing 
the least coercive means and be respect-
ful of human rights whenever possible. 
Drawing on the framework provided by 
the WHO’s Article 43, policy-makers 
should require AI surveillance programs 
for use during the current pandemic 
to be continually redesigned to reflect 
evolving understanding of Covid-19. 
For example, right now, it is unclear ex-
actly how close individuals need to be 
and for what duration for SARS-CoV-2 
to spread from person to person. An AI 
surveillance system might currently in-
clude two joggers who briefly run side 
by side as potential contacts. But if we 
learn that SARS-CoV-2 cannot infect 
through this type of exposure, we would 
want to modify that system to remove 
those incidents. AI surveillance imple-
menters should be transparent about 
the underlying assumptions their mod-
els make about the spread of Covid-19. 

The human rights frameworks also 
call for careful consideration of how the 
outcomes of AI surveillance will affect 
individuals. Is it merely that one’s con-
tacts would be notified that their risk 
of Covid-19 is heightened? Or would a 
person be required to quarantine? If you 
break quarantine, will the AI surveil-
lance system notify the relevant authori-

ties, and will there be liability for your 
actions? An AI surveillance program 
that merely notifies those at risk is less 
fraught than a program that results in 
criminal charges for leaving one’s home 
once one is flagged as at risk. The least-
coercive-means theme that runs through 
virtually all the relevant frameworks 
suggests that one should aim for the 
least-intrusive outcomes of surveillance. 
Only if notification proves to be ineffec-
tive at controlling the spread of the dis-
ease may harsher outcomes be justified. 
In regard to outcomes beyond notifica-
tion, mandatory measures should be the 
last resort. Stay-at-home practices, in-
cluding those targeting high-risk groups 
such as the elderly or people with pre-
existing conditions, should be voluntary 
whenever possible. 

Ensuring Due Process and 
Equality

Questions may well arise about both 
due process and racial discrimina-

tion when certain groups are targeted as 
the “vectors” of a disease. In Jew Ho v. 
Williamson, a federal court overturned 
a racially motivated mass quarantine of 
San Francisco’s Chinatown as a viola-
tion of the equal protection clause of the 
Fourteenth Amendment.17 The WHO’s 
Guidance for Managing Ethical Issues in 
Infectious Disease Outbreaks also calls for 
equitable application of any restrictions 
on freedom of movement, with such re-
strictions based solely on the risk posed 
to others and without a disproportion-
ate burden on vulnerable populations.18 
Similarly, The Hastings Center’s “Ethical 
Framework for Health Care Institutions 
Responding to Novel Coronavirus 
SARS-CoV-2 (COVID-19): Guidelines 
for Institutional Ethics Services 
Responding to COVID-19” reminds us 
that public health leaders have a duty to 
protect vulnerable populations.19 

To fulfill ethical duties to the unique-
ly vulnerable and avoid discrimination 
in the use of AI, stakeholders must be 
transparent about which communities 
and individuals are being monitored. 
Implementers of AI surveillance pro-
grams should keep in mind that lower-
income individuals, many of whom 

cannot work from home and do not 
have the financial reserves to weather 
long periods of unemployment, may 
feel the brunt of an AI surveillance sys-
tem more strongly than higher-income 
individuals may. Borrowing from the 
disability rights movement, “Nothing 
about us, without us” should be a cen-
tral tenet of designing AI surveillance 
systems. Community leaders should be 
involved so that they can flag when their 
members are being unfairly affected. 

Due process can help ensure the ethi-
cal implementation of health AI. New 
York City regulations,20 for example, 
allow for the isolation of individu-
als with tuberculosis only with certain 
protections, such as a periodic judicial 
review. Implementation of any AI-based 
surveillance products should incorpo-
rate similar safeguards to avoid due-
process violations. Implementers of AI 
surveillance programs should be trans-
parent about the programs’ reach. For 
instance, Covid-19 infection rates are 
not consistent across the United States. 
Articulating guidelines for when AI 
surveillance will be implemented, per-
haps in response to a spike in infection 
rates, and when these programs will be 
discontinued would provide substantive 
due process. Requiring periodic judi-
cial review of AI surveillance programs 
would also ensure that the programs 
continue no longer than necessary. Any 
AI surveillance program should include 
a mechanism for individuals to contest 
any resultant quarantine. Individuals 
flagged by the surveillance program for 
quarantine should also be entitled to 
social or financial support, from either 
their employers or the state, to meet the 
terms of their quarantine. 

The Nature of the Actors 
Involved

Of course, human rights, due pro-
cess, and judicial review are usu-

ally applied to state actions and not 
the actions of private actors. In some 
countries, AI surveillance will be imple-
mented by governments, perhaps in 
partnership with technology companies. 
For these systems, the relevant obliga-
tions and responsibilities are partially 
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specified. American governmental ac-
tors, for instance, must abide by Fourth 
Amendment jurisprudence, which pro-
tects people from unlawful searches and 
seizures by the government, especially in 
the privacy of their own home. It will 
be more complicated when AI surveil-
lance is implemented by private actors 
or volunteers. For instance, people may 
voluntarily provide information to a 
tracking system that will, in turn, sup-
ply an analysis or information to current 
or prospective employers. Or hospital 
systems may ask individuals to share 
information from Fitbits and other 
wearable sensors so that they can decide 
where best to allocate resources or de-
ploy workers. Private actors should con-
sider frameworks that already exist and 
also import concepts of due process.

For employers, significant guid-
ance is available on the use of medi-
cal information in the workplace. The 
U.S. Equal Employment Opportunity 
Commission, for example, released the 
document “Pandemic Preparedness 
in the Workplace and the Americans 
with Disabilities Act.”21 This guidance 
allows employers to ask medical ques-
tions of their current employees only 
to determine if the employee’s ability to 
perform essential job functions will be 
impaired by the medical condition or 
to determine if the employee poses a di-
rect threat to the workplace or to others. 
An AI surveillance system should limit 
employer access such that it is triggered 
only if essential job functions are im-
paired or if a direct threat exists.

Additionally, even if private actors 
do not have the same obligations and 
responsibilities as governmental actors, 
nothing prevents private actors from 
drawing on these frameworks and con-
cepts to ensure “best ethical hygiene.” 
Considering the broad reach of AI sur-
veillance, developers and users of these 
systems should consider the building 
blocks of due process, such as the abil-
ity to appeal a decision, and incorporate 
them into their AI surveillance systems. 
While the least-restrictive means neces-
sary is a concept usually applied to state 
action, especially in the case of consti-
tutional and human rights, it should 
also be a guiding star for private actors 

who are developing AI surveillance. 
What is the least burdensome way to 
achieve the surveillance goals? How 
can the impact on individuals be mini-
mized? Considering the potential of 
even voluntary AI surveillance systems 
to undermine privacy and freedom of 
movement, AI developers should strive 
for the highest ethical standards possible 
in designing these programs.

Although AI can be deployed to bet-
ter deal with outbreaks such as Covid-19, 
health care providers and health tech-
nology companies must always, even 
in times of crisis, comply with exist-
ing regulations, such as applicable data 
privacy provisions. Health AI products 
should be designed and implemented 
with ethical frameworks in mind, incor-
porate the least coercive means, and as-
sure due process. Although the balance 
between individual rights and public 
interest may shift during times of crisis, 
that does not mean that existing frame-
works should be disregarded. 
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