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Abstract—COVID-19 is a life threatening disease which
has a enormous global impact. As the cause of the disease
is a novel coronavirus whose gene information is unknown,
drugs and vaccines are yet to be found. For the present
situation, disease spread analysis and prediction with the
help of mathematical and data driven model will be of
great help to initiate prevention and control action, namely
lockdown and qurantine. There are various mathematical
and machine-learning models proposed for analyzing the
spread and prediction. Each model has its own limitations
and advantages for a particluar scenario. This article re-
views the state-of-the art mathematical models for COVID-
19, including compartment models, statistical models and
machine learning models to provide more insight, so that
an appropriate model can be well adopted for the disease
spread analysis. Furthermore, accurate diagnose of COVID-
19 is another essential process to identify the infected per-
son and control further spreading. As the spreading is fast,
there is a need for quick auotomated diagnosis mechanism
to handle large population. Deep-learning and machine-
learning based diagnostic mechanism will be more appro-
priate for this purpose. In this aspect, a comprehensive
review on the deep learning models for the diagnosis of the
disease is also provided in this article.

Index Terms—COVID-19 Diagnosis, deep learning, ma-
chine learning, natural language processing, SEIR, SIR,
sentimental analysis.

I. INTRODUCTION

DURING the end of December, 2019, a few cases of acute
pneumonia with unknown causes were reported in the city

of Wuhan, Hubei Province, China. Analysis made on the lower
respiratory tract samples clearly indicated an infection caused
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by a novel virus, named as novel Coronavirus 2019 (COVID-19)
by world health organization [1]. This virus resembles “severe
acute respiratory syndrome coronavirus” (SARS-CoV) and is
widespread among healthcare workers and others indicating a
transmission from human-to-human. It has a 70% of genetic
sequence similarity with “severe acute respiratory syndrome
coronavirus”. Moreover, among the family of ribonucleic acid
(RNA) coronavirus, it is a seventh member to infect humans. It
originated from China and became pandemic.

As of 5th, January, 2021, there are 84 233 579 confirmed
cases, among them 1 843 293 are dead across the globe . It has
been declared as a pandemic of massive destruction to human
lives by the world health organization. Signs of symptoms of
the disease include, dry cough, high fever, sore throat and viral
pneumonia [2].

It is needed to model the transmission dynamics of COVID-19
mathematically to assess the impact of different intervention
strategies [3], [4]. Whenever a new virus like COVID-19 out-
breaks, and the process of finding the drug is on the go, its
spreading nature and number of cases that will be affected can
be at least predicted, so that the pandemic can be controlled [5].

Authors [6] gave an idea on how to search for a balance
between analyzable, simple and unsolvable models. Though
there are various resources, namely World Health Organization
and repository of Johns Hopkins University [7], which provide
updated research data in the form of excel sheets [8], which can
be used in prediction models. There are a lot of challenges in
modelling the pandemic. One of the difficulties in mathematical
modeling relies on the selection of models. The selected model
should be simple enough, so that the prediction or estimation
of some parameters will be quite easy [9]. Another challenge in
the modeling is the incorporation of preventive measure taken by
the people, since it affects the change of dynamic of spreading.
A few more such challenges include unableness of quantifying
the quarantine and social distancing [10], [11].

When the differential equation based model is considered,
SEIR is one of the best known models [2], [12]. The Suceptible,
Exposed, Infectious, and Recovered (SEIR) model divides the
group of people into compartments namely, susceptible (S),
exposed (E), infectious (I), and removable (R). In [2], some
additional parameters, namely, infectious but undetected Iu,
hospitalized or quarantined at home HR, hospitalized that will
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die HD, recovered after being detected as infectious Rd, and
Recovered after being previously infectious but undetected Ru

are included into the fundamental parameters of SEIR and
prediction was carried out. The bayesian SEIR epidemiolog-
ical model is used to perform a parametric regression on the
COVID-19 outbreak data [13]. A compartmental SEIR model
for epidemic in India is reported by modeling the flow of
individuals using a set of differential equations [14].

Considering the countries as individuals, a model describing
spread between the countries and within the country is proposed
in [15]. The name of this model is BeCoDis, which characterize
disease initiation, epidemic strength, and spread per country.
The variation of BeCoDis model was employed by authors [16]
to find the international spread of the novel coronavirus out-
break. A method to estimate the parameters of epidemiological
models, through multi objective problem formulation and its
optimization is proposed in [17]. To solve the multi objective
function, authors have used Achievement Scalarizing Function
Genetic Algorithm [17]. Authors [18] have introduced a disease
modeling, which is intended for researchers who are new in the
development of ‘susceptible-infectious-recovered’ (SIR) type
models. Authors have also highlighted a few issues to be taken
care when analyzing these models.

A “Bats-Hosts-Reservoir-People transmission fractional-
order” model was proposed by [19] for the simulation of the
potential transmission of COVID-19. In [20], authors simpli-
fied the “Bats-Hosts-Reservoir-People transmission fractional-
order” model as Reservoir-people transmission network model.
To analyse the transmissibility, authors have adopted the “next
generation matrix” approach to find the reproduction number.
The reproduction number reflects how infectious a disease could
be. This number is used to assess alternative interventions to
control an outbreak [21]. The work [22] models the dynamics
of COVID-19. The details about the transmission of infection
among bats and people is briefly described in the work. In this
work, bats are considered as the hosts, while the seafood market
is assumed to be the source for which the mathematical results
are presented followed by a formulation of the fractional model.

A Gaussian elimination using graph reduction method [23]
based on graph theory was proposed for finding the reproduction
number in epidemiological models. An explanation on how this
model can be applied in the compartmental methods described
by a set of differential equations is also illustrated by the authors
of this work [23].

Epicurve is a model that describes the mode by which the
disease can be spread. The different modes of spreading are
point source, continuous common source and person-to-person
spread. A spatial-hybrid model, called Be-FAST is described
in [24], which relies on the composition of a stochastic individual
based model. In this model, between-farm and within-farm
spread for swine fever is modelled. Authors of [25] proposed
SV CsyCAsyIR model to consider susceptible, vaccinated in-
dividual, symptomatic carrier, asymptomatic carrier, infected
individual and recovered individual at time t.

The mathematical model using predator-prey population is
presented in [26], in which prey and predator are gener-
ated randomly to model the scenario. A model based on a

tree with active and hidden nodes is proposed by authors
in [27].

The spread rules of diseases, namely COVID-19, SARS and
middle east respiratory syndrome (MERS) are developed with a
propagation growth model in [10]. In another model, an estimate
of infection is proposed by incorporating contact restriction into
account [28]. Usage of non-pharmaceutical interventions for
controlling the COVID-19 pandemic is highlighted by authors
in [29] to reduce the burden on the health care system. A
predictive model that can describe the idea of the fate of the virus,
future projections and indicative data to forecast the future-effect
caused by the disease is proposed by an Indian author [30].
An estimation of timing of presymptomatic communication of
COVID-19 is proposed using the mathematical models by com-
bining the data of the incubation period and serial interval [31].

Considering the statistical models, the impact of environmen-
tal factors which determine the spread of COVID-19 is reported
in [32]. The model analyzed four most affected areas in China
and five areas in Italy. Furthermore, authors [33] have used
statistical models to derive the delay adjusted asymptomatic pro-
portion of infections. They also derived the infections’ timeline
with respect to the data of Japan. Authors [34] have estimated the
asymptomatic ratio from the information of japanese nationals
evacuated from Wuhan, china using the bayesian framework.
A version of IndiaSIM is used to describe the number of hos-
pitalised and affected cases in India [35]. IndiaSIM is widely
accepted for years together, and is the best one for important
decision making. Infectious disease model in [36] is used to find
the relationship between the number of cases and cumulative
number of cases.

A prediction work on the transmission process of the COVID-
19 is developed using Gaussian distribution theory by taking the
transmission characteristics of epidemic at different stages of
corona [37]. The Gaussian distribution function with mean 1
and variance 1.5 is used to simulate the propagation ability of
the virus. A generalized-logistic growth model (GLM) is used
for short-term forecasting the trajectory of infectious disease
with very good performance [38]. A prediction model for Ital-
ian Regions to get the epidemics progression using Chinese
epidemiological dynamics data through machine learning is
reported in [39].

A few machine learning methods are also explored for
COVID-19. Machine learning methods of support vector re-
gression (SVR) [40] and polynomial regression (PR) [41] are
used for the prediction of covid-19 with the polynomial kernel
of degree 6. Artificial inspired methods based on modified
stacked auto-encoder are proposed for the real time forecasting
of COVID-19 in China [42]. A machine learning based methods
using logistic model, Bertalanffy model, Gompertz model is
proposed in [43], in which differential equations characterizing
these models are derived and then the parameters are estimated.

Deep learning models are an advancement of machine learn-
ing models, which are also explored in the literature for COVID-
19. A deep learning framework based on long short-term
memory method, the autoregressive integrated moving average
method (ARIMA), and the ordinary least squares (OLS) method
are proposed for the prediction of infectious disease in [44].
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Fig. 1. Tree diagram representing the models described in the article.

For the diagnosis, the following variables including, occurences,
naver, twitter, tempearture and humidity are considered in [44].
These are assumed to be the input variables and using which the
data matrix is formed for prediction purpose. In another work
reported in [45], the logistic and exponential models are used for
prediction [46]. For the SEIR model, a type of recurrent neural
network, called LSTM is used to predict the number of new in-
fections over time [12]. A short term high resolution forecasting
based on Deep Learning Epidemic Forecasting with Synthetic
Information (DEFSI) is proposed in [47], which is a more gener-
alized and realizable epidemic framework. A mixed method of
modelling using epidemiological equations and neural networks
is proposed for reproduction number estimation [11]. This model
is developed using the data from Wuhan, Italy, South Korea and
the United States of America. Eventhough there are a lot of
articles related to COVID-19, the following factors motivated
us to write this review article:

1) Eventhough the vaccines are developed for controlling
COVID-19, the genomic structure of COVID-19 modify
itself rapidly. Incase if any other evolution of this virus or
any other virus of similar nature evolves, the mathemat-
ical and diagnostic models are essential to handle them.
This has motivated us to provide a comprehensive analy-
sis of spreading mathematical models, namely differential
equation based models, statistical models and prediction
based models.

2) Diagnostic mathematical models are equally important
for diagnosing the large volume of population through
automated and systematic way. This being our second
motivational factor, we provide a few diagnostic models
in this article based on machine learning and deep learning
for prediction and diagnosis.

We categorize this paper by presenting a survey in different
mathematical and machine learning models, the best usage of
them for modeling COVID-19 pandemic. We present the survey
on different model strategies, including differential equations
based models, statistical analysis methods, prediction based
models and machine learning based methods as shown as the
tree diagram in Fig. 1.

Inorder to provide a comprehensive view of all the models, a
comparision of various models interms of its meaning, objective,

outcome, required mathematical assumptions, and limitations is
shown in Table I.

II. ABOUT COVID-19

A. Origin of COVID-19

By the end of December 2019, Chinese government has in-
formed the world health organization (WHO) about severe acute
cases of pneumonia with unfamiliar etiology [48]. This outbreak
originates from the seafood market in the city of Wuhan, China
and started infecting more than 50 people. The live animals,
namely, frogs, snakes, marmots, rabbits and bats are usually
sold at the Hunan sea market. On 12 January 2020, an order
was released from the National Health Commission of China
stating that there is an epidemic of viral Pneumonia. Using
sequence-based analysis, the Government has identified that the
cause of the disease is due to a novel coronavirus. Moreover, the
Government provided the genetic sequence for the diagnosis of
infection. Initially, it was thought that some infected patients
would have visited the seafood market or would have used the
animals sold at the market as the source of their food. However,
further reported infections revealed that there are some patients
who have no record of visiting the market. This indicated the
community spreading capability of this virus, which became
pandemic in more than 150 countries around the world. Com-
munity spread occurs due to the close contact with the infected
persons and respiratory aerosols. The aerosols penetrate the body
through inhalation through nose or mouth [48].

B. Characteristics of COVID-19

Coronaviruses contain particular genes in downstream areas
that have proteins for viral reproduction, spikes and nucleocap-
sid formation [48]. The spikes at the outer areas are responsible
for the attachment and entry of the virus into human cells. As
the binding is loosely attached, the virus may infect multiple
cells. The entry mechanism of a virus depends on human airway
trypsin-like protease, cathepsins and transmembrane protease
serine 2 [48].

III. CHALLENGES OF MATHEMATICAL MODELING AND DATA

SOURCES ON PANDEMIC ANALYSIS

The mathematical models are used to provide insights on the
transmission dynamics of infectious diseases and also used to
assess the impact of different intervention strategies [3], [4].
Whenever a new infectious virus like COVID-19 emerges and
is not likely to be characterized by a biological means and the
traditional approach, the mathematical model will be able to
serve handling the spread of the virus and to control it [5].

A. Difficulties in Modeling

One of the difficulties for generating an accurate model for
prediction of COVID-19 is arriving to the parameter value
required for the model to ensure unbiasedness and reliability.
A complex model can be used with more complex data of
biological and epidemiological information. However, this kind
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TABLE I
DESCRIPTION OF MODELS INTERMS OF VARIOUS FACTORS

of complex model involves the estimation of more parameters.
This estimation process consumes much time and results in large
amounts of uncertainty in the model predictions [9] [15].

Selection of the correct model - by balancing the biological
realism and reducing the uncertainty in model predictions - is
an important one. The proper choice of model selection also
determines its reliability. There are various model selection
methods available like the Akaike Information Criteria (AIC).

The prediction models reported till date do have a large
range of variations. The ocurrence of this variance is because
of the nonidentifiability in model calibrations of the data of
confirmed-cases. The model can be calibrated using maximum
likelihood methods and the “Bayesian inference based Markov
chain Monte Carlo” (MCMC) methods which deals with the un-
certainties in data. Convergence and rate of convergence are the
other issues associated with calibration of models. A modified
method called “Affine Invariant Ensemble Markov Chain Monte
Carlo Algorithm” is used for model calibration to overcome the
slow convergence of Markov Chain Monte Carlo Algorithms.

Unavailability of accurate data is another issue in modelling
the spread and prediction. Most of the reported data are not
accurate, because of political and other reasons. So the model,
which is based on this kind of erroneous data will not provide
an accurate prediction.

Yet another issue in the modeling will be the change of
dynamic of spread, because of the prevention measure taken
by the people [10]. The prevention activities actually reduce
the spreading rate, which needs to be taken into account of
the model. Capturing the impact of such prevention and control
measurement is really challenging, because of the involvment
of many non-deterministic factors. These factors include

� Change of culture from region-to-region.
� Attitude changes.
� Educational background of the people
� How quickly the people adopt to the prevention activity.

Moreover, social distancing and quarantine are the widely
used prevention measures. However, the effectiveness of those
measures is very difficult to quantify [11], because of the (i)
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difficulty in capturing the individual’s travel patten (ii) deliberate
violation of the social distance. Moreover, there is a chance that
the unidentified infected people may communicate it to others.
The capturing of these informations into the model will be a
difficult task.

B. Data Sources for Modeling

There are various data sources available for the analysis
and mathematical modelling of COVID-19. The world heath
orgnaization (WHO) provides live updated research data in the
form of Excel file [8], which can be used in prediction model.
Moreover, the model outcome can be compared with the next
update data. The data has eight columns with the labels namely,
day, country code, country name, region, deaths, cumulative
deaths, confirmed case and cumulative confirmed case.

The repository of Johns Hopkins University [7] provides
timely data with a regular update on every day. The time-series
tables in the format of comma separated file (CSV) is provided
with three tables for confirmed, death and recovered cases of
COVID-2019. Each of these table data has six attributes, namely,
labels of province/state, country/region, last update, confirmed,
death and recovered cases. There are various data sources like
reported Case statistics, Genetic sequence and metadata, Twitter
Dataset, health temperature, lung CT scans, Chest CT-scans,
Xrays images, and Mobility statistics with textual reports are
used to analyze and predict the covid 19 spread. Table – list all
such kinds of data sources and the attribute of the data. Image
data like x rat, ct scan can be used for Developing a model for
the diagnosis of covid 19. Case statistics ac be used to model
and predict the spreading of viruses and future confirmed cases.

Twitter Dataset sets are text data set which can be used for the
natural language processing model which can able to classify
people mental state, emotional state, and people movements.
Genetic sequence and metadata can be used for drug discovery.
Health temperature data collected from the smart temperature
meters from houses with the health of mobile applications can
track the health satus of individual persons and predict the
infection for individually. Mobility statistics in the form of
textual reports can be used to analyze the root cause of spread
and source of spread of the COVID 19 viruses. The collection
of databases for collecting the data for COVID-19 is listed in
Table II.

IV. STATE-OF-THE ART MATHEMATICAL MODELS

In this section, we will describe various mathematical models,
and their uses in the prediction of COVID-19 pandemic and the
number of cases infected over the days.

The drawback presented in the SEIR model includes the
behaviour of the human by reducing the contact and improving
their immunity. The impact of the same is included in the
modified SEIR model.

A. Compartment Model

Conventionally, any linear system can be modelled in terms
of differential equation. COVID-19 is not an exception, for

Fig. 2. Modified SEIR Model with Control Measure [2].

which there are many works proposed in this direction. The
first differential equation based conceptual model is known
as ‘Susceptible-Infectious-Removed’ (SIR). A SIR predictive
model that can describe the fate of the virus, future projections
based on the indicative data to forecast the future is proposed
in [30]. The model can be used to manage the health care systems
of the present scenario. Following this, the recommendations
can be made and advisories can be prepared. The fundamental
equations that the authors considered are based on SIR model,
they are

dI

dt
= kSI − rI (1)

dS

dt
= −kSI (2)

dR

dt
= rI (3)

where S denotes susceptible, I denotes infectious and r is the
rate at which the infectious recover. The value of k is somewhere
between 1.4 and 2.5.

‘Susceptible-Exposed-Infectious-Removed’ (SEIR) was an-
other conceptual model used to model the outbreak. Under the
SEIR model the peoples are categorized into the compartments
of Susceptible (S), Exposed (E), Infectious (I) and Removed
(R) compartments. The movement of people dynamic among
different compartments is modelled by a set of differential
equations since the disease has an incubation period after that
only exposed compartment people become infectious.

Modeling of spread of the disease by considering each person
in one of the compartments including, susceptible S, exposed
E, infectious I , infectious but undetected Iu, hospitalized or
quarantined at home HR, hospitalized that will die HD, dead
by COVID-19 D, recovered after being previously detected as
infectious Rd, and Recovered after being previously infectious
but undetected Ru is proposed in [2]. The applicable control
measures, namely, isolation, quarantine, tracing, and increase
of sanitary resources are also mentioned in [2]. The diagram
depicting the spread model is shown in Fig. 2. Other parameters
shown in Figure 2 are βE , βI , βIu , βHR

, βHD
- the disease

contact rates in the respective compartments of a person, θ - the
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TABLE II
RESOURCES FOR DATA COLLECTION

fraction of infected people that are detected and documented by
authorities, ω - the case fatality rate, γE - the transition rate per
day from compartment E to compartment I , μn - the natality
rate per day, μm - the mortality rate per day, r1 - the people
infected that arrives to territory from other territories per day,
r2 - the people infected that leaves territory per day, γI denote
transition rate per day, γIu , γHR

, γHD
- the transition rates per

day from compartments Iu, HR and HD to compartments Ru,
RD, and D respectively.

Outputs of this model are presented in [2], which includes
model cumulative number of COVID-19 cases, model cumula-
tive number of deaths, basic reproduction number and effective
reproduction number. Furthermore, the number of people who
will be admitted to hospital can be calculated as

Hos(t) = HD(t) + p(t) (HR(t) +Rd(t)−Rd(t− t0)) (4)

where p(t) denotes the fraction of people in compartment HR,
who are hospitalized.

The calculation of the number of people who need the clinical
bed can be obtained as

MHos = max
t∈[t0,T ]

Hos(t) (5)

People who are infected by contacting the people in the com-
partment E is given by

ΓE(t) =

∫ t

t0

mE(s)βEE(s)
S(s)

N
ds (6)

Similarly, the people who are infected by contacting the people
with Iu and H are given by

ΓIu(t) =

∫ t

t0

mIu(s)βIuIu(s)
S(s)

N
ds (7)

ΓH(t) =

∫ t

t0

(mHR
(s)βHR

HR(s)

+ mHD
(s)βHD

HD(s))
S(s)

N
ds (8)
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respectively. In equation (6), (7) and (8),βE ,βIu ,βHR
denote the

disease contact rate,mE ,mIu ,mHR
,mHD

denote the functions
representing the efficiency of the control measures applied to the
corresponding compartment respectively.

1) Spatial Model: Spatial model is used to predict the spread
along with its location. Spread prediction on particular location
is important for handling the disease effectively by imposing
some preventive measure at a particular location. In this direc-
tion, a few works are reported. Classical swine fever is a viral
disease transmitted from pigs. A spatial-hybrid model, called
Be-FAST is described in [24], which relies on the composition
of a stochastic Individual Based model. In the proposed method,
“between farm” and “within farm” spread is modelled. For
modeling, authors have considered the monte carlo simulation
method, in which there areNs epidemic scenarios. At the begin-
ning, except one randomly selected farm, all the other farms are
assumed to be in a susceptible state. Then for a specified time
duration, “within farm” and “between farm” spread routines are
applied. If an epidemic disappears at the end of simulation day,
then the current scenario is stopped and the next scenario will
be started with the same process [24].

Under some assumption, authors have modelled the evolution
of susceptible and infected pigs in a farm i at time t using the
differential equation

dSp,i(t)

dt
= −βi

Sp,iIp,i(t)

Sp,i(t) + Ip,i(t)

dIp,i(t)

dt

= βi
Sp,iIp,i(t)

Sp,i(t) + Ip,i(t)
(9)

where βi is the daily transmission parameter, which the authors
have set to 0.66, 0.4 and 0.53 depending on the nature of the
farm. The daily discrete version of the above system is given
by [24]

Sp,i(t+ 1) = Sp,i(t)−min(P (t), Sp,i(t)) (10)

Ip,i(t+ 1) = Ip,i(t) + min(P (t), Sp,i(t)) (11)

where P (t) denotes poisson distribution.
2) SV CsyCAsyIR Model: A modified version of SIR model

with addition of three more parameters, namely vaccinated indi-
vidual V , symptomatic carrier Csy , asymptomatic carrier CAsy

is known as SV CsyCAsyIR Model [25]. These parameters at
time t are denoted as S(t), V (t), Csy(t), CAsy(t), I(t) and
R(t). The authors have developed a differential equation for all
the parameters and solved it to get the number of infected cases
as

N(t) =
−c1e−μt + ω + ζI(t)

μ
(12)

where μ indicates the natural mortality rate, ω indicate recruit-
ment rate, ζ denotes disease induced death rate and c is the
constant of integration in the process of deriving (12).

3) Predator-Prey Model: A model that describes the group
of infectious being as prey and uninfectious being as predator is
called predator-prey model, in which the predator population ac-
quire an infection from the prey population, during the predation

process. Authors have developed a mathematical model using
predator-prey population in [26], in which preys population is
assumed to be of N1 and predator population is assumed to
be N2. Out of N1, there is a susceptible group of size S1 and
an infected group of size I1. Similarly, among N2, susceptible
and infected groups are of size S2 and I2 respectively. These
susceptible and infected groups are described in terms of a
differential equation and then the solution is obtained and plotted
and verified to be matching with actual data. Even though the
predator model is originally developed for other disease spread,
it is also applied to COVID-19.

4) Spatio-Temporal Model: A model called “between
countries disease spread” (BeCoDis) is proposed by authors
in [15]. This model is developed on the basis of spatio-temporal
epidemiological description for the study of spread of disease
between and inside the countries. Considering the countries
as individuals, this model works on the basis of deterministic
individuals [15]. Simulation result of BeCoDis includes an
outbreak characteristic, namely risk of disease initiation, epi-
demic strength, and spread per country. Other simulation results
include inter-country interactions and disease spread. These
are compared with the results obtained from the deterministic
compartment model [50] and verified that the results are in close
match with the value reported by WHO.

5) Application of BeCOdis: BeCoDis model was em-
ployed by authors in [16] to find the international spread of
the novel coronavirus outbreak. In this work, they have tried to
forecast the spread across countries from the collected data. The
forecast of day wise plot of cumulative number of people who
are affected and dead is obtained, compared and verified with
the results reported by WHO [16].

6) Multi Objective Optimization Model: A novel idea that
adjusts the parameters of compartmental epidemiological mod-
els is presented in [17]. First, the available epidemic data is posed
as a a multi-objective optimization problem with the model
parameters being the optimization variables. These parameters
are estimated through optimization. Authors have given a few
steps in the algorithm, which are (i) estimation of the model pa-
rameters identification (ii) multi-objective problem formulation,
and (iii) appropriate configuration extraction from the obtained
solution.

The multi objective problem can be formulated as

xopt =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

min f1(x)
min f2(x)
...
min fm(x)
subject to x ∈ S ⊂ Rn

(13)

Where fi : Rn → R ∀i = 1, · · ·m are the objective functions
with the feasible region S ∈ Rn and x = (x1, x2, · · ·xn) is the
decision vector ∈ S. Moreover, the vectors that satisfy the ob-
jective function are called objective vectors. The set of decision
vectors that solve the multi-objective problem are also called as
the pareto optimal set.
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The problem in (13) can be posed alternatively for COVID-19
as below

xopt =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

min f1(S)
min f2(E)
min f3(I)
min f4(H)
min f5(R)
min f6(D)
subject to S,E, I,H,R,D ∈ Rn

(14)

where in (14), the f1, f2, f3, . . . , f6 are the objective functions of
Susceptible (S), Exposed (E), Infectious (I), Hospitalised (H),
Recovered (R), and Dead (D). The constraint in (14) indicates
that S, E, I , H , R and D are to be a subset of real numbers in
n dimensional space.

To solve the multiobjective optimization problem, au-
thors [17] have used Weighting Achievement Scalarizing Func-
tion Genetic Algorithm (WASFGA), which is a population-
based evolutionary algorithm that explores the feasible region to
find the solution. Over the populations, it performs reproduction
and replacement mechanisms as like any Genetic algorithm.
In reproduction, the new offspring are created following Dar-
win’s principle. From the new offspring and with the current
population, the population of the next generation is composed
in the replacement stage. In most of the genetic algorithms,
replacement happens through dominance, whereas in WASFGA,
authors have used a reference point, and whichever population
is closest to it, that will be chosen for the next generation.

7) Model With Hidden Nodes: All mathematical models
deal with the number of identified cases. However, in practice
there is a chance that the person may be infected and unidentified.
Those persons are ought to be considered as hidden nodes, whose
incorporation gives the realistic scenario. In this direction, a
model based on active and hidden nodes is proposed by authors
in [27]. In the paper, the author assumes that one corona infected
patient comes in contact with other people. Assuming that it
spreads to t persons, among them q numbers are quarantined,
but there are d = t− q persons who break the lockdown, not
showing symptoms, so behaving like hidden active nodes. These
hidden nodes can spread the disease among z other nodes and
the process goes on and on. So, hidden nodes increase by a
constantC each time, and therefore the increase in hidden nodes
are denoted as d+KC, where K denotes unit time. Assuming
this model, authors derived a formula for total number of cases
as [27]

T = 1 + t+
(N − 2)[2td+ (N − 3)C(z)]

2
(15)

where C(z) denotes the rate of infection and N indicates the
number of terms in the summation series.

8) Models With Intervention and Control Information:
While modelling the spreading we can consider the following
additional parameters which is not addressed in conventional
models.

1) Population movement from one part to another part which
may affect the contact percentage of infected person
with others. To address this the movement of people is

incorporated in spreading model in few literatures. Es-
pecially [51] is addressing the movement of the infected
person on the spreading model.

2) The awareness about COVID-19 spread and personal
precautions is another additional factor which probably
decrease the spreading rate and death rate. This factor is
not addressed mostly in any spreading model because of
the practical difficulty to quantify and incorporate into the
model.

3) The preventive measures like Lock down and Law En-
forced Quarantine taken by the Government agencies will
reduce the spreading rate and death rate. Those factors
are addressed in a few literatures, which are discussed in
detailed in this section.

As said above, analyzing the impact of prevention and control
measurement is essential one. This is required because in the
initial stage of spread, people may not pay attention to prevent.
However, when the spread is increasing, they may pay attention
and do prevention measure. This prevention measure taken by
the people may decrease the spread pattern and it might decrease
the growth rate monotonically.

A mathematical infection model to estimate coronavirus in-
fection in Germany is proposed with incorporation of contact
restriction into account [28]. The contact restriction parameter
is adapted dynamically to model the random variation in the
contact restriction. This model can provide an estimate of the
number of infected people, new infections and deaths in the
region of study.

The bayesian SEIR epidemiological model, which is used to
perform a parametric regression on the COVID-19 outbreak data
of China, America, Italy, and France was highlighted in [13].
The model estimates the impact of containment measures on the
basic reproduction ratioR0. It is also observed that the impact of
these measures is detectable. Authors have also found the biases
and inconsistencies present in the available data to provide an es-
timate for the number of cases spread in a region. Compartmental
modeling like SEIR is also used for the infectious disease [52].

In SEIR model, the people are transferred from one compart-
ment to another, for example susceptible to exposed, exposed to
infectious, etc. The conversion rate of Exposed to Susceptible
is denoted as α, Infectious to Exposed is referred as δ and
Susceptible to Infectious is referred as β, then the exposed
number of people is calculated by E = αS = αβI . Once αβI
people are moved from S to E, the numbers are removed from
S and added to E. After incubation, the actual infected from E
are moved to I compartment with a rate ε. A quarantine (Q)
compartment can be added to model the effects of isolation as
shown in Figure 3. A fraction (q) of people are moved from I
to Q in the isolation process. It is assumed that the remaining
people in the I compartment may recover with a rate γ, or die
with a rate di. Those who are recovered from theQ compartment
are removed with a rate, qt, or die at a death rate dq .

A Compartmental SEIR model for epidemic in India is re-
ported with modelling the flow of individuals using a set of
differential equations [14]. While comparing with the classical
SEIR model, the model proposed in [14] included the com-
partment of died and quarantine. Also, it analyzed the impact
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Fig. 3. SEIR Model with quarantine and death compartment [52].

TABLE III
PERFORMANCE COMPARISON BETWEEN “WITH NPI” AND “WITHOUT NPI” [14]

of national preventive intervention as extra feature. This extra
feature provides more reliabiity on disease spread prediction.
Monte Carlo simulation is carried out for different scenarios with
1000 runs using MATLAB. Hospitalization, ICU requirements
and deaths were modeled on SimVoi software. The impact of
Non-Pharmacological Interventions (NPI) like keeping social
distancing and lockdown is also incorporated. Result of the
prediction model is reported in Table III. From the model the
growth rate is predicted as 1.15 and the tabulated numerical
values are the forecasted data for 25 May.The table shows that
by ataining NPIs prevention the impact of infections can be
reduced by almost 90%.

A SEIR model for the prediction of cases in Wuhan is reported
with the individual reactions and governmental actions like
holiday extension, city lockdown, hospitalisation and quarantine
are incorporated [53].

Usage of non-pharmaceutical interventions for controlling the
COVID-19 pandemic is highlighted by authors in [29] to reduce
the burden on the health care system. In this paper, authors
have used an age-structured container model of transmission
in the state of ontario, canada. They compared the base cases
like, isolation, quarantine and social distancing. Implementation
is carried out for fixed duration or it is dynamically cycled
on/off. They found in results that the dynamic social distance
can maintain a good health system capacity.

Another model with control and measurement is reported
based on propogation growth. The spread rules of diseases
of COVID-19, sever acute respiratory syndrome (SARS) and
MERS are developed with a propagation growth model [10].
This model analysis shows that the growth rate of COVID-19 is
twice that of the SARS and MERS. It is also reported that the
COVID-19 doubles the cycle within two to three days.

IfN denote the number of infected people then, r(N) = r0 −
sN , where r0 is a constant indicating the growth rate at initial

state without prevention measures, s is the infection inhibition
constant, which indicates the effect of prevention and control
measures. The differential equation of the model is given below

dN

dt
= r0N

(
1− N

Nmax

)
(16)

where Nmax is the maximum number of infected cases. The
first term r0N of differential equation (16) expresses the nat-
ural epidemic trend of infectious disease in the absence of
any prevention and control measures, while the second term
−r0N

2

Nmax
shows the effect of prevention and control measures

for communicable diseases.
Equation (16) is the initial value problem of variable-

separable differential equation, which can be solved to give
number of infected people as

N(t) =
Nmax

1 +

(
Nmax

N0
− 1

)
e−r0(t−t0)

(17)

B. Statistical Models

Statistical model for the analysis of the impact of environ-
mental factors that determine the spread of COVID-19 is re-
ported [32]. The model analysed the four most affected areas in
China and five areas in Italy. This model considered 1) Maximum
relative Humidity 2) Maximum temperature 3) Highest wind
speed as environmental factors which may affect the spreading
of the virus for the analysis. The result of the investigation shows
that maximum relative humidity and the highest wind have no
impact, but the temperature has a moderate effect on the spread.

On 5 February 2020, a cruise ship in Japan hosting 3711 peo-
ple has undergone a 14 days quarantine and afterwards was found
that 634 persons onboard were tested positive. Authors [33] have
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used statistical models to derive the delay adjusted asymptomatic
proportion of infections. They also derived the infections’ time-
line. Most of the infections were found to occur before the
quarantine starts.

The asymptomatic cases consist of both true asymptomatic
cases and the case that became symptomatic later. For individ-
uals i, let [ai, bi] denote an interval of infection and c denote
sensor date of being symptomatic. Denoting Xi being the time
at which the individual became infectious, Di being the delay
from the time of infection until they are found to be symptomatic
with cumulative distribution function FD. Let p denote a prob-
ability that an individual will never develop symptoms. Then
the probability that an individual who exposed to the scenario
during the time [ai, bi] will be asymptomatic at time c is [33]

g(x, p) =

{
p+ (1− p)(1− FD(c− x)) ; no symptoms
FD(c− x) ; symptoms

(18)
where x denotes the value of the random variable Xi. Au-
thors [34] have estimated the asymptomatic ratio from the in-
formation of japanese nationals evacuated from Wuhan, China.
Their model uses a bayesian framework. The patients who are
found to be symptomatic amongN = 565 evacuated patients are
denoted as pN and its value is 63. The means of finding them
to be symptomatic includes, temperature screening and face-to-
face interview to collect information about cough, fever, and
breathing problems. Using bayesian theorem, the asymptomatic
ratio is defined as

Pr(asymptomatic|infection) =
Pr(infection|asymptomatic)

Pr(infection)
×Pr(asymptomatic)

(19)
Authors present an infectious disease model in [36] and they

have used their model to use the parameters to find the relation-
ship between number of cases and cumulative number of cases.
The cumulative number of cases in the discrete time is given by
Gk =

∑k
i=1 ci, where i denote discrete time intervals and ci is

the total number of cases. So, the number of cases at a particular
time instant can be given by ck = Gk −Gk−1. Moreover, using
Gk, they have used statistical approaches to infer and forecast. A
function used to relate number of cumulative cases and number
of case at particular time instant is given by [36]

p(k) = f(Gk, Gk−1, . . . , r,K) (20)

where r is the intensity growth and it follows normal distribution
with mean 0 and variance 10, K denotes total number of cases
and it follows Gamma distribution with parameter 0.001. Using
this relation, the number of cases is modelled as a poisson
distribution as [36]

ck ∼ Poisson(pk) (21)

An estimating of timing of presymptomatic communication of
COVID-19 is proposed using the mathematical models by com-
bining the data of the incubation period and serial interval [31].
Using the model, it is found that presymptomatic transmission
takes on the average of 3.8 days and 79% of transmission is

Fig. 4. Statistical Markov Model [55].

presymptomatic. The probability of being infectious is given by

Pr(being infectious) =

(
infected time

incubation period

)α

(22)

Where α > 0 is a shaping parameter of transmission behaviour.
Autoregressive integrated moving average (ARIMA) is one

of the statistical models for predicting non-stationary data. A
forecasting ARIMA model of the COVID-19 for Italy, which
analyses the impact of lockdown, is highlighted in [54]. ARIMA
forecasting model is utilized for this purpose. The result of
the model shows that it can make Predictions with 93.75%
of accuracy of the infected cases and 84.4% of accuracy of
recovered cases. The forecasting indicates that at the end of
MAY, 2020, the infected case may reach around 182 757, and
recovered cases could be around 81 635.

1) Markov Chain Model: The model based on continuous
time markov chain of 4 states, namely S = [1, 2, 3, 4] is pro-
posed by authors in [55], in which the states represent healthy
without infection, sick, dead, and healthy with infection. The
same authors have talked about lifting up the contact ban in Ger-
many in [55]. Initially state is 1 for all individuals, i.e., si(0) =
1 ; i = 1, 2, . . . , N for all individuals, where N denote the
population size, which is assumed to be 83 100 000 in this case
. There is a transition between the states si ∀i = 1, 2, . . . , 4,
whose rates are denoted by λij ; i = 1, 2, 3, 4 ; j = 1, 2, 3, 4
as shown in the Figure 4.

The probability of random contacts with healthy and sick
individuals will be

Rc =
N2(t) +N4(t)

N1(t) +N2(t) +N4(t)
(23)

where Ns(t), s = 1, 2, 3, 4 is the number of expected indi-
viduals at state s at time t.
Rc in (23) is used in obtaining the individual sickness rate as

shown in the below equation.

λ12(t) ≡ λ12 (a,N1(t), N2(t), ηN4(t), Rc) (24)

where a > 0, and η denotes the share of healthy individuals in
state 4 who can infect healthy individuals from state 1.

Equation (24) is used in further to derive the relaion between
λ14 and λ12. A few transition probabilities are derived as

λ12 = λ14 =
1− r

r
λ12 (25)

λ25 = n−1
rec (26)
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Where r is a recovery rate or mortality rate and nrec denotes
the number of days it takes until recovery. Given an exponential
distribution of staying duration in a state, the probability that a
person gets sick in a day is given by

pday(t) = 1− e−
∫ t+1
t λ12(s)ds (27)

In the same way, the probability of being sick for a week is given
by

pweek(t) = 1− e−
∫ t+7
t λ12(s)ds (28)

2) Bayesian Model: An empirical time series framework
is proposed to predict US cases using various countries as
reference. On the basis of observed US data and the parameters
from the reference countries, the forecast is implemented [56].

Let Nij denote the number of COVID-19 cases with i being
the ith country and j being the day on which the cases are
increased to 100 or more for the first time. The likelihood
(prediction) of being infected at ith country on a jth day is
obtained with the help of functional mixed effects model by
taking the natural logarithm of Nij , which is given by

yij = β log(pi) + f(tj) + gi(tj) + εij (29)

Where β is the fixed effect slope for log(pi), f(ti) is the
functional fixed effects, pi is the population size in millions,
gi(tj) is the functional random effects, and εij is the Gaussian
error term with mean 0 and variance σ2

e . In the above equation,
f(tj) is modelled by a cubic smoothing spline using the state
space representation as(

f(ti)
f(tj)

)
= Hf

(
f(tj−1)
f ′(tj−1)

)
+ ηj (30)

where f ′(tj) is the first derivative, Hf is the state transition
matrix and ηj ∼ N(0,Σf ) is the state innovation vector with
Σf depending on the smoothing factor λf . gi(tj) can also
be modelled in a similar fashion, and it inturn depends on a
smoothing factor λg.

The estimate of a parameter vector θ = (β, λf , λg, σ
2
e) is

given by [56]

l(θ|y) =
k∑

i=1

−1

2σ2
e

(yi − β log(pi)− f(ti)− gi(ti))
2

−λf

∫
f ′′(u)du− λg

k∑
i=1

∫
g′′(u)du

(31)

where λf , λg are the smoothing parameters. θ depends on fixed
effect slope β, smoothing factors, λf , λg, and the variance σ2

e of
ε. Parameter theta in turn affects state transition matrix and the
prediction yij .

3) Generalized-Logistic Growth Model: Phenomenologi-
cal models are widely used for forecasting the disease spreading.
A phenomenological model captures the empirical relationship
of phenomena with each other. It has provided very good
performance in forecasting for the disease like SARS, Ebola,
pandemic influenza, and dengue. A generalized-logistic growth
model (GLM) is used for short-term forecasting the trajectory
of infectious disease with very good performance [38]. Logistic
growth model was employed for epidemic forecasting of Ebola,

which is given by

dC(t)

dt
= rC

(
1− C

K

)
(32)

Where
dC(t)

dt
models the rate of change in the number of new

cases at week t. The logistic model relies on two parameters, the
intrinsic infection rate r and the final epidemic size K.

Modified version of generalized-logistic growth model is
known as Generalized Richards Model (GRM) is used to capture
a range of early epidemic growth profiles ranging from sub ex-
ponential to exponential growth [57]. The model is represented
by a differential equation [57] as

dC(t)

dt
= rCp(t)

(
1− C(t)

K0

)
(33)

whereC(t) - cumulative number of cases at time t, r is a positive
parameter denoting the growth rate which is given as (people)
1− p per time,K0 is the final epidemic size, and p is the “scaling
of growth” parameter. If p = 0, a constant epidemic over the
time, if p = 1, it acts as exponential growth model. Intermediate
values of p, means (0 < p < 1) describe sub-exponential i.e.,
polynomial growth patterns.

C. Usage of Epicurve in the Analysis

Epicurve is a statistical chart used in epidemiology to visualise
the onset of a disease outbreak. It helps to identity the mode of
transmission of disease. It is also used to display the magnitude
and clustering nature of the disease. In general, to analyze the
outcome of any mathematical model, the epicurves are plotted
and the various aspects of disease spreads are analyzed. The
epicurve anlysis shows that the outbreak at Wuhan is likely to
follow a continuous common source pattern. Epicurve reveals a
lot about an outbreak, such as

� The distribution of cases over time.
� Cases that stand apart from the overall pattern.
� Outbreak’s magnitude
� Knowledge about the pattern of spread.

Epicurve tells about the mode by which the disease can be
spread. In general, the modes are,

� Point source
� Continuous common source
� Person-to-person spread

In a point source mode, the number of cases will go to the peak
and start decreasing gradually. Majority of cases can happen
in one incubation period of the outbreak [58]. In a continuous
common source outbreak, exposure is prolonged over a period
of days, weeks, or longer. Moreover, persons will be exposed
to the same resources. On the other hand, in propagated mode,
spread happens from person to another person and the graph will
show a peak in each incubation period.

D. Data Driven Model

In this direction, using only collected patient information,
prediction of death is calcualted with the name of algorithm
called as patient Information Based Algorithm (PIBA) [50].
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PIBA is one of the data driven models, which calculates the
death rate for the near future using the real time available data.
The method does not depend on any mathematical framework,
but it simply predicts using an available formula. This estimate
deals with the data of Wuhan and other cities in china. The death
rates prediction works for estimation of daily numbers of deaths
rate from February 25, 2020. It is also proved that real death
and prediction results are very close. This work was extended
and its working model was proved even for the Korean people.
Another finding reported that the fatality rate has an impact on
climates and temperatures.

A prediction work on the transmission process of the COVID-
19 is proposed in [37]. Then the prediction model is developed
using Gaussian distribution theory by taking the transmission
characteristics of epidemic at different stages of COVID-19.
The Gaussian distribution function with mean 1 and variance
1.5 is used to simulate the propagation ability of the virus. This
assumption is valid for the initial stage, in which it is assumed
that one infected person infects one other person on the average.
The prediction curves of the model matches exactly with an
actual official data curves of Hubei, China, South Korea, Italy,
and Iran. The majority factors that influence the spread of the
virus include 1) basic reproduction number 2) virus incubation
period 3) daily infection number, which are also captured using
this model.

E. Machine Learning and Deep Learning Based Models

Machine learning and deep learning models are also used for
the COVID-19 prediction across the world. To predict the cases
for the 10 consequent days from the start of the disease as pro-
posed in [59]. Machine learning methods, namely, support vector
regression (SVR) [40] and polynomial regression (PR) [41]
are used for the prediction of COVID-19 with the polynomial
kernel of degree 6 and γ = 0.01, ε = 1, and C = 0.1, where ε
represents maximum error constraint value under support vector
regression, γ is denoted as the amount of deviation from the
maximum margin and C is denoted as hyper parameter, which
is tuned to control the deviation value γ.

The deep learning regression models of deep neural network
(DNN) and recurrent neural networks (RNN) of long short-term
memory (LSTM) [60] are also employed in this work. For this
purpose, the DNN architecture is designed with input layer of
128 neurons, three hidden dense layers of 256 neurons and
output layer with a single neuron. The LSTM is designed with
three stack layers with 64 neutrons in each with 10% dropout and
an output layer with a single neuron. These prediction models are
trained to predict the total number of confirmed, recovered, and
death cases worldwide. The model also incorporates increasing
the lockdown period, executing the sanitation procedure, pro-
viding the everyday resources in account.

The performance measure in terms of root mean squared error
(RMSE) for all the methods namely SVR, DNN, LSTM and
PR are discussed here interms of confirmed prediction, death
prediciton and recovered predition. The corresponding values
of SVR are 27 456.47, 1360.47 and 16 762.15 respectively. The
same values for DNN are 163 335.65, 8554.55 and 25 415.03

respectively. The same values for LSTM goes as 15 647.64,
1076.06 and 4092.01 respectively. On the other hand, PR takes
the values as 455.92, 117.94 and 809.71 respectively. These
reported results confirms that the PR approach provides the best
prediction in terms of RMSE.

Artificial inspired methods based on modified stacked auto-
encoder are proposed for the real time forecasting of COVID-
19 in China. This algorithm can estimate the size, length and
ending time of COVID in China. Forecasting is based on a time
series data. Training samples are taken in terms of 128 segments
of time series, which correspond to the segments for 8 days.
These data are stacked in to the matrix Z. From the matrix Z,
one element is randomly chosen to indicate a starting day and
the data corresponding to other days are the subsequent values
of the matrix. With the chosen data, a modified auto encoder is
used to forecast. The number of nodes in the first latent, second
latent layer and output layer in the auto encoder was set to 8, 4
and 1 respectively.

A machine learning based methods using logistic model,
Bertalanffy model, Gompertz model is proposed in [43]. In this
work, the model equation for logistic model is given by

Qt =
a

1 + eb−c(t−t0)
(34)

In Bertalanffy model, the equation for prediction is

Qt = a(1− e−b(t−t0))c (35)

In Gompertz model, it is given by

Qt = ae−be−c(t−t0)

(36)

where Qt is cumulative confirmed cases, a is maximum of
confirmed cases, b and c are fitting coefficients.

Using these equations, the plot of number of confirmed cases
with respect to days is plotted and verified with the avilable
data [43].

LSTM model uses equations for storing, forgetting, renewing
and outputting the information in the cell through the activation
functions, namely hyperbolic tangents and logistic sigmoid.

In another work reported in [45], a logistic model and expo-
nential models are used for prediction. Authors considreed the
genral expression of the logistic as

f(x, a, b, c) =
c

1 + e−(x−b)/a
(37)

where a denotes infection speed, b is the day with the maximum
infections occurred and c is the total number of infected people
at the infection’s end. The prediction from exponential model is

f(x, a, b, c) = aeb(x−c) (38)

1) DEFSI Model: A short term high resolution forecasting
based on Deep Learning Epidemic Forecasting with Synthetic
Information (DEFSI) is proposed in [47], which is a more
generalized and physical consistency epidemic framework. A
two branch network architecture is used in this framework, while
considering within-season and between-season observations as
features. The network is trained on high resolution synthetic
data. When high resolution surveillance data is not available, the
network enables detailed forecasting. The method [47] achieves
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TABLE IV
COMPARISON BETWEEN SPREADING MODELS

better performance than any state-of-the-art methods available
for forecasting.

The advantages and disadvantages of various models are listed
in a Table IV for better illustration.

F. Mixed Models

A mixed method of modelling using epidemiological equa-
tions and neural network is proposed for “reproduction number
estimation” [11]. This model is developed using the data from
Wuhan, Italy, South Korea and the United States of America.
This model addresses the issue of incorporating the impact of
quarantine and isolation measures in those countries. The neural
network is used as a function approximation for estimating the
effect of quarantine, which is incorporated in epidemiological
equations model. The results of the model show that quarantine
and isolation can halt the spread of infection.

A prediction model for Italian Regions to get the progression
of the epidemic, predict peaks of new daily infections through
machine learning is reported in [39]. The model uses Chinese
epidemiological dynamics data for this purpose. A modified
autoencoder neural network model is trained using Chinese data.
The prediction of epidemic curves for different Italian regions
is obtained. The conventional “Susceptible Exposed Infectious
Removed” (SEIR) model is also utilized to predict the spread.
The reproduction number is also estimated by curve fitting on
growth rate across one month, and day-by-day assessment. The
prediction shows that Italy regions may reach 1,60 000 infected
cases by April 30th. The model is validated by the measure
of mean average precision between official Italian data and the
prediction.

Another mixed model with the SEIR model and a type of
recurrent neural network, called LSTM is used to predict the
number of new infections over time. Authors used the 2003
SARS epidemic statistics data set for the training [46]. In addi-
tion, they have incorporated COVID-19 epidemical parameters,
namely incubation rate, the probability of death & recovery
and probability of transmission. In order to avoid overfitting,
a simpler network was chosen. The model is optimized using
adam optimizer and ran for 500 epochs.

G. Deep and Machine Learning Models for Diagnosis

Artificial Intelligence (AI) tools like machine learning and
deep learning can make quick decisions for the diagnosis
of the infection of COVID-19 using medical images namely,

Computed tomography (CT), and Magnetic resonance imaging
(MRI) [48] [61].

An automatic quantification of COVID-19 infection using
deep learning for CT images of the lung is reported in [62]. The
model does the automatic segmentation using “VB-Net” and
quantification of infection in the chest CT scans. The training of
the model is carried out using data collected from 249 COVID-19
patients and validated using 300 new COVID-19 patients. The
similarity measure between manual detection of infection and
automated detection using the proposed model is taken as a
performance evaluation parameter. A parameter called Dice
similarity coefficients is used as similarity measure, which is
reported as 91.6%. The fully manual diagnosis system takes 1
to 5 hours, which is reduced to 4 minutes using this automated
system.

A deep learning-based early screening model to find COVID-
19 pneumonia from Influenza-viral pneumonia using a pul-
monary CT image is reported [63]. A 3-dimensional deep
learning model is used for infection region segmentation. A
location-attention classification model is used for categorizing
those segmented images into three classes of COVID-19, namely
Influenza-A, viral pneumonia, and no infection. The infection
type and total confidence scores are estimated through Noisy or
Bayesian function. The overall accuracy of 86.7% is reported.

Convolutional Neural Network-based auto diagnosis of
COVID-19 for X-ray images is reported in [64]. Transfer learn-
ing is applied to achieve an accuracy of 97.82% for the detection
of COVID-19. The model uses a total of 1428 X-Ray images
for training and testing purposes with 224 images of confirmed
COVID-19, 700 images of common confirmed pneumonia, and
504 images without any problem.

Deep learning requires a lot of data for successful training. But
in the current situation, there is a lack of datasets for COVID-19,
especially the chest X-rays images. To overcome the above issue,
a generative adversarial network (GAN) is used to generate
more images. A GAN with a deep transfer learning model
for coronavirus detection in chest X-ray images is presented
in [65]. In the work, the dataset of 307 images are taken for four
different classes. The GAN is used to generate 30 times larger
than this real data set. This artificially created data is used to
avoid the overfitting of the deep learning model. The Alexnet,
Googlenet, and Resnet-18 models are used by transfer learning
to detect coronavirus. This combined GAN and deep transfer
models prove a more accurate result which is reported in the
Table V.
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TABLE V
PERFORMANCE COMPARISON BETWEEN DEEP LEARNING MODELS [65]

A deep learning-based framework to diagnose COVID-19
using Smartphone Embedded Sensors is proposed in [49].The
symptom for COVID-19 like fever, fatigue, headache, nausea,
dry cough, and shortness of breath are classified by the deep
learning method of convolution neural network (CNN) and
recurrent neural network (RNN) algorithms. The smartphone
sensors like cameras, inertial sensors, microphones, and tem-
perature sensors are used for the data collection. Temperature
fingerprint sensor available under the touch-screen is used to
predict the fever level. Inertial sensors and Camera images are
used to detect fatigue. The COVID-19 is detected Using those
detected data set.

V. FUTURE DIRECTION

There is a huge need for applying the mathematical, deep
learning model in computational biology and medicine. There
are a few works on discovering drug compounds against the
virus [66], [67]. A deep and machine learning model is required
for investigating the genetics and chemistry of the virus to make
vaccines and treatment drugs.

Exploring and analysing the protein structures of viruses are
also the vital application of the deep and machine learning
model, which is one of the requirements for an efficient vaccine
or drug discovery [68].

Deep learning techniques for COVID-19 diagnosis using
radiology imaging data are currently on going. Yet there is no
benchmarking for utilizing these models in real-world clinical
practice. So, there is a need for developing a benchmark frame-
work to evaluate the models and apply them in practice. This
framework must be universal to allow anyone to upload their
medical image and get the result.

Mass diagnosis is another issue in highly populated countries.
This issue can be solved by mathematical and deep learning
models based on smartphone applications for pre-screening. In
addition, NLP can be augmented with deep learning and SIR
models [69] for effective prediction. However, it needs to be
further enhanced by taking the social media, other web source
data and mobile phone data like travel history, etc.

VI. CONCLUSION

A comprehensive review of available mathematical models
for the transmission of COVID-19 is presented in this article. The
review was carried out on the various models namely, differential
equation based, statistical based, prediction based, mixed model,
machine learning and deep learning based. In addition, machine
learning and deep learning based models for the diagnosis of
COVID-19 using radiological images are also reviewed in this
article. Furthermore, the usage of natural language processing

for the analysis of mental illness and feeling of the public based
on the comments posted in the social media is also reviewed in
the article.
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