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Abstract

Objective: Cervical cancer stands as a leading cause of mortality among women in developing nations. To ensure the reduc-
tion of its adverse consequences, the primary protocols to be adhered to involve early detection and treatment under the
guidance of expert medical professionals. An effective approach for identifying this form of malignancy involves the exam-
ination of Pap smear images. However, in the context of automating cervical cancer detection, many of the existing datasets
frequently exhibit missing data points, a factor that can substantially impact the effectiveness of machine learning models.

Methods: In response to these hurdles, this research introduces an automated system designed to predict cervical cancer
with a dual focus: adeptly managing missing data while attaining remarkable accuracy. The system’s core is built upon
a stacked ensemble voting classifier model, which amalgamates three distinct machine learning models, all harmoniously
integrated with the KNN Imputer to address the issue of missing values.

Results: The model put forth attains an accuracy of 99.41%, precision of 97.63%, recall of 95.96%, and an F1 score of 96.76%
when incorporating the KNN imputation method. The investigation conducts a comparative analysis, contrasting the per-
formance of this model with seven alternative machine learning algorithms in two scenarios: one where missing values
are eliminated, and another employing KNN imputation. This study offers validation of the effectiveness of the proposed
model in comparison to current state-of-the-art methodologies.

Conclusions: This research delves into the challenge of handling missing data in the dataset utilized for cervical cancer
detection. The findings have the potential to assist healthcare professionals in achieving early detection and enhancing
the quality of care provided to individuals affected by cervical cancer.
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Introduction

For effective disease progression, the EHRs (electronic
health records) have the ability to provide valuable insights,
which can lead to improved healthcare.1 As a result, EHRs
are getting attention for a large number of practical applica-
tions such as disease risk prediction, adverse event detec-
tion, and medical decision support.2 By studying large
populations over time and examining the correlation
between clinical events and outcomes, mining EHRs has
the significant potential to generate new clinical hypoth-
eses.3 Using HER data, unlike cohort studies that collect
data from individuals in a limited time frame, has both
pros and cons. One of the top advantages of EHR data util-
ization is that it is continuously collected and encompasses
a more extensive range of information types. Moreover,
obtaining the data may require fewer resources. However,
since EHRs are not primarily designed for research pur-
poses, the data collected may be sparse and contain high
levels of noise, making it difficult to analyze it.4

Human papillomavirus (HPV) is the leading cause of
malignant tumors in the reproductive system of females.5

The fourth most typical cancer in women to be diagnosed
is cervical cancer, which also ranks as one of the main
causes of death for females. In the female population, cer-
vical cancer makes for 6.5% of all malignancies.
According to estimates, there were around 342,000 cervical
cancer deaths and 604,127 new cases of the illness globally
in 2020.6 Cervical cancer is still a significant public health
issue, especially in developed nations: In Europe, there are
54,517 newly diagnosed instances of invasive cervical
cancer reported each year, and 24,874 women every year
pass away as a result of cervical cancers.7 Regular immun-
ization programs often include vaccinations. A total of 90%
of girls in Europe are expected to have received the entire
HPV vaccine by the age of 15 by 2030.8 Additionally,
the WHO urges decision-makers in European nations to
intensify efforts to eradicate cervical cancer by utilizing
the current prevention technologies.9

The objective of this research is to utilize EHRs as a
source of input to detect the presence of cervical cancer,
which is the most frequently occurring cancer among
women. Each year, over half a million women are diag-
nosed with cervical cancer, making it the fourth most
common disease in women after breast, colon, and lung
cancer. The incidence of cervical cancer among women in
Europe varies from 12 to 30 cases per 100,000.10

Detection of cervical cancer at the early stages and preced-
ing alterations has contributed to a continuous decline in the
worldwide prevalence of cervical cancer throughout the
years. In the past, cervical cancer constituted up to 70%
of all genital cancers, but currently, it accounts for approxi-
mately 35%–50%, with a tendency for further reduction.
The age group most affected by cervical cancer is
between 20 and 40 years old, and the incidence decreases

among women over 40 years old, where only 1%–2% are
diagnosed with cervical cancer.11

The main cause of cervical cancer is in the lower part of
the uterus abnormal changes in the cells of the cervix,
which gradually progress from precancerous cells to
cancer cells. In the majority of the cases (90%–95%) cer-
vical cancer develops slowly and takes a time of 5 –10
years for pre-stages or dysplasia stages (CIN I, CIN II,
and CIN III). On the other hand, 5%–10% of cases, it
does not exhibit earlier changes in screening tests.12 Early
detection of cervical cancer through systematic gyneco-
logical examination allows for a complete cure of the
disease. Severe dysplasia (CIN III) or carcinoma in situ
are the direct precursors of cancer and are often preceded
by mild (CIN I) and moderate (CIN II) dysplasia changes
for an extended period.13 At the early stages of cervical
cancer, several treatment methods have been used such as
radiation, chemotherapy, and surgical resection, but the
treatment is totally dependent on the stage of the prognosis
of cancer.14

It normally takes several years for normal cervical
mucus to evolve into detectable malignancy. Frequent
gynecological exams, Pre-service Academic Performance
Assessment tests, colposcopies, and HPV typing allow for
early detection and treatment of these abnormalities, thus,
preventing cervical cancer. There are two main types of cer-
vical cancers: squamous cell cancer, which accounts for
70%–80% of cases, and adenocarcinoma, which develops
from glandular cells that produce mucus and line the cer-
vical canal. Although adenocarcinoma is less common
than squamous cell carcinoma, its incidence has been
increasing in recent years and it represents 10%–15% of
all uterine malignancies.15 Adenocarcinoma is more chal-
lenging to detect through screening as it develops inside
the cervical canal, rather than on the cervix.16

Nonetheless, the treatment for both types of cervical
cancers is the same. The primary cause of cervical cancer
is high-risk strains of HPV. Women infected with HPV
have a higher likelihood of developing cervical cancer
due to risk factors such as smoking, early sexual activity,
multiple sexual partners, genital herpes infection, weakened
immune system, lower socioeconomic status, poor genital
hygiene, and a higher number of childbirths.17

Detecting cervical cancer can be challenging because the
disease is usually asymptomatic in its early stages. Changes
in the cervix are often found during routine annual check-
ups. Cervical cancer symptoms vary according to the
stage of cancer, with advanced stages exhibiting distinct
signs in around 90% of cases, with irregular bleeding
being the most common symptom.18 Postmenopausal
bleeding, spotting, bleeding during sexual intercourse or
defecation (known as contact bleeding), and brownish dis-
charge are all common signs of this condition. In addition to
the symptoms mentioned earlier, another important indica-
tion of cervical cancer is the presence of bloody discharge
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that usually has an unpleasant odor. When the disease
reaches an advanced stage, pain in the lower abdomen
may develop due to the involvement of nearby organs.19

Objective of study

Cervical cancer is a serious disease that can be fatal, and
many people are not aware of its dangers. However, early
detection and treatment can help prevent it.20

Unfortunately, many countries do not have effective screen-
ing methods to detect this type of cancer. Existing datasets
are not appropriate for ML (machine learning ) models as
they might contain missing or null values that have a
huge impact on the efficiency of models. To overcome
this issue, this study investigates the use of K nearest neigh-
bor (KNN) imputer. Additionally, an ensemble model is
proposed to increase the detection accuracy of cervical
cancer detection. We also compare the effectiveness of
various ML techniques for cervical cancer detection in
comparison to the proposed approach.

Major contributions

The major contributions of this research work are as
follows:

• This study proposes a novel ensemble model for pre-
dicting cervical cancer in patients. The proposed
ensemble model is based on the XGB (extreme gradient
boosting), RF (random forest), and ETC (extra tree
classifier) with a voting mechanism for making the
final prediction.

• For the issue of missing values, experiments are done
with the missing values deleted and the KNN imputer
to generate missing values.

• A performance comparison is conducted using various
ML models, such as RF, LR (logistic regression),
GBM (gradient boosting machine), GNB (Gaussian
Naive Bayes), ETC, SVC (support vector classifier),
DT (decision tree), and SGD (stochastic gradient
descent). Furthermore, the proposed model’s effective-
ness is analyzed by comparing its performance to
state-of-the-art approaches in terms of accuracy, preci-
sion, recall, and F1 score.

The remaining sections of the paper are structured as
follows. The “Related work” section presents a review of
the relevant literature on cervical cancer detection using
ML techniques. The “Materials and methods” section pro-
vides an overview of the dataset and the ML models used
in the study. It also describes the proposed methodology
in detail. The “Experimental results” section presents the
results of the study and discusses their implications.
Finally, The “Conclusions” section offers concluding
remarks and suggests potential areas for future research.

Related work

Over the decades, efforts to cure cancer have taken various
approaches. While complete eradication may not be pos-
sible, detecting and predicting the disease can help mitigate
its impact. Early detection is crucial for successful treat-
ment, but cervical cancer is difficult to detect in its early
stages as it typically has no early symptoms. Therefore,
regular screening is the only way to predict the presence
of cancerous cells. However, screening results can some-
times yield false-positive results or be delayed, leading to
potential risks. To address these challenges, AI (artificial
intelligence) has been introduced in healthcare. Various
algorithms, tools, and techniques are being used to
improve the accuracy and speed of predicting cancerous
cells while reducing the false-positive rate. Many research-
ers have used different algorithms to predict cervical cancer.
Another interesting work on the topic of cervical cancer
detection is done by Dweekat and Lam.21 In that research
work, the key component is dimensionality reduction
which is done using principal component analysis (PCA).
The authors imply three different types of models for cer-
vical cancer detection that are GA–MLP, PCA–GA–MLP,
and PCA–AdaBoost. The combined approach of genetic
algorithm and multilayer perceptron (MLP) is proposed
using PCA, and the resulting features are then fed into the
MLP for model training and achieved robust results for
the precise prediction of cervical cancer.

Yaman and Tuncer22 conducted a thorough study on the
categorization of cervical cells in pap smear images using
two datasets: SIPaKMeD and Mendeley LBC (liquid-based
cytology). The authors utilized NCA (neighborhood com-
ponent analysis) to select 1000 features and the SVM
(support vector machine) technique for classification. To
validate the findings, they performed five-fold cross-
validation and hold-out validation (80:20). The results
demonstrated high accuracy rates of 98.26% and 99.47%
for the SIPaKMeD and Mendeley LBC datasets, respect-
ively. Similarly, Huang et al.23 proposed a method to
detect cervical cancer by fine-tuning pre-trained deep
network models to extract deep convolutional features,
including Inception ResNet, DenseNet-121, VGG19 Net,
ResNet-50V2, and InceptionV3. They also used local
binary patterns and an oriented gradient histogram to
capture typical visual characteristics. The authors found
that the combination of deep features extracted from
DenseNet-121 and ResNet-50V2 achieved the highest
accuracy, with an average classification accuracy of
95.33%, surpassing the results of ResNet-50V2 and
DenseNet-121 used separately. Additionally, they observed
a 90.89% improvement in the identification ability.

Using the Harvel dataset, Alquran et al.24 combined DL
(deep learning) and a cascading SVM classifier to classify
cervical cancer into seven classifications, obtaining an
accuracy of up to 92%. The research revealed the efficacy
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of integrating DL with classic ML approaches for accurate
cervical cancer classification. According to Alsmariy
et al.,25 introduced a ML system to forecast cervical
cancer using the UCI cervical cancer risk factor dataset.
To address the issue of class imbalance, they utilized
SMOTE (synthetic minority oversampling technique) with
PCA. The system achieved a remarkable accuracy score
of 98.46%. Meanwhile, Lilhore et al.26 suggested an ensem-
ble model to identify cervical cancer. The proposed
approach included a feature selection technique and predic-
tion model based on the Boruta analysis and an SVM clas-
sifier. Boruta analysis, an improved version of RF,
identifies subsets from the data source that have a signifi-
cant impact on the classification accuracy. The findings of
their research revealed that Boruta with SVM achieved a
precision score of 0.912.

To detect the malignant cervical formation, Mehmood
et al.27 proposed an automated system named CervDetect.
CervDetect is basically a ML-based system that uses the
Pearson correlation between the input and output vari-
ables for the data pre-processing. For the significant
feature selection, CervDetect uses the RF model. The
result of the study shows that the CervDetect achieved a
93.6% accuracy score and 0.07111 MSE (mean square
error). An overhead cross-section sampling ML model
is proposed by Anandaraj et al.28 for cervical cancer pre-
diction. To handle the class imbalance problems, the
authors used the oversampling technique SMOTE. To
check the efficacy of the proposed system, they used the
13 ML models. On the imbalanced dataset, the RF classi-
fier achieved an accuracy score of 96% and the same clas-
sifier sustained 98% accuracy using the oversampling
technique.

In the study by Alsmariy et al.,29 a ML algorithm was
developed for predicting cervical cancer. The study used
three machine learning models: LR, DT, and XGBoost.
The results of the study demonstrated that ML classifiers
achieved the highest performance when using the selected
features. Mudawi and Alazeb30 proposed an astute way of
cervical cancer prediction. They used the six ML models
and on the selected features the ML models RF, DT,
ADA, and GBM give good accuracy scores. Quinlan
et al.31 made a comparison of different ML models for
the classification of cervical cancer. The dataset used is
an imbalanced dataset which is handled by the resampling
technique SMOTE-Tomek in conjunction with a tuned
RF. Results show that the RF with S-Tom achieved an
accuracy score of 99.69%.

Nithya and Ilango32 conducted a study on cervical cancer
prediction, utilizing optimized feature selection methods and
classification techniques. Five ML models, including RF,
KNN, SVM, Rpart, and C5.0 were employed. Feature selec-
tion methods were applied to identify important features,
and an optimized feature selection was developed. The find-
ings of the study indicate that C5.0 outperformed other

models in terms of accuracy score. Similarly, Gowri and
Saranya33 proposed a ML system for cervical cancer predic-
tion, aiming to achieve high accuracy. They used DBSCAN
and SMOTE-Tomek for outlier detection from the dataset
and performed prediction using two scenarios: DBSCAN
+SMOTE-Tomek+RF and DBSCAN+SMOTE+RF. The
study revealed that DBSCAN+SMOTE+RF attained an
accuracy value of 99%.

These studies demonstrate the potential of ML techni-
ques, such as DL and ensemble methods in detecting
and predicting cervical cancer. They also highlight the
importance of addressing class imbalance and feature
selection to improve the accuracy of the models.
Overall, these approaches show promise in improving
the accuracy and efficiency of cervical cancer detection
and prognosis.

Materials and methods
In this section, we provide a brief overview of the dataset
used, the applied data preprocessing techniques, employed
ML algorithms for cervical cancer detection, and a
summary of the class-balancing techniques used in this study.

Dataset for experiments

This study utilized a publicly available dataset by
Fernandes et al.34, gathered at the Hospital Universitario
de Caracas in Venezuela. This dataset is currently the
only publicly available that can be utilized for creating a
potential cervical cancer screening survey using AI algo-
rithms and questionnaires. The researchers aimed to evalu-
ate the suitability of AI models and class-balancing
techniques for developing such a study. Table 1 provides
a comprehensive overview of the 35 input variables and
an output variable included in the dataset, which is com-
prised of a total of 858 instances and 36 attributes. Each
of the input variables is described in detail in Table 1.

The dataset consists of the output variable biopsy.
Table 1 demonstrates that the dataset exhibits severe class
imbalance. Given the difficulties associated with imbal-
anced data classification, this study opted to implement
the KNN imputer as a data balancing technique.

Data preprocessing

Achieving optimal performance from ML models relies
heavily on data preprocessing, which involves removing
irrelevant or redundant data from the dataset to enhance
model efficacy and reduce computational time. During the
data preprocessing stage of the research, it was discovered
that the dataset contained a considerable number of missing
values, which are classified by class in Table 1. Table 1
reveals the presence of a significant amount of missing
values in the dataset. Given that the data in the dataset are
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Table 1. Description of the dataset used in this study.

Number Attribute name Type Range
Missing
values

1 Age Int 13–84 0

2 IUD (years) Int 0–19 117

3 STDs: genital herpes Bool 0–1 105

4 Hormonal contraceptives Bool 0–1 108

5 Dx: cancer Bool 0–1 0

6 Smokes Bool 0–1 13

7 STDs: vaginal condylomatosis Bool 0–1 105

8 STDs: AIDS Bool 0–1 105

9 Number of pregnancies Int 0–110 56

10 Intrauterine device (IUD) Bool 0–1 117

11 STDs: cervical condylomatosis Bool 0–1 105

12 STDs: molluscum contagiosum Bool 0–1 105

13 STDs: time since last diagnosis Int 0–3 787

14 Cytology Bool 0–1 0

15 First sex intercourse (age) Int 10–32 7

16 Hormonal contraceptives (years) Int 0–22 108

17 STDs: condylomatosis Bool 0–1 105

18 STDs: time since first diagnosis Int 0–1 787

19 Schiller Bool 0–1 0

20 Number of sexual partners Int 1–28 26

21 Smokes (packs/year) Int 0–37 13

22 STDs (number) Int 0–4 105

23 STDs: pelvic inflammatory disease Bool 0–1 105

24 STDs: number of diagnoses Int 0–1 0

25 Hinselmann Bool 0–1 0

26 Diagnosis: Dx Bool 0–1 0

27 STDs: hepatitis B Bool 0–1 105

(continued)
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categorical, there are two viable approaches for dealing
with the missing values

• Removing the missing values from the dataset entirely.
• Employing the KNN imputer technique.

Removing missing values from cervical dataset. One possible
approach for handling the missing values in the dataset is to
remove any instances that contain missing values. In the
first experiment, we opted to explore this approach by
removing all fields that contained missing values.

KNN imputer. For the second option to deal with the missing
values, the KNN imputer can be employed to address
missing values in the data. In today’s world, data is collected
from a wide range of sources and used for various purposes,
including analysis, valuable insights, and hypothesis valid-
ation. However, errors during data extraction or collection
can result in missing information, making handling missing
values a critical preprocessing step. The choice of imputation
method is crucial, as it can significantly impact model per-
formance. The KNN imputer is a widely used technique
for imputing missing values, serving as an alternative to trad-
itional imputation methods.35 It replaces missing values by
identifying the nearest neighbors using the Euclidean dis-
tance matrix. The Euclidean distance is calculated by ignor-
ing the missing values and giving more weight to the
non-missing coordinates. For the distance calculation, the
Euclidean distance can be computed as

Dxy =
��������������������������������������������������������
weight ∗ squared distance from present coordinates

√
(1)

where

weight = total number of coordinates

number of present coordinates
(2)

ML models used for cervical cancer detection

This section covers the ML algorithms that were employed for
detecting cervical cancer, utilizing Python programing language
to implement all eight of the supervised ML algorithms. These
algorithms are frequently employed for solving classification
and regression problems. The proposed system’s effectiveness
was evaluated using tree-based algorithms, regression-based
models, and ensemble models. The classification problem
was addressed in this study by utilizing a total of eight distinct
ML algorithms, as well as an ensemble learning model.

Random forest. RF classifier is an algorithm based on the
decision trees that employ multiple weak learners to produce
highly accurate predictions.36,37 To train multiple decision
trees using different bootstrap samples, RF utilizes a technique
called “bootstrap bagging.” A bootstrap sample is created by
randomly subsampling the training dataset, with both the train-
ing and test datasets having the same size. As with other
ensemble classifiers, RF employs DTs to make predictions.
When constructing decision trees, selecting the root node at
each stage can be a challenging task. RF can be defined as

p = mode{T1(y), T2(y), T3(y), . . . , Tm(y)} (3)

p = mode
∑m
m=1

Tm(y)

{ }
(4)

In RF, the prediction process involves multiple DTs denoted

Table 1. Continued.

Number Attribute name Type Range
Missing
values

28 Smokes (years) Int 0–37 13

29 Sexually transmitted disease (STD) Bool 0–1 105

30 STDs: syphilis Bool 0–1 105

31 Dx: human papillomavirus (HPV) Bool 0–1 0

32 STDs: vulva-perineal condylomatosis Bool 0–1 105

33 STDs: HPV Bool 0–1 105

34 Dx: cervical intraepithelial neoplasia (CIN) Bool 0–1 0

35 STDs: HIV Bool 0–1 105

36 Biopsy (target variable) Bool 0–1
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as T1(y), T2(y), T3(y), . . . , Tm(y), and the decision made by
the DTs is determined by the majority vote and denoted as
p. During training, RF utilizes a parameter called “random
state” to control the randomness of the sample.

Decision tree. DT is a well-known ML algorithm that has
broad applications in solving regression and classification
problems.38 At each level of the DT, selecting the root
node is a critical aspect of the process, which is commonly
referred to as “attribute selection.”

Logistic regression. LR is a commonly employed method for
addressing binary classification problems, owing in part to its
utilization of the logistic equation (also known as the sigmoid
function). This function transforms any given numerical value
into a number ranging between 0 and 1 via an S-shaped curve,
which is what makes LR so widely used.39,36

Support vector classifier. The SVC is a popular supervised
ML algorithm that is widely used for solving classification
problems.40 SVC identifies the optimal line in two dimen-
sions using the radial basis function kernel and can also
be used to identify the regression line.

Extreme gradient boosting. In this study, XGBoost is
employed as a high-speed supervised learning algorithm
for achieving accurate and precise classification of cervical
cancer.41 Its regularized learning features facilitate the
smoothing of final weights and prevent overfitting. The
XGBoost algorithm involves minimizing a loss function d
with a regularization term b.

Extra tree classifier. ETC is a popular ensemble learning
algorithm that combines multiple DTs to make accurate
predictions.42 Unlike RFt, ETC randomly selects a subset
of the best features to use for each split in the DT. This
process results in the creation of de-correlated trees,
where each tree is less sensitive to individual features and
more robust to noise. ETC uses the Gini index as a criterion
for selecting the best feature to split the data. It also ranks
the importance of features based on their Gini score.

Gaussian Naive Bayes. GNB is a Bayesian algorithm used
for classification. It assumes that the features are normally
distributed and independent of each other.43 The algorithm
calculates the likelihood of a feature value for each class
and then uses Bayes’ theorem to calculate the probability
of each class given the input values.

Stochastic gradient decent. SGD is an algorithm that com-
bines the working principles of LR and SVM. SGD uses
the convex loss function of LR and is a robust classifier.44

It is particularly useful for multiclass classification and com-
bines multiple classifiers using the OvA (one-versus-all)
approach.

Proposed approach for cervical cancer detection

The dataset utilized in this study was obtained from Kaggle,
a well-known source for publicly available datasets. In
order to address the issue of missing values and improve
the performance of the learning models, preprocessing
was carried out. To handle the missing values, the KNN
imputer was employed. The data was then split into a
70:30 ratio, with 70% designated for model training and
30% for testing. The proposed cervical cancer detection
system utilized the XGB+RF+ETC ensemble approach.
Ensemble models are a powerful technique that involves
combining the predictions of multiple models to improve
accuracy and robustness. Each of the models in an ensem-
ble has its own strengths and weaknesses, and by combin-
ing them, we can achieve a better overall performance.
For cervical cancer detection, this study proposes an ensem-
ble learning model that combines three popular algorithms
XGB, RF, and ETC. The workflow diagram of the proposed
approach is shown in Figure 1.

The ensemble model works by combining the predictions
of three different ML algorithms. The general approach for
building an ensemble model is to train multiple models on
the same dataset and then combine their predictions. The
XGB+RF+ETC ensemble model follows this approach by
training XGB, RF, and ETC models on the same dataset sep-
arately. Each of these models generates predicted probabil-
ities for each class of the target variable. These predicted
probabilities can then be combined to make a final prediction
for each observation in the dataset. One common way to
combine the predictions is to take a weighted average of
the predicted probabilities, where the weights are determined
by the performance of each model on a validation set.

The proposed ensemble model works by combining the
strengths of three different ML algorithms to produce more
accurate and robust predictions. By training multiple
models on the cervical cancer dataset and combining their
predictions, we can improve the generalization performance
of the model and reduce overfitting.

Statistical analysis

The statistical analysis involves comprehending the func-
tionality of the ensemble model’s operations. The ensemble
model’s ability to use the prediction strengths drawn from
three different ML models can be better understood by
looking further into its mathematical representation.
Algorithm 1 explains the working of the proposed ensemble
model, which can be expressed as

p̂ = argmax
∑n
i

XGBi,
∑n
i

RFi,
∑n
i

ETCi

{ }
(5)

where
∑n

i XGBi,
∑n

i RFi, and
∑n

i ETCi all provide pre-
diction probabilities against each test sample. Following
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that, the probabilities for each test case using XGB, RF,
and ETC pass via the soft voting criterion, as shown in
Figure 2.

The ensemble model chooses the final class based on
the maximum average probability of a class and combines
the projected probabilities of both classifiers. The final

Figure 2. Architecture of the proposed voting classifier.

Figure 1. Workflow diagram of the proposed methodology.
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prediction will be the one whose probability score is the
largest, as

VC(XGB+ RF + ETC) = argmax(g(x)) (6)

Evaluation metrics

For performance analysis, the evaluation phase is crucial
which involves assessing the performance of learning
models. Commonly used evaluation parameters such as
accuracy, precision, recall, and F1 score are employed to
assess the performance of breast cancer detection models.
These parameters are calculated based on the values in
the confusion matrix, which illustrates the classifier’s per-
formance on the test data. The values of TP (true positive),
TN (true negative), FP (false positive), and FN (false nega-
tive) are utilized to compute these evaluation parameters,
and their values range from 0 (minimum) to 1 (maximum).
Accuracy is a measure of the classifier’s ability to predict
both positive and negative classes correctly. Mathematically,

Accuracy = TP+ TN

TP+ TN + FP+ FN
(7)

Precision and recall are commonly used evaluation metrics
for assessing the performance of classifiers. Precision mea-
sures the proportion of TP out of all the predicted positives
(TP + FP), and it is defined as:

Precision = TP

TP+ FP
(8)

Recall or sensitivity, on the other hand, measures the proportion
of TP out of all the actual positives (TP + FN), and is defined
as:

Recall(Sensitivity) = TP

TP+ FN
(9)

F1 score is the harmonic mean of precision and recall, and its
values range from 0 to 1. The F1 score provides a balanced
measure between precision and recall. Mathematically, it can
be described as:

F1 score = 2 ×
Precision × Recall

Precision+ Recall
(10)

Experimental results
This section provides the outcomes of different classifiers
for detecting cervical cancer. The ML models were
created using Python 3.8 and a Jupyter Notebook, and the
tests were performed on a system equipped with a
7th-generation Core i7 CPU and the Windows 10 operating
system. The performance of the learning models was
assessed using accuracy, precision, recall, and F1 score.
The hardware and software specifications utilized in the
experiment are described in detail in Table 2.

Results of the ML models with deleted values

The first stage of the experiments involved removing
missing values from the dataset before implementing

Algorithm 1 Ensembling of XGB, RF, and ETC.

Input: input data (x, y)Ni=1

MXGB = Trained XGB

MRF = Trained RF

METC = Trained ETC

1: for i = 1toM do

2: if MXGB ≠ 0&MRF ≠ 0&METC ≠ 0&training set ≠ 0 then

3: ProbXGB − 1 = MXGB.probability(1− class)

4: ProbXGB − 2 = MXGB.probability(2− class)

5: ProbRF − 1 = MRF .probability(1− class)

6: ProbRF − 2 = MRF .probability(2− class)

7: ProbETC − 1 = METC .probability(1− class)

8: ProbETC − 2 = METC .probability(2− class)

9: Decision function = max( 1

Nclassifier

∑
classifier

(Avg(ProbXGB−1,ProbRF−1,ProbETC−1),

(Avg(ProbXGB−2,ProbRF−2,ProbETC−2)

10: end if

11: Return final label p̂

12: end for

Table 2. Experimental setup for the proposed system.

Element Details

Language Python 3.8

OS 64-bit window 10

RAM 8GB

GPU Nvidia, 1060, 8 GB

CPU Core i7, 7th Gen with 2.8 GHz processor

RAM: Random Access Memory; CPU: central processing unit; GPU: graphics
processing unit.

Chen et al. 9



machine learning models on the modified data. The per-
formance of the models is summarized in Table 3.

The results indicate that the RF, ETC, and XGBoost clas-
sifiers achieved the highest accuracy of 71.55%, 72.98%, and
73.41%, respectively. RF also demonstrated a precision value
of 79.25%, a recall value of 80.65%, and an F1 score of
80.11%, while ETC exhibited a precision value of 80.25%,
a recall value of 80.25%, and an F1 score of 80.25%.
Similarly, XGBoost attained a precision value of 79.85%, a
recall value of 79.99%, and an F1 score of 79.91%.
Conversely, LR had the weakest performance, with an accur-
acy of 63.47%, a precision value of 76.44%, a recall value of
78.54%, and an F1 score of 77.41%. The proposed VC(XGB
+RF+ETC) ensemble model outperformed all other learning
models, with an accuracy of 79.93%, a precision value of
83.36%, a recall value of 85.21%, and an F1 score of
84.67%. Overall, the performance of individual ML models
using the deleted missing value data was unsatisfactory.
Figure 3 illustrates a graphical representation of the ML
model results with deleted missing value data, showing that
LR has shown the lowest accuracy scores. Non-constant vari-
ance in data affects the performance of the model. Results also
reveal that, apart from RF, ETC, XGBoost, and VC (XGB
+RF+ETC), the performance of other models is average.

Figure 3. Results of the machine learning models obtained by deleting missing values from the dataset.

Table 3. Results of the machine learning models obtained by
deleting missing values from the dataset.

Model Accuracy Precision Sensitivity F1 score

LR 63.47 76.44 78.54 77.41

DT 67.14 77.41 79.35 78.67

RF 71.55 79.25 80.65 80.11

SGD 68.49 76.27 78.78 77.56

ETC 72.98 80.25 80.25 80.25

XGB 73.41 79.85 79.99 79.91

SVC 69.25 76.24 81.34 78.52

GNB 65.28 74.34 75.02 74.89

Proposed
approach

79.93 83.36 85.21 84.67

LR: logistic regression; DT: decision tree; RF: random forest; SGD: stochastic
gradient decent; ETC: extra tree classifier; XGB: extreme gradient boosting;
SVC: support vector classifier; GNB: Gaussian Naive Bayes.
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Results of ML models using KNN imputer

For the second set of experiments, the KNN imputer was
employed to address missing values in the dataset. Upon
preprocessing the data, it was observed that certain values
were absent, prompting the use of the KNN imputer to fill
in these gaps. The imputation was conducted using the

mean of the given values and the Euclidean distance
metric. The resulting dataset was subsequently utilized to
train and test several ML models. Table 4 illustrates the per-
formance of various models with the dataset complimented
by the KNN imputer. It shows that LR and DT have shown
the lowest results with 73.57% and 77.24% accuracy,
respectively.

The results reveal that RF, ETC, and XGBoost attained
an accuracy of 81.65%, 83.10%, and 83.52%, respectively.
Results support the hypothesis that the use of the KNN
imputer to fill the missing values would improve the
results as the performance of ML models is elevated com-
pared to their performance with the missing values
dataset. The proposed VC (XGB+RF+ETC) ensemble
model achieved an accuracy rate of 99.41%, which is the
highest among all models. Moreover, the proposed ensem-
ble model demonstrated a precision value of 97.63%, a
recall value of 95.96%, and an F1 score of 96.76%. In con-
trast, the linear model LR had the lowest accuracy value of
73.57%. Figure 4 presents a graphical representation of the
ML models’ outcomes using the KNN imputer, highlight-
ing that utilizing the KNN imputer improves the ML
models’ performance.

Comparison of ML models with
and without KNN imputer

We assessed the effectiveness of the KNN imputer by com-
paring the performance of ML models with and without it.
The results showed that when the KNN imputer was used in
the second experiment, there was a significant improvement

Table 4. Results of the learning models using KNN imputer.

Model Accuracy Precision Sensitivity F1

LR 73.57 86.54 88.64 87.51

DT 77.24 87.51 89.45 88.77

RF 81.65 89.35 90.88 90.31

SGD 78.69 86.41 88.83 87.86

ETC 83.10 90.33 90.33 90.33

XGB 83.52 89.74 90.25 90.01

SVC 80.54 88.42 89.43 89.25

GNB 79.82 86.43 86.20 86.98

Proposed approach 99.41 97.63 95.96 96.76

LR: logistic regression; DT: decision tree; RF: random forest; SGD: stochastic
gradient decent; ETC: extra tree classifier; XGB: extreme gradient boosting;
SVC: support vector classifier; GNB: Gaussian Naive Bayes; KNN: K nearest
neighbor.

Figure 4. Results of the learning models using K nearest neighbor (KNN) imputer.
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in the performance of the ML models, compared to using
data with deleted missing values. Table 5 displays the out-
comes of the ML models for both scenarios, making it
easier to analyze their performance.

Figure 5 presents a comparison of the ML models’ per-
formance using the deleted missing values and the KNN

imputed dataset. The graph illustrates that employing the
KNN imputer enhances the individual models’ perform-
ance, resulting in a better overall performance from all the
ML models.

Limitations of the current work

This research work has some limitations in terms of the
dataset. The current dataset we have used in this research
work contains only 858 instances only with 36 attributes.
A lot of attributes and less number of instances with
missing values in that are the limitations of this work.
Well for dealing with this problem, this research work
implies KNN imputer. The KNN imputer performs quite
well in this case but still, it has some limitations when
applies to other types of datasets. The limitations are:

• KNN imputer considers all available features to find
nearest neighbors. However, if some features are irrele-
vant or noisy, they may introduce bias into the imputa-
tions. Careful feature selection or preprocessing may
be necessary to mitigate this issue.

• KNN imputer is primarily designed for continuous or
numeric variables. It may not perform well when
dealing with categorical variables or mixed-type data.
Additional preprocessing steps, such as converting cat-
egorical variables to numerical representations, may be
required.

• KNN imputer can be computationally expensive, espe-
cially when dealing with large datasets or high-

Table 5. Accuracy comparison of the machine learning models.

Model With KNN Without KNN

LR 73.57 63.47

DT 77.24 67.14

RF 81.65 71.55

SGD 78.69 68.49

ETC 83.10 72.98

XGB 83.52 73.41

SVC 80.54 69.25

GNB 79.82 65.28

Proposed approach 99.41 79.93

LR: logistic regression; DT: decision tree; RF: random forest; SGD: stochastic
gradient decent; ETC: extra tree classifier; XGB: extreme gradient boosting; SVC:
support vector classifier; GNB: Gaussian Naive Bayes; KNN: K nearest neighbor.

Figure 5. Performance comparison of the machine learning models regarding the use of K nearest neighbor (KNN) imputer.
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dimensional data. As the number of samples and fea-
tures increases, the time required to find the nearest
neighbors and compute imputations can become
significant.

• KNN imputation assumes local similarity based on the
nearest neighbors. It may not capture more complex pat-
terns or relationships that exist in the data, such as non-
linear dependencies or global trends.

Results of the K-fold cross-validation

To ensure the reliability of the models, K-fold cross-
validation was employed. Table 6 presents the results of
five-fold cross-validation, which demonstrates that the pro-
posed approach outperforms other models in terms of
accuracy, precision, recall, and F1 score, with a small stand-
ard deviation.

Discussion

Voting classifiers of tree-based ensembles perform well on
a wide range of datasets, particularly when the dataset exhi-
bits certain characteristics48:

• High-dimensional data: Tree-based ensemble methods,
such as RF and gradient boosting, can handle high-
dimensional datasets effectively. They can capture
complex interactions and patterns between features,
making them suitable for datasets with a large number
of features.

• Non-linear relationships: Tree-based ensembles are
capable of capturing non-linear relationships between
features and the target variable. If the dataset contains
non-linear relationships or interactions between vari-
ables, tree-based ensembles can often model them
more accurately than linear models.

Table 6. Five-fold-cross-validation results for the proposed
approach.

Model Accuracy Precision Sensitivity F1 score

First fold 98.52 95.13 94.61 95.12

Second fold 98.25 96.34 97.74 97.23

Third fold 99.64 95.67 95.98 95.81

Fourth fold 99.08 94.78 94.99 94.85

Fifth fold 99.98 97.15 95.86 96.33

Average 99.09 95.82 95.84 95.90

Std. Deviation ± 0.70 ± 0.85 ± 1.08 ± 0.85

Table 7. Performance comparison with state-of-the-art studies.

Reference Technique Features Accuracy

Abdoh et al.45 SMOTE with RF 30 96.06%

Abdoh et al.45 SMOTE with RF and RFE 18 95.87%

Abdoh et al.45 SMOTE with RF and PCA 11 95.74%

Ijaz et al.46 DBSCAN with SMOTE-Tomek and RF 10 97.72%

Ijaz et al.46 DBSCAN with SMOTE-Tomek and RF 10 97.22%

Ijaz et al.46 iForest with SMOTE-Tomek and RF 10 97.50%

Ijaz et al.46 iForest with SMOTE and RF 10 97.58%

Tanimu et al.47 RFE with DT 20 97.65%

Tanimu et al.47 Lasso with DT 10 96.47%

Tanimu et al.47 RFE with SMOTE-Tomek and DT 20 98.82%

Tanimu et al.47 Lasso with SMOTE-Tomek and DT 10 92.92%

Proposed approach Stacked ensemble VC (XGB+RF+ETC) with KNN imputer 30 99.41%

SMOTE: synthetic minority oversampling technique; DT: decision tree; RF: random forest; RFE: recursive feature elimination; ETC: extra tree classifier; XGB:
extreme gradient boosting; PCA: principal component analysis; XGB: extreme gradient boosting; KNN: K nearest neighbor.
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• Categorical or mixed-type data: Tree-based ensembles
especially extra tree classifiers can handle categorical
variables directly without requiring explicit encoding
or transformation. They can also handle a mixture of cat-
egorical and numerical variables, making them suitable
for datasets with diverse data types.

• Robustness to noise or outliers: Tree-based ensembles
are relatively robust to noisy or outlier data points. The
ensemble’s aggregation of multiple trees can reduce
the impact of individual noisy observations, leading to
more robust predictions.

• Imbalanced datasets: Tree-based ensembles can handle
class imbalance reasonably well like in this scenario.
By adjusting class weights or using specific techniques
like balanced subsampling or boosting, tree-based
ensembles can mitigate the impact of class imbalance
and produce more balanced predictions.

• Non-parametric nature: Tree-based ensembles do not
assume any specific distribution or functional form in
the data, making them flexible for a wide range of data-
sets and data distributions. They can capture complex
and non-linear relationships without imposing strong
assumptions on the underlying data.

It’s important to note that the performance of the voting
classifier of tree-based ensembles can still depend on the
specific dataset, the quality of the data, and the appropriate
tuning of hyperparameters.

Performance comparison with existing studies

In order to show the performance of the proposed model
over previous state-of-the-art models, results are compared
with existing models. For this purpose, this research work
selects the three most related research works having
state-of-the-art models designed for improving accuracy.
For instance, Abdoh et al.45 used the SMOTE features
with the ML model RF for cervical cancer detection and
achieved an accuracy score of 96.06%. The study by Ijaz
et al.46 used the DBSCAN with SMOTE-Tomek and RF
as a ML model to achieve the highest accuracy score of
97.72%. Similarly, RFE (recursive feature elimination) is
used with SMOTE-Tomek by Tanimu et al.47 thereby
reporting an accuracy score of 98.81%. Table 7 shows the
performance comparison between the proposed and exist-
ing studies. Results exhibit a better performance of the pro-
posed model.

Conclusions
In recent years, cervical cancer is considered the leading
cause of premature mortality among women. The develop-
ing countries cover the major portion (almost 85%) of this
deadliest disease according to WHO report. An early diag-
nosis and timely treatment could greatly help to reduce the

fatality rate of cervical cancer. In this regard, the use of ML
approaches is found to provide higher detection accuracy.
This research work proposed a framework that consists of
two portions for accurately diagnosing cervical cancer in
patients. The first step is to normalize the dataset by using
the KNN imputer technique and the second part consists
of the usage of the stacked ensemble voting classifier
(XGB+RF+ETC) model. The results with high accuracy
of 99.41% reveal that the use of ensemble models can
provide a reliable solution for the early detection of cervical
cancer. The comparison with other state-of-the-art models
also shows the superiority of the proposed model. The
future work of this research work is to make a stacked
ensembling of ML and DL models to further enhance the
performance of the model on higher dimension datasets
and provide generalized and robust results.
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