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Abstract

The advent of the internet and social networks has revolutionised the information space and changed
the way in which we communicate and get informed. On the internet, a huge amount of information
competes for our (limited) attention. Moreover, despite the increasing quantity of contents, quality may
be poor, making the environment particularly florid for misinformation spreading. In such a context,
our cognitive biases emerge, first and foremost, confirmation bias, i.e. the human tendency to look for
information that is already in agreement with one's system of beliefs. To shade light on the
phenomenon, we present a collection of works investigating how information gets consumed and
shapes communities on Facebook. We find that confirmation bias plays a crucial role in content
selection and diffusion, and we provide empirical evidence of the existence of echo chambers, i.e. well
separated and polarised groups of like-minded users sharing a same narrative. Immersed in these
bubbles, users keep framing and reinforcing their world view, ignoring information dissenting from
their preferred narrative. In this scenario, corrections in the form of fact-checking or debunking
attempts seem to fail and have instead a backfire effect. To contrast misinformation, smoothing
polarisation is so essential, and may require the design of tailored counter-narratives and appropriate
communication strategies, particularly for sensitive topics.
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1. Introduction

In her speech at 2016 Yale College Class Day, the US Ambassador Samantha Power encouraged the
audience to break out of their own echo chambers and strive to engage with people they disagreed
with, this being the only way to not only challenge their view, but also to acknowledge that they might
be right.! The echo chambers thesis is nothing new: there is plenty of evidence of their presence on
the internet (O'Hara and Stevens, 2015), and their effect on opinion formation (Sunstein, 2012).

Over the years, the internet has been celebrated for sharing information, disseminating knowledge,
promoting freedom, debate and - not least — the emergence of the so-called collective intelligence
(Lévy and Bononno, 1997). Indeed, the advent of the internet — and social networks — has
revolutionised the information space by allowing anyone to post opinions and produce online content.
Traditional media such as print, radio and television have been coupled with a heterogenous mass of
alternative news sources, in which information is no longer mediated as it used to be.
Disintermediation is not the only change, it comes with a hyperconnected world where communicating
with other people is extremely easy and rapid, without any temporal or spatial barrier. The small-world
theory tested by Milgram in the 1960s (Travers and Milgram, 1977) resulted in the so-called idea of six
degrees of separation, being six the number of intermediaries necessary to connect two individuals. In
2016, researchers at Facebook found out the same number to be 3.57, meaning that today each
person is connected to every other person by an average of three and a half other people (Bhagat
et al., 2016).

That is a simple example of how the advent of the new technologies changed the way in which we
communicate and get informed. We are increasingly relying on the internet — and social media - in
both our civic and daily life. As of the fourth quarter of 2018, Facebook had 2.32 billion monthly active
users,? while WhatsApp use for news has almost tripled since 2014 (Nic et al., 2018). Indeed, the
majority of these users prefers to access news through social media, search engines or news
aggregators, rather than going directly to a news website. At the same time, smartphone reach for
news is significant, and might affect the way we consume information (and the time that we devote to
processing it). On the internet, a huge amount of information competes for our attention, which is
limited. Moreover, despite the increasing quantity of contents, quality may be poor, due to issues of
content monetisation and the persisting reduction of investments in the news production and
distribution (AGCOM, 2018).

In such a context, it is difficult to implement our abilities to analyse, reflect and draw conclusions.
Instead, our cognitive biases emerge. As human beings, we need such biases to interpret the reality.
They are shortcuts, heuristics that we use to simplify the reality and (re)act rapidly. Unfortunately,
such a simplification may come with undesired effects. While these cognitive mechanisms are often
fundamental to our survival, they might also act as mental traps and mislead us. Among these,
confirmation bias is the human tendency to look for information that is already in agreement with
one’s system of beliefs. We will see later that, despite the availability of a huge (if not infinite) variety
of information, online users tend to fragment into bubbles, each one with its own narrative and world
view, the previously mentioned echo chambers (Zollo and Quattrociocchi, 2018a,b). The combination
of confirmation bias with the hyperconnected information space makes the environment florid for
misinformation. Since 2013, the World Economic Forum (WEF) has been placing the global risk of
massive digital misinformation at the core of technological and geopolitical risks such as rising religious
fanaticism, cyber-attacks and terrorism (Howell, 2013). Misinformation, disinformation and fake news
are dangerous because they might influence public opinion and have an impact on the real world.
Examples in this regard are numerous, from the death of two men over excessive salt consumption to
prevent the Ebola virus according to a viral message online, to Texas Governor Abbott’s decision to
alert the State Guard to monitor the Jade Helm 15 operation, to the increasing spread of HIV/AIDS
due to denialism beliefs.

To shade light on the phenomenon, in the following sections we will discuss the role of confirmation
bias in (mis)information consumption in the digital era. To this aim, we will adopt a cross-
methodological approach to formulate data-driven models and quantitatively analyse social dynamics.
In this direction, we can benefit from the large availability of data from online social networks and
provide empirical evidence of the existence of echo chambers that has been so far dependent on
surveys (and so self-reporting) or based on small/inadequate samples (O’'Hara and Stevens, 2015).

! Source: https://news.yale.edu/2016/05/22/ambassador-samantha-powers-2016-class-day-address
2 Source: Statista 2019.
3 Source: https://www.vanguardngr.com/2014/08/ebola-two-die-drinking-salt-water-jos/
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The manuscript is structured as follows: in Section 2, data and methodologies are introduced; in
Section 3, results are presented and discussed.

2. Data and methodologies

As anticipated, our approach takes advantage of both the question-framing capabilities of social
sciences and the experimental and quantitative tools of hard sciences. In this section, we present a
collection of data sets (Bessi et al., 2015, 2016; Zollo et al., 2015, 2017; Del Vicario et al., 2016, 2017;
Schmidt et al., 2017, 2018) that lay the groundwork for our analysis.

2.1. Ethics statement

The entire data collection process was performed exclusively by means of the Facebook Graph
API* which is publicly available and can be used through one’s personal Facebook user account. We
used only publicly available data (users with privacy restrictions are not included in our data set). Data
were downloaded from Facebook pages that are public entities. Users’ content contributing to such
entities is also public unless users’ privacy settings specify otherwise and, in that case, it is not
available to us. When allowed by users’ privacy specifications, we accessed public personal
information. However, in our study we used fully anonymised and aggregated data. We abided by the
terms, conditions and privacy policies of Facebook.

2.2. Misinformation

We define two distinct and opposite narratives, i.e. (a) ‘conspiracy’; and (b) ‘scientific’ information
sources (Bessi et al., 2016; Del Vicario et al., 2016). Notice that we did not focus on the quality or
veracity of their contents, but rather on their verifiability. Indeed, while producers of scientific
information as well as data, methods and outcomes are readily identifiable and available, the origins of
conspiracy and pseudoscientific theories are often unknown and their content is strongly disengaged
from mainstream society, sharply diverging from recommended practices. In that spirit, we identified
two main categories of Facebook pages: the first category (Conspiracy) includes all pages diffusing
conspiracy information, i.e. pages that disseminate controversial information, most often lacking
supporting evidence and sometimes contradictory of the official news. The second category is that of
scientific dissemination and includes institutions, organisations, scientific press, having the main
mission to diffuse scientific knowledge. Finally, we identified an additional category of pages, that of
‘debunking’, i.e. information aiming at correcting false conspiracy theories and untruthful rumours
circulating online (Zollo et al., 2017).

To produce our data sets, we categorised conspiracy and scientific news sources available on
Facebook with the help of several experts active in debunking fake news and conspiracy theories.” To
validate the list, all pages were then manually checked by looking at their self-description and the type
of promoted content. The exact breakdowns of the Italian and US Facebook data sets are reported in
Tables 1 and 2, respectively.

2.3. Narratives and news consumption

2.3.1. Brexit

Following the Europe Media Monitor (EMM) list (Steinberger et al., 2013), we selected all news
outlets (and their related Facebook page) whose legal head office (at least one of them) was located
in the United Kingdom (Del Vicario et al., 2017). For each page, we downloaded all the posts from 1
January to 15 July 2016, as well as all the related likes and comments. All UK-based pages were then
filtered to include only those pages (38) engaged in the debate around Brexit, i.e. that posted at least
one news story about the Brexit. The exact breakdown of data is provided in Table 3.

2.3.2. Vaccines

The data set was generated through requests to Facebook for pages containing the keywords
‘vaccine’, ‘vaccines’ or ‘vaccination’ in their name or description (Schmidt et al., 2018). We then filtered

4 Please see: https://developers.facebook.com/docs/graph-api/
5 We are grateful to Skepti Forum, Skeptical spectacles, Butac, and Protesi di Complotto.
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the raw Facebook data to include only the ones relevant for the study. Inclusion criteria were language
(English), a minimum level of activity (at least 10 posts), date of the posts (between 1 January 2010
to 31 May 2017) and relationship of the page to vaccination. This last step was essential, as having
one of the keywords in the description does not necessarily mean the page’s topic is about vaccines.
Some examples of those false-positive search results are the pages The Vaccines (an UK music band),
and Arthur D'Vaccine (a comedian). From the resulting set of Facebook pages, we downloaded all
posts as well as all the likes and comments made on those posts. Considering the content of the posts
made on the pages, all the Facebook pages were also manually classified by two raters into two
groups: ‘pro-vaccines’ and ‘anti-vaccines’. The exact breakdown of data is provided in Table 3.

2.3.3. Anglophone news on a global scale

Starting from the list provided by EMM (Steinberger et al., 2013), we selected all the Anglophone
news sources and their related page on Facebook (Schmidt et al., 2017). The downloaded data from
each page included all the posts made from 1 January 2010 to 31 December 2015, as well as all the
likes and comments on such posts. The EMM list also includes the country and the region of each
news source. For an accurate mapping on the globe, we also collected the geographical location
(latitude and longitude) of each page. A breakdown of data is reported in Table 3.

Table 1: Breakdown of the Italian Facebook data set

Facebook IT Science Conspiracy
Pages 34 39
Posts 62,705 208,591
Likes 2,505,399 6,659,382
Comments 180,918 836,591
Likers 332,357 864,047
Commenters 53,438 226,534

Table 2: Breakdown of the US Facebook data set

Facebook US Science Conspiracy Debunking
Pages 83 330 66
Posts 262,815 369,420 47,780
Likes 453,966,494 145,388,117 3,986,922
Comments 22,093,692 8,304,644 429,204
Likers 39,854,663 19,386,131 702,122
Commenters 7,223,473 3,166,726 118,996

Table 3: Data sets breakdown

Vaccines (English)

Facebook Brexit (UK) . Anglophone news
Anti- Pro-

Pages 38 98 145 920

Posts 5,039 189,759 108,259 12,825,291

Likes 2,504,956 12,696,440 11,459,295 3,621,383,495

Comments 469,397 1,351,839 749,209 366,406,014

Users - 1,277,170 1,388,677 376,320,713

Likers 1,365,821 1,145,650 1,325,511 360,303,021

Commenters 259,078 271,598 146,196 60,115,975

3. Results and discussion

Our aim was to analyse social dynamics in a quantitative way using digital traces left by users on
online social media. In particular, to study the role of confirmation bias in information spreading, in the
following sections we will show the existence of echo chambers on Facebook and (i) analyse users’
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behaviour on different and contrasting narratives; (ii) address users’ emotional dynamics within and
between the communities; and (iii) investigating the response to dissenting information. Furthermore,
we will extend our analysis to the cases of Brexit and vaccines, and investigate users’ news
consumption habits on a global scale.

3.1. Echo chambers

We start our analysis by focusing on how information gets consumed by users on Facebook,
considering both the Italian (Bessi et al., 2016; Del Vicario et al., 2016) and the US (Zollo et al., 2017)
data sets. At the time of downloading, Facebook’s paradigm allowed users to interact with contents by
means of likes, comments and shares (reactions were not implemented yet). Each action has a
particular meaning (Ellison et al., 2007): While a ‘like’ represents a positive feedback to the post, a
‘share’ expresses the desire to increase the visibility of a given information; finally, a ‘comment’ is the
way in which the debate takes form around the topic of the post.

We now want to understand if users’ engagement with a specific kind of content can become a
good proxy to detect groups of like-minded users, i.e. echo chambers. Assume that a user u has
performed n and m likes on scientific and conspiracy posts, respectively, and let p(u) = (m — n)/
(m + n). So, we say a user u to be polarised towards Science if (p(u) > 0.95), i.e. she left more than
95% of her likes on scientific posts; vice versa, we say a user u to be polarised towards Conspiracy if
(p(u) < —0.95), i.e. she left more than 95% of her likes on Conspiracy posts. Figure 1 shows the
probability density functions (PDFs) of users’ polarisation on both the Italian (left) and US (right)
Facebook. For both data sets, we may observe a sharply bimodal distribution showing two main peaks
by values —1 and 1. Indeed, the majority of users is polarised either towards Science (~ 1) or
Conspiracy (~ —1), eliciting the formation of two well segregated groups of users.

So, our results confirmed the existence of echo chambers. Indeed, distinct narratives aggregate
users into separate, polarised communities where they frame and reinforce their world view by
acquiring information that confirms their preferred narrative and interact with like-minded people who
share the same system of beliefs.

Facebook (IT) Facebook (US)
10 9
[T L
6_
g &
5 L
\ | L 1
0 | 1 L .—r—.‘.‘_l_ | L 0“
90 45 8 05 10 40 05 00 05 10
p(u) p(u)

Sources: Bessi et al. (2016); Zollo et al. (2017).

Figure 1: Users’ polarisation on Facebook

3.2. The pseudoscientific narrative

Taking a look into the pseudoscientific echo chamber, we may observe that contents mainly refer to
four categories: environment, diet, health and geopolitics. Through a semi-automatic topic extraction
strategy (Bessi et al., 2015), we were able to identify terms related to the conspiracy storytelling and
to derive a co-occurrence network of conspiracy terms, i.e. a graph in which nodes are conspiracy
terms, edges bond two nodes if the corresponding terms are found in the same Facebook post, and
weights associated to edges indicate the number of times the two terms appear together in the
corpus, as shown in Figure 2.

By analysing users’ interactions on such posts, we also found that the more a user was active, the
more they were likely to span all categories. Within the echo chamber, users jumped from one
semantic category to another, and such a probability increased with the user engagement (i.e. number
of likes on a single specific category). Each new like on the same category increases, of the 12%, the
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probability to pass to a new one. In other words, once involved in a pseudoscientific category, users
tend to embrace the overall narrative.
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Different colours denote nodes belonging to different semantic categories. In particular, purple nodes belong to
geopolitics, red nodes to the environment, blue nodes to health and green nodes to diet. Source: Bessi et al. (2015).

Figure 2: Backbone (Serrano et al., 2009) of conspiracy terms co-occurrence network

3.3. Emotional dynamics between tribes

We now wanted to investigate the emotional dynamics within and across the two echo chambers. In
particular, we applied sentiment analysis techniques to the comments of the Italian data set and analysed
users’ behaviour with respect to scientific and pseudoscientific information (Zollo et al., 2015). The
sentiment analysis was based on a supervised machine learning approach in which we first annotated a
substantial sample of comments, and then built a classification model, which was applied to associate
each comment with one sentiment value: negative (—1), neutral (0), or positive (+1). The sentiment is
intended to express the emotional attitude of the user when posting the comment on Facebook.

Looking at how users’ sentiment changes with respect to their engagement within the echo
chamber, we found that the sentiment of polarised users tend to be more negative than general ones,
noticing that the percentage of users whose emotional attitude on Facebook was negative, differed by
11% for Conspiracy, and 8% for Science. We now wondered what happens when such polarised,
negative-minded users meet their opponents. To this aim, we selected all the posts commented on at
least once by both a user polarised towards Science and a user polarised towards Conspiracy. Slightly
more than 25% of the total number of posts met this criterion, so reinforcing the idea that the two
communities are strictly separated and do not often interact with one another. Moreover, by analysing
how the sentiment changed when the number of comments of the post increased, i.e. when the
discussion became longer, we found that the sentiment was increasingly negative, as shown in
Figure 3. In other words, the length of the discussion seemed to affect the negativity of the sentiment
of the users involved in the debate. In this regard, we may mention that online discussions are often
associated with flaming, a hostile and offensive interaction between (or among) users that usually
transcends the original topic of discussion (Coe et al., 2014; Zollo and Quattrociocchi, 2018b).

www.efsa.europa.eu/efsajournal 8 EFSA Journal 2019;17(S1):e170720
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Zollo et al. (2015).

Figure 3: Aggregated sentiment of posts as a function of their number of comments

3.4. Response to dissenting information

Debunkers strive to contrast misinformation spreading by providing fact-checked information to
specific topics. As confirmation bias plays a pivotal role in selection criteria, we may assume that
debunking activity is likely to sound to Conspiracy users as information dissenting from their preferred
narrative. In this section, we investigated the users’ response to debunking attempts on US Facebook
(Zollo et al., 2017).

Our first question is: Who are the users interacting with debunking content? Looking at their
polarisation values, we may notice that the majority of both likes (66.95%) and comments (52.12%) is
left by users polarised towards Science, while only a small minority is made by users polarised towards
Conspiracy (respectively, 6.54% and 3.88%). This result was interesting, although not surprising: the
biggest consumer of debunking information was the scientific echo chamber. Out of 9,790,906
polarised Conspiracy users, 117,736 interacted with debunking posts — i.e. commented a debunking
post at least once — just 1.2%. It therefore seems that debunking posts remained confined within the
scientific echo chamber, and only a few users usually exposed to unsubstantiated content actively
interacted with the correction.

Nevertheless, few users polarised towards Conspiracy did interact with debunking information. We
therefore wondered about the impact of such an interaction. Therefore, we compared Conspiracy users’
behaviour before and after their first comment to a debunking post. Specifically, Figure 4 shows the liking
and commenting rate — i.e. the average number of likes (or comments) to Conspiracy posts per day —
before and after the first interaction with debunking. Should the debunking be effective, we would expect
that Conspiracy would reduce their engagement with the Conspiracy echo chamber after correction.
Instead, what we observed was that their liking and commenting rates on Conspiracy content increased
after commenting. This is what is known as a ‘backfire effect’ (Nyhan and Reifler, 2010), i.e. such users’
activity in the Conspiracy echo chamber was reinforced after the interaction, rather than reduced.
Paradoxically, conspiracy users not exposed to debunking are 1.76 times more likely to stop interacting
with conspiracy contents than those exposed to corrections (Zollo et al., 2017).

www.efsa.europa.eu/efsajournal 9 EFSA Journal 2019;17(S1):e170720
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Figure 4: Rate, i.e. average number, over time, of likes (left) and comments (right) made to
conspiracy posts by users exposed to debunking posts before (solid green line) and after
(dashed blue line) the interaction

3.5. Narratives

To better frame the main determinants behind content consumption and the emergence of
collective narratives on online social media, in this section we will focus on the discussion around two
of the most recent and debated topics: Brexit (Del Vicario et al., 2017) and vaccines (Schmidt et al.,
2018).

3.5.1. Brexit

To characterise users’ behaviour on Facebook pages engaged in the debate around Brexit, we first
analysed their interaction patterns with the pages (Del Vicario et al., 2017). To this aim, we built the
page-users graph (Figure 5), in which nodes along the ring are pages, and two pages are connected
by an edge if at least one user liked a post from each of them. The weight of an edge was given by
the number of users that the two pages had in common. Then, we applied a community detection
algorithm® to identify groups of nodes in the network. We were therefore able to detect two main
communities, C1 and C2 (respectively, blue and red), observing the spontaneous emergence of two
separate communities active around Brexit content, in which connections among pages are a simple
result of users’ interaction on them. Such a separation is evident in Figure 6, where we report the PDF
of users’ polarisation taking into account their likes. Indeed, the distribution is sharply bimodal,
denoting that the majority of users may be divided into two main groups, i.e. the two communities
shown in Figure 5.

& Communities were detected using the Fast Greedy (FG) algorithm. For more details please refer to (Del Vicario et al., 2017).
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Figure 5: Community structure around Brexit content
Therefore, the debate around Brexit shows features very similar to those already observed for

other political debates (Adamic and Glance, 2005) or misinformation (as shown above). In this specific
case, users’ polarisation takes on a particular relevance, because the emergence of the two echo

chambers was completely spontaneous and no a priori categorisation had been performed.
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Figure 6: Brexit. Probability density function (PDF) of users’ polarisation p(u) considering likes

3.5.2. Vaccines

The internet is pervaded with unsubstantiated claims doubting vaccines safety and efficacy, despite
scientific evidence that would prove otherwise. In this section, we describe the evolution of the debate
around vaccines on Facebook, taking into account two communities with opposing views, anti-vaccine
and pro-vaccine, for a total of 2.6 million users (Schmidt et al., 2018). Even in this case, our findings
confirmed the existence of two polarised communities, as shown in Figure 7. Additionally, we found
that the two communities displayed different rates of engagement, with the users of the anti-vaccine
community being generally more active than those belonging to the pro-vaccine community.

It therefore seems that Facebook allows echo chambers to emerge. In this respect, pro-vaccination
campaigns might remain confined to pro-vaccination users, so limiting their efficacy.
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p(u) = 1 (resp. p(u) = —1) indicates that users u is polarised towards C2 (resp., C1), where C2 denotes the anti-
vaccine community, and C1 the pro-vaccine community. Source: Schmidt et al. (2018).

Figure 7: Vaccines. Probability density function (PDF) of users’ polarisation p(u) considering likes

3.6. News consumption and selective exposure

So far, we have measured the echo chambers effect by analysing information with respect to
specific narratives, such as science versus pseudoscience, Brexit or vaccines. What we have observed
so far is that users tend to look for information that already fulfils their system of beliefs and form
polarised groups around a shared world view. In this section, we generalise our previous results by
focusing on how users interact with information produced by official news providers on Facebook, by
analysing the news consumption patterns of 376 million users over a time span of 6 years (Schmidt
et al., 2017).

On the basis of previous results, it should be clear that it is the very nature of the users — possibly
fostered by Facebook News Feed algorithm — to promote the emergence of echo chambers. Indeed,
here again, we observed the exact same dynamics, finding that users are strongly polarised, and that
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their attention was confined within specific clusters (communities) of pages. To quantify the turnover of
news sources, we measured the heterogeneity of users’ activity, i.e. the total number of pages with
which a user interacts. Figure 8 shows the number of news sources that a user interacts with during her
lifetime — i.e. the temporal distance between the first and last interactions with a post — and for
increasing levels of engagement (total number of likes). For a comparative analysis, both lifetime and
engagement were standardised between 0 and 1. Results are shown for the yearly time window (first
column), for the weekly (second column), and the monthly (third column). We may notice that a user
usually interacts with a small number of news outlets and that higher levels of activity and longer lifetime
corresponded to a smaller number of sources. Indeed, while users with very low lifetime and activity
levels interacted with about 100 pages in a year, 30 in a month and 10 in a week, the same values are far
lower for more active and long-lived users, who interacted with about 10 pages in a year, and less than
four monthly and weekly. Users naturally tended to confine their activity to a limited set of pages, so
proving that news consumption on Facebook is dominated by selective exposure.
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Conclusions: Highest lifetime and activity are denoted by value 1, lowest by 0. Source: Schmidt et al. (2017).

Figure 8: Maximum number of unique news sources with which users with increasing levels of
lifetime (top) and activity (bottom) interacted (yearly, weekly and monthly, respectively)

In this manuscript, we present a collection of works investigating how information is consumed and
shapes communities on Facebook. We found that confirmation bias plays a crucial role in content
selection and diffusion, showing that users are highly focused on their specific narrative. Moreover, we
provide empirical evidence of the existence of echo chambers, i.e. well separated and polarised groups
of like-minded users sharing the same narrative. Immersed in these bubbles, users keep framing and
reinforcing their world view, and may end up in a more extreme position (Sunstein, 2002). In this
scenario, corrections in the form of fact-checking or debunking attempts seem to fail and have instead
a backfire effect, reinforcing users’ pre-existing beliefs.

Empirical evidence suggests that misinformation spreading on social media is directly related to the
increasing segregation of users in echo chambers. To contrast misinformation, smoothing polarisation
is therefore essential. To this end, users’ behaviour may be used as a proxy to determine in advance
the targets for hoaxes and fake news (Del Vicario et al., 2019). A timely identification of potential
misinformation targets may allow the design of tailored counter-narratives and appropriate
communication strategies. In this direction, we are now working to analyse, design, test and evaluate
different strategies to improve science communication on social media, with special attention to
delicate7and polarising topics that need to be addressed with care, such as vaccines or climate
change.

To conclude, it is also worth noting that the same social networks — grounded on the paradigm of
like — might feed and foster echo chambers, and therefore users’ polarisation. For the first time in
history, the stock market is dominated by five technology companies, i.e. Apple, Alphabet, Microsoft,

7 Ongoing H2020 QUEST project: https://cordis.europa.eu/project/rcn/219700/factsheet/en
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Amazon and Facebook (Barwise and Watkins, 2018). As of December 2018, Facebook has 2.32 billion
monthly active users,® and is now planning to integrate WhatsApp, Instagram and Facebook
Messenger, bringing together more than 2.6 billion users.’ Important questions arise about platforms’
regulation, as well as concerns about data privacy and security, control and the potential manipulation
of information. Therefore there is the need for increasing platforms’ transparency and data
accessibility. Currently, it is very difficult or even impossible, to access social media data for research
purposes, and this is a major barrier to quantitative research and analysis (Taylor et al., 2018). In this
respect, the collaboration of social media platforms is vital and highly encouraged.
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EMM Europe Media Monitor
PDF  probability density function
WEF  World Economic Forum
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