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A B S T R A C T   

Ring-array photoacoustic tomography (PAT) system has been widely used in noninvasive biomedical imaging. 
However, the reconstructed image usually suffers from spatially rotational blur and streak artifacts due to the 
non-ideal imaging conditions. To improve the reconstructed image towards higher quality, we propose a concept 
of spatially rotational convolution to formulate the image blur process, then we build a regularized restoration 
problem model accordingly and design an alternating minimization algorithm which is called blind spatially 
rotational deconvolution to achieve the restored image. Besides, we also present an image preprocessing method 
based on the proposed algorithm to remove the streak artifacts. We take experiments on phantoms and in vivo 
biological tissues for evaluation, the results show that our approach can significantly enhance the resolution of 
the image obtained from ring-array PAT system and remove the streak artifacts effectively.   

1. Introduction 

Photoacoustic tomography (PAT) is a rapidly developing imaging 
modality and has been used in a range of biomedical fields [1,2]. A 
typical PAT system uses nanosecond laser pulses to illuminate biological 
tissues, which causes a pulse temperature rise and leads to ultrasound 
emission due to the thermoelastic effect. The emitted acoustic signal is 
recorded by ultrasound transducer array and used to reconstruct the 
optical absorption map with certain algorithms, e.g., the time reversal 
(TR) [3,4], filtered back projection (FBP) [5,6], and model based iter
ative algorithms [7,8]. Many studies have shown that the PAT can 
achieve rich optical contrast and high ultrasonic resolution, which 
makes it a great potential choice for biomedical and clinical applications 
[9,10]. 

Ultrasound transducer array is the main part of PAT system and there 
are different geometries of it, such as linear, cylindrical, and spherical, 
etc., among which the ring-shaped transducer array is very widely used 
because of its compact structure and rotationally symmetric imaging 

property. However, the problem is that most of the reconstruction al
gorithms are derived from ideal imaging conditions, e.g., the elements of 
the transducer array should have a point-like aperture and infinite 
bandwidth. The real PAT system cannot meet these requirements and 
results in inevitable degradation of image quality. Especially for the PAT 
system with a ring-shaped transducer array, the reconstructed images 
evidently suffer from spatially rotational blur, which means as the dis
tance from the center of the PAT system increases, the resolution de
grades more and more seriously along the tangential direction. Besides, 
for the real PAT system with insufficient number of transducers, the 
reconstruction methods such as the FBP based algorithms usually result 
in streak artifacts in the reconstructed images [11]. Both of the two 
undesired artifacts significantly degrade the performance of ring-array 
PAT system, thus it is of very important meaning for restoring the 
reconstructed image towards higher resolution and less streak artifacts. 

Deconvolution methods aim to estimate the clear image from the 
blurred. Roughly, it can be divided into two categories, i.e., non-blind 
and blind image deconvolution. In non-blind image deconvolution, the 
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Point Spread Function (PSF) is measured in advance with some auxiliary 
methods, we only need to estimate the clear image. Whereas in blind 
deconvolution, both the PSF and clear image needs to be estimated. Just 
like most inverse problems, both of the two kinds of deconvolutions are 
ill-posed, which means the restored image tends to be contaminated by 
undesired artifacts such as amplified noise. Regularization is the most 
commonly used method to alleviate ill-posedness, which introduces 
additional constraints into the original inverse problem to formulate a 
more stable problem model to suppress the undesired artifacts, and there 
have been many deconvolution methods based on total variation (TV) 
[12–14], Tikhonov [15–17], hyper-Laplacian [18–20], and L0-norm 
[21–25] regularizations. However, most of the existing researches are 
only suitable for handling spatially invariant blur, i.e., the PSF is iden
tical for all the pixels. Although there are deconvolution methods for 
restoring spatially variant blurred images [26–31], some of them adopt 
complex auxiliary equipment to measure and reconstruct the PSF for 
every pixel [26,27], while others are built on very complicated models 
and of very low efficiency [28–31], all of them are not suitable for 
dealing with the spatially rotational blur accompanied with the 
ring-array PAT system. 

To our knowledge, there have been some researches that adopt 
deconvolution methods to improve the performance of PAT system. For 
example, some of them deconvolve the recorded PA signals with either 
spatial impulse response (SIR) [32,33] or electrical impulse response 
(EIR) [34,35] to enhance the resolution. In [36,37], the authors propose 
a deconvolution based reconstruction method, which models the 
recorded signals as the convolution of the optical absorption map and 
the impulse response of the PAT system. Finally, it uses non-blind 
deconvolution to recover the absorption map. In [38,39], the total im
pulse response (TIR) is incorporated with the model-based iterative 
reconstruction algorithm to improve the image resolution, which can be 
regarded as a special kind of deconvolution method. Deconvolution 
methods are also used for postprocessing in image domain, e.g., the 
methods in [40–43] adopt blind deconvolution for PAT image restora
tion, but they also assume the PSF is spatially invariant. In [44], the 
authors propose a non-blind spatially variant deconvolution method to 
improve the resolution of PAT image, they first use acoustic absorbing 
microspheres to measure the spatially variant PSFs at preset positions in 
the PAT system, then they get the PSFs of all the other pixels with a 
multi-Gaussian based fitting method and bilinear interpolation, the 
degraded PAT image is finally restored with the hyper-Laplacian regu
larized non-blind deconvolution method [19]. Recently, our research 
group has also proposed a similar non-blind spatially variant deconvo
lution approach as that in [44], which is derived by combining the 
Poisson distribution with a novel sparse logarithmic gradient regulari
zation term [45]. Experimental results show that both of the two 
methods in [44] and [45] are very effective in improving the quality of 
PAT images. 

For streak artifacts suppression, the model based reconstruction 
methods can produce PAT images with weak streak artifacts, but at the 
cost of large computational burden and memory demand. Just like 
deconvolution, they also need the assistance of regularizations, such as 
the L1-norm of image gradients and TV [46–49]. There are also some 
streak artifacts suppression methods based on modified back projection 
(BP) algorithms, e.g., in [50], the authors analyze the property of back 
projection path in the detection region and present special weight 
functions to reduce the undesired artifacts in BP algorithms. In [51], a 
modified BP algorithm named Contamination Tracing Back Projection 
(CTBP) is proposed for the mitigation of streak artifacts, which can 
adaptively adjust the back-projection weight according to the likelihood 
of contamination. However, how to balance the preservation of useful 
image details and the suppression of the streak artifacts is still a chal
lenging task for these methods. 

In recent years, the deep learning based methods have also been 
widely used for postprocessing PAT images [52], e.g., in [53–56], 
different U-shaped neural networks (U-net) are adopted to remove the 

artifacts caused by sparse-view or limited-view reconstruction. While in 
[57–59], the framework of generative adversarial network (GAN) is 
adopted to improve the image quality. Specifically, the research in [57] 
uses Wasserstein GAN with gradient penalty to mitigate the artifacts 
caused by the limited-view and limited-bandwidth detection data. In 
[58] and [59], two variants of GAN i.e., the ResGAN and LV-GAN are 
developed to enhance the quality of the reconstructed image. Besides, 
deep learning based methods are also developed to deal with other 
imaging problems in PAT, such as suppressing the reflection artifacts 
[60], eliminating the need for radius calibration [61], or correcting 
speed of sound aberration in a heterogeneous media [62]. To our 
knowledge, there are few researches focusing on using deep learning to 
simultaneously remove the spatially variant blur and streak artifacts in 
PAT images. Only in [63], the authors propose an unsupervised learned 
network that aims to extract the spatially variant PSFs and clear image 
from the degraded PAT image. However, just like the methods in [44] 
and [45], the network still needs some pre-measured PSFs to alleviate 
the ill-posedness and avoid converging to unsatisfactory results. 

In this paper, we aim to design a concise and efficient approach to 
remove the spatially rotational blur and streak artifacts simultaneously 
from the images obtained by a ring-array PAT system. In [64] and [65], 
the authors have explained the reasons for resolution degradation in 
PAT systems, and based on their analysis, we propose a new concept 
called spatially rotational convolution to describe the spatially rota
tional blur due to the size of the transducer element in a ring-array PAT 
system, i.e., it is modeled by rotating the clear image with several 
equally spaced degrees and calculating the weighted sum of them. Then 
based on it, we derive an image deconvolution problem model which 
takes TV [12–14] as regularization to suppress the undesired artifacts 
emerging in the restoration process. We further propose an efficient 
alternating minimization algorithm called blind spatially rotational 
deconvolution which can estimate the clear image and weights of each 
rotation from the deconvolution problem model. Additionally, if the 
weights are known, we call it non-blind spatially rotational 
deconvolution. 

Based on the algorithm, we design a two stage restoration approach 
to achieve the final result. The first stage is image preprocessing, just like 
in [45], we analyze the approximately periodic property of the streak 
artifacts and propose a method based on the non-blind spatially rota
tional deconvolution algorithm to remove it. In the second stage, we 
adopt the blind spatially rotational deconvolution method to estimate 
the weights for the rotations in the degradation model and achieve the 
final restored image. We evaluate our approach with experiments on 
phantoms and in vivo biological tissues, the restoration results show that 
it can significantly enhance the resolution of the reconstructed images 
and remove the streak artifacts effectively, the image quality is obvi
ously improved. 

The superiority of our approach is that there is no need to measure 
and reconstruct the spatially variant PSFs with auxiliary equipment as 
some state of the art methods [44,45,63]. Therefore, it is much more 
convenient to be used to improve the quality of PAT images obtained 
from different ring-array PAT systems. 

The rest of the paper is organized as follows: Section 2 presents the 
proposed method including problem formulation, optimization 
approach and the image preprocessing method. Section 3 shows the 
experimental results of phantoms and in vivo biological tissues. Section 
4 presents some necessary discussions. Finally, a conclusion is made in 
Section 5. 

2. Methodology 

2.1. Problem formulation 

In [64] and [65], the authors have proven that the images obtained 
from PAT systems usually suffer from spatially variant blur, which is 
determined by many factors such as the central detection frequency, 
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bandwidth, shape of individual element, and the spatial arrangement of 
the elements. The traditional mathematical model for spatially variant 
blur is pixel-wise as shown in the following equation: 

yi = (hi ∗ x)i +ni (1)  

where x, y, and n represent the clear image of the absorption map, 
reconstructed PAT image, and measurement error, respectively. i = 1,2,
⋯, Mdenotes the pixel index and M is the total number of pixels. hi 
represents the PSF corresponding to pixel xi and ∗ is the convolution 
operator. 

We can see from Eq. (1) that even if the image x and all hi are of small 
sizes, there will be a huge gap between the numbers of unknown vari
ables and known data. For example, if the size of x is 256×256 and the 
size of each hi is 10×10, then the total number of unknown variables is 
256×256+256×256×10×10 (n is a random variable that is not need to 
be estimated), whereas the number of known pixel data in y is only 
256×256, the ratio between them is 101, thus the deconvolution process 
is severely ill-posed, which means it will be very difficult to accurately 
estimate x and all hi from y. Therefore, in recent researches, the authors 
have to adopt auxiliary devices to measure and calculate the PSFs of all 
the pixels, then the degraded PAT image is restored with certain regu
larized non-blind deconvolution algorithms [44,45]. However, since hi 
is different from one another that limits the application of acceleration 
strategies such as the fast Fourier transform, the restoration process is 
very time-consuming. Therefore, it is very necessary to design a 
convenient and efficient method for PAT image restoration. 

In the PAT system with a ring-shaped transducer array, the image 
blur mainly appears spatially rotational due to the size of the transducer 
element. To formulate it more concisely, we propose the concept of 
spatially rotational convolution, i.e., we assume that the rotational blur 
caused by the size of the transducer element in a ring-array PAT system 
is generated by rotating the clear image with several equally spaced 
degrees and calculating the weighted sum of them. To describe the 
concept mathematically, we first define a small degree interval Δθ, e.g., 
Δθ = 0.01∘, a rotation degree set θ = [ − NΔθ, ⋯, jΔθ, ⋯, NΔθ], and a 
weight vector w = [w− N,⋯,wj,⋯,wN], where j = − N,⋯, 0,⋯,N denotes 
the rotation index and N is a constant, e.g., N = 1000. For simplicity, we 
call w the spatially rotational PSF, and to satisfy the energy conservation 
requirement during the blur process, all the elements in w should be 
nonnegative and the sum of them equals to 1. Then we define a rotation 
operator RjΔθthat RjΔθx means rotating x by the degree ofjΔθ. With these 
definitions, the expression of spatially rotational convolution can be 
formulated by 

y =
∑N

j=− N
wjRjΔθx (2) 

Based on Eq. (2), the complete spatially rotational blur process can 
be modeled by 

y =
∑N

j=− N
wjRjΔθx+n (3) 

Here, we defineNΔθas the largest rotation degree of the blur extent, 
and according to the theory in [64] and [65], we can get that it equals to 
half the degree of the transducer element with respect to the center of 
the ring array, just as shown in Fig. 1. In real ring-array PAT systems, the 
transducer arrays usually contain 64, 128, 256, or 512 elements, thus we 
can calculate that the corresponding largest rotation degrees are 
360◦/64/2≈2.81◦, 360◦/128/2=1.41◦, 360◦/256/2=0.70◦, and 
360◦/512/2=0.35◦, respectively. Strictly, all the imaging parameters 
including the number of transducer elements are unknown in blind 
deconvolution, when we initialize the algorithm, the largest rotation 
degree should be set no smaller than all of the above degrees to ensure 
that the algorithm works well for most real ring-array PAT systems, thus 
we set it to be 3◦, i.e., NΔθ = 3◦. We can also set it larger than 3◦, such as 

4◦ or 5◦, but the computational burden of the algorithm will be heavier. 
We also find thatΔθ = 0.01∘ is small enough to produce a high-quality 
spatially rotational blurred image, thus we can getN = 3∘/0.01∘ =

300. Then the total number of unknown variables in Eq. (3) is 
256×256+2×300+1, and the ratio between it and the number of known 
pixel data is 1.01. Both of them are much smaller than that of Eq. (1), 
which means the deconvolution process of Eq. (3) is much more stable 
and it will be much easier to achieve an accurate estimation of x and w 
from y. 

Then with the least square method, we can obtain a preliminary 
blind image deconvolution problem model as follow, i.e., 
(

x,w

)

= argmin(x,w)

⃦
⃦
⃦
⃦
⃦

∑N

j=− N
wjRjΔθx − y

⃦
⃦
⃦
⃦
⃦

2

2

(4) 

However, it is known that blind image deconvolution is a severely ill- 
posed problem, if there is no regularization term, the result tends to be 
contaminated by a lot of undesired artifacts. Therefore, we introduce 
two regularization terms to constrain the estimations of x and w, 
respectively. Then the problem is reformulated as follow: 
(

x,w

)

= argmin(x,w)

λ
2

⃦
⃦
⃦
⃦
⃦

∑N

j=− N
wjRjΔθx − y

⃦
⃦
⃦
⃦
⃦

2

2

+L(x)+
σ
2

Q(w) (5)  

where L(x) and Q(w) are the regularization terms for x and w, 
respectively.λ and σ are the regularization coefficients. 

There have been many regularization methods which can be used to 
construct the term L(x), e.g., the classic TV regularization [13], Tikho
nov regularization [17], and hyper-Laplacian regularization [19], etc. 
Since the TV regularization performs well in preserving image edges and 
details, and the resulted optimization problem is of relatively low 
complexity, we use it to model L(x), the expression is given by 

L(x) = TV(x) =
∑M

i=1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(dhx)2
i + (dvx)2

i

√

(6)  

where dh and dv are the horizontal and vertical difference operators. In 
addition, to avoid too complicated optimization problem, we use the 
basic Tikhonov regularization to model Q(w), i.e., 

Q(w) = ‖w‖
2
2 (7) 

Then we incorporate Eqs. (5), (6), and (7), the proposed blind 
spatially rotational deconvolution problem model is finally given by 
(

x,w

)

= argmin(x,w)

λ
2

⃦
⃦
⃦
⃦
⃦

∑N

j=− N
wjRjΔθx − y

⃦
⃦
⃦
⃦
⃦

2

2

+
∑M

i=1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(dhx)2
i + (dvx)2

i

√

+
σ
2
‖w‖

2
2

(8)  

Fig. 1. Schematic diagram of the largest rotation degreeNΔθ.  
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2.2. Optimization approach 

We propose an alternating minimization approach called blind 
spatially rotational deconvolution to solve the problem in Eq. (8). 
Firstly, we divide it into two sub-problems which are shown in Eq. (9) 
and Eq. (10). For simplicity, we call them x-problem and w-problem, 
respectively. 

x-problem: fix w and estimate x, i.e., 

x = argminx
λ
2

⃦
⃦
⃦
⃦
⃦

∑N

j=− N
wjRjΔθx − y

⃦
⃦
⃦
⃦
⃦

2

2

+
∑M

i=1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(dhx)2
i + (dvx)2

i

√

(9)  

w-problem: fix x and estimate w, i.e., 

w = argminw
λ
2

⃦
⃦
⃦
⃦
⃦

∑N

j=− N
wjRjΔθx − y

⃦
⃦
⃦
⃦
⃦

2

2

+
σ
2
‖w‖

2
2 (10) 

According to the optimization theory, the solution of Eq. (8) can be 
reached by alternately solving the x-problem and w-problem until 
convergence. In the following subsections, we will show how to effi
ciently achieve the solutions of the above two sub-problems. 

2.2.1. The method for solving the x-problem 
The x-problem is a complicated non-quadratic optimization prob

lem, we propose to adopt the variable splitting and quadratic penalty 
method to solve it. Firstly, we introduce a penalty coefficientβand an 
auxiliary variable u to approximate the variable x in the TV term and 
convert Eq. (9) into Eq. (11). Based on the principal of quadratic penalty 
method, asβ→ + ∞, the solution of Eq. (11) converges to that of Eq. (9).  

The problem in Eq. (11) can be solved by alternately implementing 
the following three steps until β reaching a large valueβmax. 

Step 1: fix x and solve for u, i.e., 

u = argminu
β
2
‖x − u‖2

2 +
∑M

i=1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(dhu)2
i + (dvu)2

i

√

(12) 

Step 2: fix u and solve for x, i.e., 

x = argminx
λ
2

⃦
⃦
⃦
⃦
⃦

∑N

j=− N
wjRjΔθx − y

⃦
⃦
⃦
⃦
⃦

2

2

+
β
2
‖x − u‖2

2 (13) 

Step 3: updateβ, i.e., 

β = βr (r >1) (14) 

The problem in Eq. (12) is a standard TV denoising problem and 
there have been many efficient algorithms to solve it, in this paper, we 
choose the method in [66]. Eq. (13) is a quadratic optimization problem 
with respect to x, which can be solved by setting the derivative of its cost 
function to zero. To make the expression more concise, we introduce an 
operator A to represent the rotation and weighted sum operation of x 
given w, i.e., 

Ax =
∑N

j=− N
wjRjΔθx (15)  

then Eq. (13) is converted into the following expression: 

x = argminx
λ
2
‖Ax − y‖2

2 +
β
2
‖x − u‖2

2 (16) 

Denote the cost function in Eq. (16) asJ(x), i.e., 

J(x) =
λ
2
‖Ax − y‖2

2 +
β
2
‖x − u‖2

2 (17)  

with dJ(x)/dx = 0, we can get 
(
λAT A+ βI

)
x = λAT y+ βu (18)  

where I is the identity matrix andATdenotes the adjoint operator of A, i. 
e., 

AT x =
∑N

j=− N
wjR− jΔθx (19) 

Generally, the solution of Eq. (18) can be obtained by taking the 
inversion of the left part, i.e., 

x =
(
λAT A + βI

)− 1
(

λAT y+ βu
)

(20) 

However, from the definitions of A and ATwe know that they contain 
many rotation operations, which makes them difficult to be represented 
by matrices, thus Eq. (20) is invalid. Instead, we use the conjugate 
gradient (CG) method to solve for x in Eq. (18). 

Additionally, we can see that the above method for solving the x- 
problem is essentially a non-blind spatially rotational deconvolution 
method. 

2.2.2. The method for solving the w-problem 
To solve the w-problem, we should first construct a matrix B whose 

definition is given by 

B =
[
R− NΔθx1,⋯,RjΔθx,⋯,RNΔθx

]
(21)  

then the w-problem in Eq. (10) is simplified to 

w = argminw
λ
2
‖Bw − y‖2

2 +
σ
2
‖w‖

2
2 (22) 

Similar to the method for solving Eq. (16), we denote its cost function 
as 

J(w) =
λ
2
‖Bw − y‖2

2 +
σ
2
‖w‖

2
2 (23)  

take the derivative ofJ(w)and set it to zero, then we can get 

w =
(
λBT B + σI

)− 1λBT y (24) 

In order to keep the energy during the deconvolution process, after w 
is calculated, all its elements should be normalized by 

wi = max(wi, 0)

/
∑M

i=1
max(wi, 0) (25)  

wheremax(wi,0)represents the maximum value of wi and 0. 
In summary, we show the main steps of the proposed blind spatially 

rotational deconvolution method in Algorithm 1, where k and kmax 
denote the index and total number of alternating minimization 

(

x, u

)

= argmin(x,u)
λ
2

⃦
⃦
⃦
⃦
⃦

∑N

j=− N
wjRjΔθx − y

⃦
⃦
⃦
⃦
⃦

2

2

+
β
2
‖x − u‖2

2 +
∑M

i=1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(dhu)2
i + (dvu)2

i

√

(11)   

W. Dong et al.                                                                                                                                                                                                                                   



Photoacoustics 38 (2024) 100607

5

iterations of Eq. (9) and Eq. (10), respectively. 

Algorithm 1. The main algorithmic steps of the proposed method  

From the above descriptions, we can summarize the advantages of 
the proposed algorithm as follows: with the alternating minimization 
scheme, the original complicated blind spatially rotational deconvolu
tion problem in Eq. (8) is converted into a non-blind spatially rotational 
deconvolution problem (the x-problem) and a simple quadratic opti
mization problem (the w-problem), whose difficulty is significantly 
reduced. Then with the variable splitting and quadratic penalty method, 
the x-problem is further transformed to a much easier denoising problem 
(i.e., Eq. (12)) and a quadratic optimization problem (i.e., Eq. (13)). 
Therefore, the proposed algorithm can solve the blind spatially rota
tional deconvolution problem very efficiently. 

2.3. Image preprocessing 

Due to the limited number of elements in the transducer array, the 
PAT images reconstructed from the under-sampled data are usually 
contaminated by streak artifacts, especially in in vivo experiments 
where the photoacoustic absorbers have stronger optical absorption 
than their backgrounds. Since our goal is to achieve a restored image 
with clear details and few undesired artifacts, we also propose an image 
preprocessing method to remove most of the streak artifacts. 

Just as mentioned in Section 1, some of the existing methods depend 
on regularization to suppress the streak artifacts, but it is difficult for 
these methods to distinguish the image details and streak artifacts in the 
restoration process. Fortunately, we find out that the streak artifacts in 
the PAT images obtained from a ring-shaped transducer array are 
approximately periodic, and the period is determined by the structure of 
the ring-array PAT system. If we rotate it around the image center with 
certain degree, then superimpose and calculate the average image of 
them, the peaks and valleys of the streak artifacts will cancel each other 
out [45]. In practice, we rotate the PAT image clockwise and counter
clockwise once each and calculate the average image to guarantee 
effective suppression of the streak artifacts. The expression is given as 
follow: 

xaverage =
1
4
(
x+R− θ0 x+ x+Rθ0 x

)
(26)  

where xaverage denotes the average image, and θ0 is the rotation degree 
for suppressing the streak artifacts. In practice, we tune the value of θ0 
gradually and calculate the average image according to Eq. (26), when 

the streak artifacts in the average image is the weakest, the value of θ0 is 
found. With this method, we get that the value of θ0 is about 1◦ for our 
experimental system. Since θ0 is related to the period of the streak ar
tifacts, it is also determined by the structure of the ring-array PAT sys
tem, and it can be used to preprocess all the images obtained from the 
same system. 

Furthermore, Eq. (26) can be recast to into the following equation: 

xaverage =
1
2
R0x+ 1

4
R− θ0 x+ 1

4
Rθ0 x (27) 

It is evident that Eq. (27) is of the same form as Eq. (2), which means 
the above operation is essential a spatially rotational convolution pro
cess: the set of rotation degrees is [ − θ0, 0, θ0]and the corresponding 
spatially rotational PSF w is [1/4, 1/2, 1/4], thus we can use the non- 
blind spatially rotational deconvolution algorithm to deconvolve x 
from xaverage. Since the peaks and valleys of the streak artifacts have 
canceled each other out, their energy disappears, they will not appear 
again in the deconvolved image. Fig. 2 shows an example of pre
processing a PAT image, where Fig. 2(a) is the original PAT image of a 
human finger reconstructed by the FBP algorithm, Fig. 2(d) is the 
enlarged view of the contents in the red rectangle in Fig. 2(a), we can see 
that there are evident streak artifacts in the backgrounds which are 
indicated by the white arrow, and some of them invades the main part of 
the image as pointed by the yellow arrow. Fig. 2(b) is the output of Eq. 
(27) and Fig. 2(e) is the enlarged view of the contents in the red rect
angle in Fig. 2(b), we can see that the streak artifacts are removed and 
the image becomes slightly more blurred due to the operation of Eq. 
(27). Fig. 2(c) is the deconvolved image and Fig. 2(f) shows the locally 
enlarged contents in the red rectangle of Fig. 2(c), we can see that the 
image becomes clearer and there are few streak artifacts. 

After preprocessing the reconstructed PAT image with the above 
approach, we use the proposed blind spatially rotational deconvolution 
algorithm to further remove the spatially rotational blur and obtain the 
final restored image. 

2.4. Parameter setting 

Based on the above analysis as well as many simulations and ex
periments, in the stage of blind deconvolution, we set Δθ = 0.01∘, N =
300 and initialize all the elements in the spatially rotational PSF w with 
1/N, we empirically tune λ and σ in the ranges of 100 ≤ λ ≤ 500 and 
100λ ≤ σ ≤ 50000λ, respectively. The penalty coefficient β is initialized 
with 1 and increased by a factor r = 2until it reaches βmax = 212. While 
in the stage of image preprocessing, we empirically set θ0 = 1∘,λ =

1500, and βmax = 215, the updating scheme of β is kept unchanged. 

3. Experiments 

3.1. Experimental setup 

We adopt PAT images of some phantoms and in vivo biological tis
sues to verify the effectiveness of the proposed method, all of which are 
obtained from the same experimental setup: the radius of the ring- 
shaped transducer array is 25 mm which has 256 unfocused elements 
with flat rectangular aperture, the size of each element is 0.51 mm and 
the space between them is 0.1 mm, the wavelength of the laser is fixed at 
750 nm, the center frequency and bandwidth of the array is 7 MHz and 
73%, respectively. The speed of sound vs in the medium is about 
1500 m/s, and the reconstruction method is the FBP algorithm. 

In addition, although there have been some spatially invariant 
deconvolution methods which are designed for restoring PAT images 
[40–43], they are obviously unsuitable for dealing with the spatially 
variant blur concerned by this paper, thus we do not use them for 
comparison. Instead, we choose to compare our approach with a state of 
the art non-blind spatially variant deconvolution method for PAT image 
restoration [44], but with some necessary modifications on it as follow. 
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In [44], the authors design a device to measure the PSFs of some 
preset pixels in the PAT image, then they use the multi-Gaussian func
tion to model the measured PSFs, and adopt bilinear interpolation to 
obtain the PSFs for all the other pixels. After that, the blurred PAT image 
is restored with the non-blind deconvolution method based on sparse 
hyper-Laplacian regularization [19]. However, there is something un
reasonable with this method, i.e., the multi-Gaussian function is 
spatially rotational symmetric, whereas in fact that each PSF caused by 
the rotation should have a curved structure towards the image center, 
which is not spatially rotational symmetric, e.g., the PSFs shown in the 
yellow and green rectangles in Fig. 3(b). Therefore, just as in [45], we 
propose to use the principal component analysis (PCA) to convert the 
measured PSFs into a linear combination of some spatially invariant 

eigen-PSFs and weighting coefficient matrices, then the radial basis 
function (RBF) interpolation is adopted on the weighting coefficient 
matrices to achieve a representation of the other PSFs and reconstruct 
them. Theoretically, this method can model the spatially rotational PSFs 
more accurately. To make a fair comparison, for the method in [44], we 
also use the same preprocessing method in Subsection 2.3 to deal with 
the PAT images before they are restored with the hyper-Laplacian 
regularized non-blind deconvolution method [19]. For simplicity, we 
call the modified method of that in [44] by measurement based 
non-blind spatially variant deconvolution (MNBSVD) in the following 
subsections. Here, we should note that our research group has also 
proposed a similar regularized non-blind deconvolution method as 
MNBSVD in [45]. Since the quality of the restored image is mainly 

Fig. 2. Streak artifacts suppression with the proposed image preprocessing method. (a) The original PAT image of a human finger reconstructed by the FBP al
gorithm. (b) The average image obtained with Eq. (27). (c) The deconvolved image of (b). (d)-(f) The enlarged views of the contents in the red rectangles in (a)-(c), 
respectively. 

Fig. 3. PSF measurement of the ring-array PAT system. (a) The schematic diagram for measuring the PSFs. (b) The obtained PSF map.  
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determined by the accuracy of the measured spatially variant PSFs and 
there is no remarkable difference between their performances, we only 
take the MNBSVD method for comparison in the following parts. 

3.2. Experiments based on phantoms 

As we all known, an ideal imaging system should have a small point- 
like spatially invariant PSF at every position in the field of view. How
ever, since the PSFs of the ring-array PAT system is spatially variant, 
they will have different shapes at different positions, if the proposed 
method can restore all of them into small point-like PSFs, its effective
ness is proved. 

To measure the spatially variant PSFs of the ring-array PAT system 
used in our experiments, we prepare a gel phantom containing a single 
black microsphere with diameter of 100μm, the phantom is fixed on a 
sample holder to avoid floating in the medium and moved with a precise 
translation stage to measure the PSFs at different positions in the PAT 
system. According to the setup of the transducer array, the theoretical 
resolution at the center of the PAT system is about 250.4μm, thus the 
microsphere with diameter 100μm is small enough to ensure the mea
surement accuracy. The schematic diagram for measuring the PSFs is 
shown in Fig. 3(a) and the map of the measured PSFs is shown in Fig. 3 
(b), we can see that as the distance from the center increases, the PSF 
spreads wider around the image center, which is consistent with the 
spatially variant blur caused by rotation. 

Fig. 4(a) shows the same measured PSF map as in Fig. 3(b), then we 
use the MNBSVD and the proposed method to restore it, the results are 
presented in Fig. 4(b) and (c), respectively. Fig. 4(d)-(f) are the enlarged 
views of the contents in the red rectangles in Fig. 4(a)-(c), respectively. 
From these figures and the contents in the yellow rectangles we can see 
that both of the two methods successfully convert the original extended 
PSFs at all positions into small point-like PSFs, which is consistent with 
the above analysis and proves their effectiveness. Besides, we also 
extract the pixel values along the green solid line of Fig. 4(d)-(f), 
normalize and plot them in Fig. 4(g). We can see clearly that the extent 
of the point is obviously contracted, the proposed method performs as 
well as the MNBSVD method. 

We also make another phantom which contains many randomly 
scattered microspheres (Fig. 5(a)) and reconstruct its PAT image with 

the FBP method (Fig. 5(b)). Fig. 5(c) and (d) exhibit the results of the 
MNBSVD method and ours, the enlarged views of the contents in the red 
rectangles in Fig. 5(a)-(d) are shown in Fig. 5(e)-(h), respectively. We 
can see that due to the spatially rotational blur degradation, some of the 
microspheres are extended and stick together in Fig. 5(f). After pro
cessing it with the MNBSVD and the proposed method, the extended 
microspheres shrink to rounder points and can be easily distinguished 
from each other, as shown in the yellow rectangles in Fig. 5(f)-(h), which 
means the resolution is improved. We also plot the profiles of Fig. 5(f)- 
(h) along the green solid line, we can see that the peak values of the 
MNBSVD and the proposed method are much higher than the blurred. It 
is evident that the performance of our approach is comparable with that 
of the MNBSVD. 

Besides the above phantoms of microspheres, we also make another 
one which contains some hairs for evaluation. Fig. 6(a) shows the 
phantom in which some of the hairs crosses over each other and Fig. 6(b) 
is the reconstructed PAT image with FBP. Fig. 6(c) and (d) are the 
restored images of the MNBSVD and our approach, respectively. The 
enlarged views of the contents in the red rectangles in Fig. 6(a)-(d) are 
shown in Fig. 6(e)-(h), respectively, from which we can see that the 
adjacent hairs in both of the two restored images are successfully 
separated. In Fig. 6(i), the profiles along the green solid line are plotted, 
from which we can see that the proposed method presents the interval 
between the two adjacent hairs better than the MNBSVD. Our result is 
also clearer and has more details than that of the MNBSVD. 

3.3. Experiments based on in vivo biological tissues 

Besides the experiments based on phantoms, we also capture PAT 
images of some in vivo biological tissues and evaluate the performance 
of the proposed method. 

Fig. 7(a) shows the PAT image of the blood vessels of a mouse 
abdomen which contains rich details. Obviously, it is degraded by both 
blur and streak artifacts. Fig. 7(b) and (c) present the restored images of 
the MNBSVD and our method, respectively. Fig. 7(d)-(f) are the enlarged 
views of the contents in the red rectangles in Fig. 7(a)-(c). From the 
contents in the yellow rectangles we can see that our method improves 
the image resolution effectively and performs better than the MNBSVD. 
Fig. 7(g) shows the profiles along the green solid line of Fig. 7(d)-(f), we 

Fig. 4. Experimental results of the PSF map. (a) The measured PSF map. (b) The result of MNBSVD. (c) The result of the proposed method. (d)-(f) Enlarged views of 
the contents in the red rectangles in (a)-(c), respectively. (g) Normalized profiles of the pixel values of (d)-(f) along the green solid line. 
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can see that the proposed method reveals the change of the pixel values 
more clearly. Besides, most of the streak artifacts in the backgrounds are 
also suppressed, as pointed by the white arrows. 

In Fig. 8(a), a reconstructed PAT image of a human finger is pre
sented, which shows very evident spatially rotational blur and the 
backgrounds are full of radial streak artifacts. Fig. 8(b) is the restored 
image of the MNBSVD method, while Fig. 8(c) is result of the proposed 
method. The enlarged views of the contents in the red rectangles in 
Fig. 8(a)-(c) are shown in Fig. 8(d)-(f), respectively, it is obviously that 
the streak artifacts are almost completely removed as pointed by the 
white arrows. Further taking a comparison between the contents in the 
yellow rectangles in Fig. 8(e) and (f), we can see that our approach 
performs much better in improving the image resolution than the 
MNBSVD method. In Fig. 8(g), the profiles along the green solid line of 
different images are given, from which we can also see that the proposed 
method effectively removes the blur effect in the original PAT image and 
improves its resolution. 

3.4. Quantitative evaluation of image quality improvement 

Besides the visual judgment, we also adopt the image contrast to 
evaluate the blurred and restored images to determine how much 
exactly the image quality has been improved. Image contrast is an index 
which is used to assess the clarity of an image, whose definition is given 
by the following equation: 

Contrast =
∑

δ
δ(i, j)2Pδ

(
i, j
)

(28)  

where i and j are indices of adjacent pixels, δ(i, j) represents the differ
ence between the gray values of adjacent pixels, Pδ(i, j) represents the 
probability of δ(i, j). Since the cause of image blur is essentially neigh
boring pixels superimposed on each other which results in a decrease of 
δ(i, j)2, a blurred image will have a lower contrast than the corre
sponding clear image. Firstly, we calculate the contrast values of the 
blurred PAT images, the restored images of the MNBSVD and the pro
posed method in Figs. 4–8. Then we also calculate the ratios between 

Fig. 5. Experimental results of the microsphere phantom. (a) The phantom. (b) The original PAT image. (c) The result of MNBSVD. (d) The result of the proposed 
method. (e)-(h) Enlarged views of the contents in the red rectangles in (a)-(d), respectively. (i) Normalized profiles of the pixel values of (f)-(h) along the green 
solid line. 

Fig. 6. Experimental results of the hair phantom. (a) The phantom. (b) The original PAT image. (c) The result of MNBSVD. (d) The result of the proposed method. (e)- 
(h) Enlarged views of the contents in the red rectangles in (a)-(d), respectively. (i) Normalized profiles of the pixel values of (f)-(h) along the green solid line. 
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them and show the results in Table 1, where the bold font denotes the 
largest ratio of each row. We can see that except Fig. 5, the proposed 
method outperforms the MNBSVD in image quality improvement. 

3.5. Computational efficiency 

The above experiments and evaluations have proven the effective
ness of the proposed method in improving the quality of the PAT images. 
However, the computational efficiency is also an important index to 
assess the algorithm, here we give the implementation environment and 
typical running time of the proposed method. 

Fig. 7. Experimental results of the blood vessels of a mouse abdomen. (a) The original PAT image. (b) The result of MNBSVD. (c) The result of the proposed method. 
(d)-(f) Enlarged views of the contents in the red rectangles in (a)-(c), respectively. (g) Normalized profiles of the pixel values of (d)-(f) along the green solid line. 

Fig. 8. Experimental results of a human finger. (a) The original PAT image. (b) The result of MNBSVD. (c) The result of the proposed method. (d)-(f) Enlarged views 
of the contents in the red rectangles in (a)-(c), respectively. (g) Normalized profiles of the pixel values of (d)-(f) along the green solid line. 

Table 1 
Image contrast values and the ratios between them.  

Figure Blurred (C1) MNBSVD (C2) Proposed (C3) C2 / C1 C3 / C1 

Fig. 4  44.47  84.03  94.03  1.89  2.13 
Fig. 5  33.76  52.37  48.31  1.55  1.43 
Fig. 6  78.57  181.53  201.09  2.31  2.56 
Fig. 7  29.38  56.14  56.88  1.91  1.94 
Fig. 8  29.51  36.50  43.13  1.24  1.46  
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The algorithm is programed with Matlab 2022a and run on a 
workstation equipped with two 10-core 20-thread CPUs whose base 
working frequency is 2.4 GHz. To accelerate the program, we choose to 
implement the image rotation on a GPU with 24 G memory. All the PAT 
images presented in this paper have 1000×1000 pixels, it takes about 
80.4 seconds and 850.6 seconds to finish the image preprocessing and 
blind spatially rotational deconvolution, respectively. If the PAT image 
to be restored is of smaller size, e.g., 512×512 or 256×256 pixels as in 
most current researches, the computational time will be reduced.  
Table 2 gives the running time for PAT images of different sizes. 

4. Discussion 

4.1. Effects of image preprocessing on the restored image 

Just as shown in Subsection 2.3, the streak artifacts degrade the 
image quality, and the role of image preprocessing is to remove them. If 
there is no image preprocessing, there will be two negative effects on the 
restored image. Firstly, the streak artifacts will be preserved in the 
restored image, which will degrade the image quality directly. Secondly, 
the accuracy of the estimated rotational PSF may be lowered due to the 
effect of the streak artifacts, and thus in turn degrades the quality of the 
restored image indirectly. We also take an example to show the result if 
there is no image preprocessing in Fig. 9, the degraded image to be 
processed is the same as Fig. 8(a). As pointed by the white and yellow 
arrows, the restored image without image preprocessing contains much 
more undesired artifacts than that of the proposed method. 

4.2. Effects of EIR on image resolution degradation in our experimental 
PAT system 

Actually, the spatial resolution of a PAT system is indeed affected by 
both the EIR and SIR. Theoretically, the MNBSVD method can remove 
the blur caused by both EIR and SIR, while our method can only remove 
the blur caused by SIR, thus the MNBSVD method should perform better 
than the proposed method, which is not consistent with the experi
mental results. We have analyzed the experimental configurations and 
give the possible explanations as follow. 

Firstly, based on the parameters of the experimental system in Sub
section 3.1, we can calculate the profile of the PSF caused by EIR with 
Eq. (29) which is given in [64] and [65], and show it by the red curve in  
Fig. 10. 

h(r) =
k2

c

2π2r
{
(1 + 0.5B)2j1

[(
1+ 0.5B

)
kcr
]
− (1 − 0.5B)2j1

[(
1 − 0.5B

)
kcr
]}

(29)  

where h(r) denotes the profile of the PSF caused by EIR, r is the distance 
from the original point, B denotes the bandwidth, kc = 2πfc/vsand fc is 
the center frequency, j1 is the first-order spherical Bessel function of the 
first kind. 

We can see that the resolution due to the EIR is about 
125.2×2=250.4μm in our experimental PAT system. We also calculate 
the profile of the PSF for a nearly EIR-free condition, in which the center 
frequency is 10 MHz and the bandwidth is extended to 200%, i.e., the 
passband is 0–20 MHz, as shown by the blue curve in Fig. 10. We can get 
that the resolution is about 61.3×2=122.6μm and this is the limit that 
deconvolution with EIR can reach. That means if we recognize 122.6μm 

as the minimum size of a distinguishable point in a nearly EIR-free PAT 
system, then the blur extent caused by EIR in our experimental system is 
only about 250.4/122.6=2.04 points, thus the blur effect caused by EIR 
in our experiments is very weak compared with that of SIR. Besides, the 
hyper-Laplacian regularized non-blind deconvolution method that is 
adopted in MNBSVD may smooth image details while suppress the un
desired artifacts, which may also slightly affect the improvement of 
resolution. These two factors make the deconvolution with EIR only 
have very small effects on resolution improvement in our experiments, 
and that is why the proposed method can only remove the blur effect 
caused by SIR, but it can perform as well as the MNBSVD method. 

Since the PSF caused by EIR is spatially invariant, in other PAT 
system where the EIR evidently degrades the resolution, e.g., the center 
frequency is too low and the bandwidth is narrow, we can easily 
calculate or only take one measurement at the center of the ring-shaped 
transducer array to obtain the EIR caused PSF, and use some spatially 
invariant non-blind deconvolution methods to further remove the cor
responding blur effect. This modification can still make the performance 
of the proposed method be comparable with that of the MNBSVD 
method. 

4.3. Effects of different regularizations on the restored image 

According to the optimization theory, the regularization methods 
can be roughly divided into two categories, i.e., the quadratic regula
rization and the sparse regularization. Both of them are used to improve 
the ill-posedness of the inverse problem. 

The Tikhonov regularization is a typical quadratic regularization 
method, the advantage is that it derives quadratic optimization prob
lems which can be solved efficiently. However, it also has an obvious 
disadvantage, i.e., the edges of the intermediately restored image in the 
blind deconvolution process tend to be overly smoothed. Since the 
preservation of sharp image edges is very important for PSF estimation 
in blind image deconvolution, the Tikhonov regularization is not suit
able for regularizing the image in blind image deconvolution. In 
contrast, the TV regularization is a very simple and commonly used 
sparse regularization method for the image, and there have been some 
fast optimization methods for solving the TV regularization problem, e. 
g., the method adopted in our research [66]. Although the computa
tional efficiency of these methods is still lower than that for solving the 
Tikhonov regularization problem, the TV regularization can preserve 
many sharp image edges during the blind deconvolution process, which 
is very beneficial for promoting the accuracy of PSF estimation. This is 
why we use TV regularization in the x-problem, i.e., regularize the 
image in the algorithm. We can certainly use other sparse regularization 
methods for the x-problem, e.g., the L1-norm of image gradient regula
rization [67], or more sophisticated hybrid TV-L0 regularization [68]. 
Just as shown in the following Fig. 11 (a)-(c) and (e)-(g), the Tikhonov 
regularization cannot achieve satisfactory restored image, while the 
restored images of L1-norm of image gradient regularization and TV-L0 
regularization are very close to that of the TV regularization in Fig. 8(c) 
and (f). Although adopting more complicated regularization methods 
may improve the quality of the result, the computational efficiency may 
be also lowered. 

For the regularization of w-problem, just as demonstrated above, the 
accuracy of the estimated w is mainly determined by the sharp edges of 
the intermediately restored image during blind deconvolution, thus we 
can use either quadratic regularization or sparse regularization for it, 
there will be no obvious difference on the final result. Just as shown in 
the following Fig. 11 (d) and (h), we can see that when using the TV 
regularization in the w-problem, the restored image is of similar quality 
as that using the Tikhonov regularization (i.e., Fig. 8(c) and (f)). How
ever, since the Tikhonov regularization problem is easy to be solved, we 
choose it to regularize the rotational PSF w in our algorithm to promote 
the computational efficiency. 

Table 2 
Running time for restoring PAT images of different sizes.  

Image size Time for image 
preprocessing 

Time for blind spatially rotational 
deconvolution 

256×256 10.7 s 518.6 s 
512×512 36.6 s 638.0 s 
1000×1000 80.4 s 850.6 s  
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5. Conclusions 

In this paper, we propose a new concept, i.e., spatially rotational 
convolution to formulate the spatially rotational blur effect in the image 
obtained from a ring-array PAT system, where the degradation process is 
expressed by rotating the clear image with several equally spaced de
grees and calculating the weighted sum. Then we propose a regularized 
blind spatially rotational deconvolution problem model based on it and 
design an efficient alternating minimization algorithm to solve it. In 
order to remove the spatially rotational blur and streak artifacts in the 
PAT image effectively, we propose a two stage restoration scheme. 
Firstly, we rotate the PAT image clockwise and counterclockwise with a 
certain degree around the image center and calculate the average image 
to counteract the streak artifacts, then we deconvolve it with the pro
posed non-blind spatially rotational deconvolution method to eliminate 
the slight blur caused by the rotation and averaging operation, and af
terwards we adopt the proposed blind spatially rotational deconvolution 
algorithm on the result to achieve the final restored image. Experimental 
results show that our approach can achieve restored image of very high 
quality which is competitive with the state of the art non-blind spatially 
variant deconvolution method, and does not need any auxiliary devices 
for PSF measurement. The research is expected to provide a reference 

Fig. 9. Experimental results of a human finger. (a) The result of the proposed method in Fig. 8(c). (b) The result without image preprocessing. (c)-(d) Enlarged views 
of the contents in the red rectangles in (a)-(b), respectively. 

Fig. 10. The profiles of the PSFs due to different bandwidths.  

Fig. 11. Experimental results of different regularizations. (a) Tikhonov regularization for the x-problem. (b) L1-norm of image gradient regularization for the x- 
problem. (c) Hybrid TV- L0 regularization for the x-problem. (d) TV regularizations for both the x-problem and w-problem. (e)-(h) Enlarged views of the contents in 
the red rectangles in (a)-(d), respectively. 
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guide for improving the performance of ring-array PAT systems. 
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