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THE BIGGER PICTURE Big data analytics and increasingly sophisticated forms of artificial intelligence (AI)
and machine learning applications are now part of the catalog of tools and methods that inform the insur-
ance industry’s back-end and front-end operations. Insurance products and services are important to sup-
port economic and societal development. Fromcommercial property insurance, vehicle insurance, and per-
sonal health insurance, availability and access to affordable insurance products are key to society and
citizens. That said, insurance products and services can only be accessible if a sustainable balance is
achieved between the pricing of policies, operational costs, and claims. AI and machine learning have
already proved valuable to the insurance industry in sustaining this balance. However, with the increased
use of AI and machine learning, new risks and ethical questions are introduced to the insurance pipeline.
Accordingly, there is a need to investigate the ethical contexts and questions of data use in insurance inno-
vation and highlight the emerging tensions and concernswhere possible. The paper combines the expertise
of insurance experts and an AI ethics expert to assess and better understand some of the ethical ground
relating to the tensions concerning how the insurance industry uses big data analytics, AI, and machine
learning methods to sustain its commercial operations.

Proof-of-Concept: Data science output has been formulated,
implemented, and tested for one domain/problem
SUMMARY
The European Union (EU) has a strong reputation and track record for the development of guidelines for the
ethical use of artificial intelligence (AI) generally. In this paper, we discuss the development of an AI and
ethical framework by the European Insurance and Occupational Pensions Authority (EIOPA), for the Euro-
pean insurance market. EIOPA’s earlier report on big data analytics (EIOPA, 2019) provided a foundation
to analyze the complex range of issues associated with AI being deployed in insurance, such as behavioral
insurance, parametric products, novel pricing and risk assessment algorithms, e-service, and claims man-
agement. The paper presents an overview of AI in insurance applications throughout the insurance value
chain. A general discussion of ethics, AI, and insurance is provided, and a new hierarchical model is pre-
sented that describes insurance as a complex system that can be analyzed by taking a layered, multi-level
approach that maps ethical issues directly to specific level(s).
INTRODUCTION

Over the past 12 months, two of the paper’s authors have been

workingwith theEuropean InsuranceandOccupational Pensions

Authority (EIOPA) expert group on digital ethics on creating a set

of guidelines on the ethical use of artificial intelligence (AI) and big
This is an open access article und
data analysis on thepart of the insurance industry. The reportwas

published in June 2021.1 Thegroup ismade upof representatives

from the insurance industry, non-governmental organizations

(NGOs) along with trade unions and members from academia.

In terms of previous work in the field, the group had one of its

starting points, the EIOPA report on big data analytics (BDA) in
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motor and health insurance.2 Debates in the group have centered

on how to ensure that consumer or citizen rights are protected

while at the same time allowing the insurance industry to benefit

from new technologies and techniques around the processing of

data and big data, which often involves machine learning and AI.

More generally, the clear trade-offs between privacy concerns

and the ability of firms to innovate will determine the nature of

the roll-out of AI.3 In other words, we take the essential role of

the group toweigh up the balance between innovation in this field

with the potential for negative externalities. During the last year or

so, members of the group have pointed to many upsides of BDA.

These have included improvements in road safety offered by the

use of telematics data4-8 as well as how improved analytics have

allowed groups that were previously difficult to insure to be

brought under the insurance umbrella, by offering new usage-

based insurance based on telematics.9–13 We have also had

interventions from those members concerned over the conse-

quences of the roll-out of this new technology for vulnerable

groups and for the possible impacts in terms of financial inclu-

sion.11 There are also broader concerns in the research domain

speaking to the commercial use applications of user data and

the tensions with privacy concerns,14–17 profiling,11,18 and user

perception.19 There have also been extensive debates on the po-

tential for opacity in these novel risk assessment techniques and

the need to aim for explainability.20,21 These are just a small sam-

ple of the discussions that took place and speak to existing and

emerging narratives of disruption, insurance solidarity, and social

perception and concerns.22

Our very preliminary position at this juncture is one where we

accept that there are significant operational, safety, user, and

broader societal benefits and risks posed by the introduction

of BDA and AI/machine learning into the insurance industry.23,24

Thus, this paper focuses on the insurance industry, which is a

key end user of big data and has a very bespoke and profound

set of social relations underpinning its practice. Accordingly,

any ethical analysis needs to be grounded in the socio-techno-

logical detail of the type of relations created by this new set of

practices and the availability of new data-focused applications.

At different points in the insurance value chain, tensions can

be captured in terms of ethical dilemmas that are more or less

acute. One possible way to navigate what EIOPA posit as ‘‘digital

ethics’’ across insurance services is to contextualize AI and dig-

ital applications as socio-technological relations. This is already

emerging in the cases of health and motor insurance by refer-

ence to a form of relational ontology or relationality between

commercial data use and citizen data use.25 This requirement

to understand the relationality has been implicit in the structuring

of work within the expert group, with different sub-groups tack-

ling distinct areas or business lines of insurance. To give an

example, there are differences in the relations that exist in the

area of health insurance from that of domestic home insurance

lines of business. While both are united in a commercial applica-

tion, there are diverse relations that remain unclear and in need of

investigation. This allows for a more apt capture of the fecundity

of the various cases that present themselves. The pace of inno-

vation is presenting many changes in terms of capturing and

anticipating societal relations. Ethics is also adapting to this

challenge as presented in the move to relational ethics and the

move toward the empirical in debates on technological ethics,
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as identified by Vallor (See Chapter 1 of Vallor, S., 2016. Technol-

ogy and the virtues: A philosophical guide to a future worth

wanting. Oxford University Press).26

There can be little doubt that the BDA will affect commercial

insurance operations and has the potential to bring about dra-

matic change and disruption by changing the paradigm of tradi-

tional information regimes in which insurance operates.27–29

Access to large caches of personal information on existing and

potential clients offers insurers a way of better managing long-

present issues around information asymmetry and moral

hazard.30–34 Both of these become increasingly complex as da-

tafication and insights continue to provide more accurate risk

pricing and product development.32,35 Perhaps the most imme-

diate impact will afford insurers, and indeed state authorities

more generally, more effective tools to counter insurance fraud

and to address the phenomenon of ‘‘compensation culture’’

that exists in some European jurisdictions.36–42

More generally, emerging data analytics innovations have had

a profound impact on the nature of information flows across so-

ciety and the economy, both in the manner that information is

processed and indeed how this processing is communicated

to other stakeholders and, most importantly, to end users.43

Behavioral analytics and image processing, alongside protocols

around sentiment analysis and event detection, have trans-

formed relations between citizens and corporate entities as

well as state bodies.44 As a result, new dynamic socio-techno-

logical relations have evolved that pull in state, commercial ac-

tors, and citizenry into a new paradigm that seeks to sustain

the social solidarity benefits of insurance while also respecting

civil liberties and rights.45–48 With these novel information flows

come a new set of risks that require new agreements between

stakeholders to provide balance.14 This can only be achieved

and managed by interrogating new governance regimes49,50

informed by the risks.14

ShoshannaZuboff inherbook,SurveillanceCapitalism, setsout

the profound dangers attendant to the so-called data economy.51

The book’s focus is on ‘‘big tech,’’ but she does touch upon the

practice of insurance as an important example52 of the logic to

the new paradigm of surveillance capitalism.53 Her arguments

center on how the technologies of surveillance have changed

the relationship between citizens and the capital and how this

change threatens long-held andprecious ideals of human dignity,

freedom, and autonomy.51 The advent of the digital economy has

afforded many industries an unprecedented opportunity to utilize

BDA and AI in order to process information about clients, cus-

tomers, and users. This has prompted many international institu-

tions and national governments to produce reports and white

papers on the ethical use of digital technologies (These include

the EU, the Organisation for Economic Co-operation and Devel-

opment (OECD), and a number of member state governments

(Falk & Unterlass, 2006; "The knowledge-based economy,"

2020)). There can be no doubt that, in any such critique of the

data economy, be it from Zuboff’s perspective or from a more

Foucauldianposition,54–56 insurance isakeypieceof thearchitec-

ture. Indeed, for many years, Foucauldian scholars pointed to the

importance of a risk-based discourse and disciplinary power

possessed by the insurance industry.54,55,57 Under the general

heading of ‘‘biopolitics,’’ works by Mike Dillon and others from

the 1990s onward have highlighted the asymmetrical power
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relations between insurance companies and their clients.58 With

such a set of power relations comes responsibility and the need

for ethical oversight (Dillon, M., 2008. Underwriting security.

Security dialogue, 39(2–3), pp.309–332).

More recently, discourses originating with Bentham’s panop-

ticon or Foucault’s Discipline and Punish can be supplemented

by thinkers who interrogate the phenomena of AI through an

applied ethics lens.59–65 While such authors are able to bring to

bear a deep knowledge of AI and machine learning, the set of

concerns remain quite similar. Notions of rights, agency, con-

sent, surveillance, privacy, and human autonomy remain to the

fore.14–16,52,66,67 There is also a growing discourse around the

risks relating to how populous scales of adoption concerning

data and machine intelligence applications introduce further

downstream unknowns such as societal and behavioral impacts

relating to "design-based control."16,68,69

RESULTS

The case of insurance
The centrality of insurance to themodern economy and indeed to

modernity itself cannot be overlooked (See Ferguson, N., 2008.

The ascent of money: A financial history of the world. Penguin.

And Lupton, D., 2006. Risk and governmentality. The sociology

of risk and gambling reader, pp.85–99). Within the academy, fac-

ulties with specialists in insurance are somewhat few and far be-

tween. That said, both sociologists and historians have made a

strong case for the centrality of insurance in any wider analysis

of society (Ewold, F., 1991. Insurance and risk. The Foucault ef-

fect: Studies in governmentality, 197, 210). As a practice, it has

its own set of ethics, and indeed, at its core, it is a risk-sharing

platformwith welfare outcome as a central objective. Addressing

digital and specifically, data ethics for the insurance industry is

an increasingly important and necessary task. The operation of

the insurance market has important economic and welfare func-

tions for wider society and can generate both positive and nega-

tive externalities. In terms of social inclusion, life, health, and

non-life insurance lines all play an important role. Therefore, it

is advantageous to engage in reflexive foresight to, where

possible, anticipate the emerging socio-technological tensions

within the emerging data-centered insurance ecosystem.

That said, given the centrality of the insurance industry to the

life of European Union (EU) citizenry, it points to a need for a

bespoke socio-technological contextual approach to digital

and data ethics as it pertains to the insurance profession. The

digital economy introduces new classes of risk around the con-

sumer and, in many instances, threatens information asymmetry

between client and insurer (Hamilton, 2018). From a regulatory

perspective, there are risks around fairness, non-discrimination,

and how data are recycled for other commercial gains.70 The

challenge for regulators and supervisors alike resides in allowing

the European insurance sector to take advantage of the innova-

tion offered by the digital economy while at the same time

protecting the interests of consumers and citizens (From Bernar-

dino, G., 2020. Challenges and opportunities for the insurance

sector in Europe. In Annales des Mines-Realites industrielles

(No. 1, pp. 99-102). FFE).

The precautionary principle is also in play here.71–73 Discus-

sions with the EIOPA Expert Group on Digital Ethics mirrors de-
bates that have been taking place in academia over the past

three decades, with some members’ positions being close to

that of Cass Sunstein74–79 and others Powell80 in arguing that

the regulation has the potential to damage innovation,81 and

others taking a more precautionary stance to data-centered

business models.82 Many of the issues thrown up by the use of

big data by insurers may have unwelcome long-term social con-

sequences. For example, there is the potential that the adoption

of more granular datasets by insurers may undermine ideas of

risk sharing in terms of positive distribution and social solidarity

and the belief in fairness that underpins it.83 There are also some

justified concerns over the advent of surveillance regimes

whereby BDAmight be used to exclude certain cohorts from ac-

cess to important financial instruments inherent to insurance

products and services. This also speaks to the issue of non-

discrimination, fairness, inclusion, and access. The impact on

human autonomy and subjectivities around freedom are impor-

tant concerns and cannot be simply dismissed as dystopian fan-

tasies. Where the precautionary principle leads us in the context

of such uncertainty may be an ethic of care and protection where

we aim to safeguard post-war European values. With regard to

digitalization and insurance, we are in the early stages of adop-

tion, and hence this report is a timely intervention in the debates

around fairness and non-discrimination. The debates on the

value of the precautionary principle versus the innovation princi-

ple rage on, as do discussions that reflect these two positions,

and the expert group was no different in this regard.84–86

With BDA and AI in insurance, we find ourselves in a classic

pacing problem dilemma.87,88 We see this across and range of

economic activities where the speed of technological develop-

ments is such that the regulatory and legal responses cannot

keep pace. It is a risk governance problem that is widely cited

and implies the need for a response from public policymakers,

industry and civil society alike. To date, much of the focus has

resided in material science and biotechnology, but the pacing

problem is now embedded in financial services. In the absence

of clear sets of rules or a well-established body of law, be it

hard or soft, there is a strong emphasis on the development of

a set of ethics to mitigate conduct risk. As AI has become a stan-

dard evolutionary path for the insurance industry, laws struggled

to keep up with the pace of digital innovation, and existing regu-

lations are often miscalibrated and misaligned to present risks.

The scale and ease with which AI can be used and analytics

can be conducted today add new ethical challenges. In this

context, compliance could on some occasions be confused

with complacency; that is, if ethical relations are not effectively

elucidated and not brought into consideration, the risks of the in-

novations and applications are dramatically increased. In this

way, the import of ethical elucidation is increasingly important.

Specific ethical issues pertaining to BDA and AI
insurance
Insurance is about the technology of risk,55,57,89–91 which is

inherently a data analysis and prediction problem. This is why

BDA2 and the use of AI is strategically important to the insurance

industry for the calculation of risk related to pricing and under-

writing. AI is a general purpose technology (GPT),92 so, in addi-

tion to its use as a sophisticated tool for prediction,3 related to

risk assessment, it is also used throughout the customer journey
Patterns 2, 100362, October 8, 2021 3



Table 1. An overview of BDA and AI applications in insurance

Insurance value chain Business process AI systems and big data Main ethical issues

Market research and product design market research customer and survey data to inform new

product development

Market exclusion for vulnerable and

inherently unprofitable market segments

product development a/b testing of new digital and insurance

service designs

bias toward the existing customers of

incumbent firms

Pricing and underwriting Risk assessment (a) traditional data sources; e.g., customer

information, exposure data, and loss data to

estimate risk profile for groups of customers

(b) new forms of big data; e.g., behavioral

data, Internet of Things, telematics,

personal tracker data and Global

Positioning System to inform behavioral

analytics based on advanced machine

learning1

customer data increase the value of

algorithms, but the benefits may not be

shared with them

micro-segmentation may lead to the loss of

insurance pooling and exclude small

groups of high-risk customers (See

Cevolini, A. and Esposito, E., 2020. From

pool to profile: Social consequences of

algorithmic prediction in insurance. Big

Data & Society, 7(2), p.2053951720939228.

They too make the case that developments

in big data in insurance pose a threat to the

pooling paradigm)

an undermining of the risk-sharing

paradigm that has historically underpinned

insurance and a commensurate decline in

social solidarity

privacy and surveillance issues alongside

concerns over citizen autonomy

re-selling of data and personal data

commodification

pricing (a) machine learning to develop pricing

models that are based on customer groups

(b) micro-segment/personalized pricing

based on individual behavioral data

algorithmic bias and use of non-risk data in

pricing

pricing based on micro-segmentation is

difficult to explain because of the number of

variables and algorithmic complexity

social solidarity concerns information

asymmetry and related explainability

concerns

market exclusion from high pricing related

to extremely high risk of specific individuals

and micro-segments

(Continued on next page)
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Table 1. Continued

Insurance value chain Business process AI systems and big data Main ethical issues

Sales, distribution, and marketing sales and marketing digital marketing techniques based on the

dynamic analysis of online search behavior

potential to coerce customers into buying

unnecessary or expensive insurance and

the exclusion of vulnerable groups

customer acquisition and retention virtual assistant and chatbots that utilize

NLP and insurance ontologies to support

communication

potential for automation of incorrect or

harmful advice

atomization of offerings means that product

offerings become financial advice

biased selection of new customers

CRM CRM based on sophisticated

communication and analytics that are

based on advanced models of consumer

behavior and switching to new competitors

exploitation of customer characteristics

such as inertia and lack of knowledge

lock-in effects on customers may reduce

their propensity to search and find better

products and services, and risk of biased

and/or incorrect advice

behavioral analysis of customers behavioral risk analysis in insurance sectors

such as health and automotive

unintended consequences such as

customers gaming the system may lead to

unsafe behavior, e.g., exercising when

feeling ill, and being distracted by insurance

safety advice when driving

monitoring could develop into surveillance

increases information asymmetry between

consumers and insurance companies

E-service insurance policy management robotic process automation unfair bias in the rules-based processing of

policy documents, claims, and e-service

customer self-service through multiple

channels

NLP, voice recognition, insurance ontology

maps and virtual robots to facilitate

customer self-service and offer advice

excludes or discriminates against

customers with poor technology knowledge

and skills, and potential for incorrect advice

and guidance that could result in unsuitable

policy amendments and purchases

customer complaints automated resolution of a high proportion of

customer complaints through all marketing

channels

risk of algorithmic bias in the resolution of a

complaint to the detriment of specific

customer segments

(Continued on next page)
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from new customer acquisition to e-service, claims, renewals,

and product development. Hence, it is sometimes vital to

contextualize use contexts with an ethical lens because it is

only when the ethical problem is viewed within a meaningful

business and social context that the current, and potential future,

direction of AI technology can be explored and debated in a suf-

ficiently detailed and nuanced manner. An overview of AI appli-

cations in insurance is shown in Table 1. These applications

are numerous and represent the growing ecosystem of AI within

the insurance industry. The applications point to a variety of

front-end and back-end operations, from prediction to claims

handling.

The pricing and underwriting function is the obvious starting

point to explore BDA and AI applications and ethical issues

because this is the essence of insurance and is the gateway

for most consumers (and businesses) to insurance markets. A

variety of issues related to individual privacy and human auton-

omy, fairness, and the potential adverse effects on the insurance

industry itself are immediately apparent. The use and potential

misuse of data is central to these concerns. As to a suitable

approach to be adopted by both academic researchers and

indeed practitioners, the ethics ladder posited in Figure 1 sug-

gests a method that allows for analysis across the value chain.

This would commence with the data sources, move through to

the algorithms used, and finish with the actual products offered

to consumers. This model speaks to the distinct relational ontol-

ogies that exist across the ladder and would allow for the correct

stakeholders to be involved in decision making at the right stage.

AI technology exacerbates fundamental data concerns related

to privacy and surveillance because the nature of AI algorithms is

such that they have an insatiable appetite for more and more

data. In a previous era of ‘‘small data,’’ the cost of collecting,

storing, curating, analyzing, and sharing the results of sophisti-

cated data analyses across a distributed network of individuals,

devices, and organizations acted as a natural brake or control

mechanism for data use; the term big data only exists because

of radical improvements in computing performance, which

makes it economically feasible. Ethical issues that pertain to

the intersection between the use of BDA and the pricing/under-

writing function go beyond concerns over privacy and surveil-

lance regimes. One of the practices on the part of insurance en-

tities that relate to BDA is so-called non-risk pricing. For

example, insurers may use data to gauge your sensitivity to price

and your loyalty to an insurer as they use this as a part of a pricing

protocol. Thomas93 provides a good summary of the practice

that re-emerged as a controversy in a number of jurisdictions

(See Thomas, R.G., 2012. Non-risk price discrimination in insur-

ance: Market outcomes and public policy. The Geneva Papers

on Risk and Insurance-Issues and Practice, 37(1), pp.27–46). In

the Irish Republic, the Minister of State in the Department of

Finance with special responsibility for financial services, credit

unions, and insurance has promised to tackle this practice stat-

ing "Insurance companies have a duty to treat their customers

fairly and honestly (See https://www.independent.ie/business/

targeted-solutions-are-needed-to-help-reform-irelands-insurance-

sector-40083374.html)."

Algorithmic bias is also a function of data because the cali-

bration of an AI algorithm is determined by the dataset used

to develop it. If the training data have biases against protected

https://www.independent.ie/business/targeted-solutions-are-needed-to-help-reform-irelands-insurance-sector-40083374.html
https://www.independent.ie/business/targeted-solutions-are-needed-to-help-reform-irelands-insurance-sector-40083374.html
https://www.independent.ie/business/targeted-solutions-are-needed-to-help-reform-irelands-insurance-sector-40083374.html
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characteristics or are simply flawed in other respects, then

these characteristics are then built into the design of the new

BDA and AI system, resulting in unfair discrimination. In addi-

tion to the volume aspect of big data, the concepts of granu-

larity and relatedness are of crucial importance in an insurance

context.94 Granularity refers to the very fine level of detail that it

is possible to collect about someone’s characteristics and

behavior.95

To evaluate AI ethics in insurance, the specific purpose, or

business context, for which an AI system is designed, e.g., pric-

ing, to support or enable a business process, and market anal-

ysis, defines the context and tells us about the likelihood and

potential severity of harm.96 A holistic perspective must there-

fore be taken in any analysis of AI ethics that takes into account

the core AI technology of the algorithms, the datasets used in the

design and ongoing evolution of the application, and the

business/social context in which the technology is applied.

One important line of insurance business where we see a

convergence of both ethical and governmental concepts such

as fairness, discrimination, and harm is in motor insurance. The

potential for conflicts to exist between fairness and discrimina-

tion has been signaled by the Test-Achat case, heard by the

European Court of Justice in 2011, which made it impermissible

for insurance to price on gender grounds.
Since the inception of telematics in motor insurance, this fault

line between fairness and discrimination has been widely dis-

cussed. In some important ways, the evidential basis that tele-

matics offers for premium settings can be seen as increasing

fairness. Indeed, to build on the discussion of the Test-Achat

case, when annual mileage is taken into account, gender-based

variables decline in importance.97 Guillen et al., in their paper on

risk analysis, come to similar conclusions; however, the authors

also make the case for premium adjustment due to the learning

effect of driving long distances.98 The granularity of the data

introduced by telematics seems to preclude some forms of

discrimination. If a young female driver manages to drive with

care, this will be reflected in her premium, and she may not

just be discriminated against on the basis of age.99 Barry and

Charpentier also make the case that the behavioral data gath-

ered by telematics devices are more reliable than demographic

data.100 However, telematics and the associated data do bring

with them more general fairness issues around surveillance, au-

tonomy, and privacy. More specifically, there is a risk that drivers

will feel forced to cede data tomotor insurance in order to access

fairly priced insurance, which itself raises a question on con-

sumer autonomy.101

This discussion on telematics does raise issues that also are of

some importance to the developments in the health insurance
Patterns 2, 100362, October 8, 2021 7



Table 2. A hierarchical AI, data, and ethics model

Typical ethical problem associated

with each hierarchical level Ethical problem related to the complex system/levels of abstraction

Algorithmic bias:

Level 1 AI technology

the problem of algorithmic bias is best understood at the level of AI technology, because this

is where the algorithm is designed and trained, and where the intent is captured through a

combination of the initial design and training of the algorithm. At this technology level,

transparency relates directly to the design of the algorithm and the data that were used to

train it. This level is common to all AI technology and applies naturally to an insurance

system, where the data can be defined quite easily to a lay person. The design of the

algorithmmay bemore difficult to explain to non-experts but at least the nature of the ethical

issues can be positioned as a technical problem, rather than attempting to resolve it by

considering the more general, overall system. The array of data used can also be defined

clearly at level 1, which is easily understood by customers where even the most complex

data from health trackers and telematics can be described and explained in layman’s terms.

Issues of data compliance such as GDPR with respect to data usage and the utilization of

appropriate datasets can also be analyzed at this level

Surveillance:

Level 2 AI capabilities

surveillance of an individual is defined as intrusive monitoring and collection of personal

information to infer behavioral characteristics. The collection of data for the purpose of

insurance in one context could also potentially be misused by gleaning information about

the consumer that could be used in unrelated contexts. Of course, the close monitoring,

collection, and analysis of personal data can lead to significant benefits; e.g., to identify

early warning signs of health problems or to inform risk assessment. However, there is also

the real potential for surveillance where the monitoring and associated analytics become

intrusive and goes beyond what might be termed reasonable access to data for insurance

purposes. The right to protection from discrimination also relates closely to AI capabilities.

For example, analytics capabilities could infer data that relates to protected characteristics,

which should not use protected characteristics such as gender, race, or religion

Insurance exclusion:

Level 3 insurance technology

insurance exclusion that may arise from very fine, granular understanding of risk from

massive datasets and AI is an ethical dilemma because, on the one hand, better analysis of

risk gives lower pricing for some customers but may actually exclude others from the

market altogether. This is an ethical issue that relates most directly to risk, which is a

component service on level 3. The nature of insurancemeans that it should be accessible to

all in a society that values inclusion and peace of mind over events that simply cannot be

controlled or managed at the level of the individual. Examples of exclusion could be housing

that is at particular risk of flooding, or health problems that are uneconomic to insure. From

an AI perspective, it is much more likely that the massive datasets and associated AI

capabilities mean that insurance technology becomes much more adept at identifying and

distinguishing between groups, which means that the potential for exclusion increases in

line with this growth in sophistication of AI systems

Human autonomy:

Level 4 insurance products and services

human autonomy is a fundamental human right, and, in extremis, it can be argued that a

combination of highly detailed surveillance, combined with pro-active interventions on

behalf of the insurance firm, may influence human behavior to such an extent that it starts to

limit the autonomy of individuals to make their own decisions. Of course, this is a highly

difficult and complex issue to assess, but there is clearly a plausible case to answer when

one considers the sophistication, scale, and extent of potential insurance policy designs

that seek to change customer behavior to the benefit of the insurance firm. Of course, the

customer may also benefit, e.g., from increased exercise, safer driving, and better

protection of assets, and the issue becomes one of balancing the conflicting needs and

rights of stakeholders. The ethical issue of human autonomy is best considered at the

product-market level because this is where the customer uses the insurance service and

interacts with the insurance firm through a variety of interactive communication devices;

e.g., watch, smartphone, Internet, telematics devices, and smart sensors

a typical insurance example would be the problem of automated intervention in customers’

lives. Simple warning systems of increased heat and emission of particles that warn of a fire

are essential in smart buildings. In a driving situation, when pedestrians walk into the road

unexpectedly, an automated braking system can react much quicker than a human driver,

and this intervention prevents or reduces the amount of physical harm to the people

involved. However, when a health tracker moves from what appear to be simple nudges to

increase activity from a sedentary individual or to encourage intensive physical activity as

part of a health scheme to a more sophisticated and pervasive control mechanism, when

does this start to affect human autonomy in an unacceptable manner?

GDPR, General Data Protection Regulation.
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market. By way of further context, as part of the move to auto-

mated vehicles, we are likely tomove through a phase of techno-

logical development where the driving task is shared and where

the vehicle will gather biometric data to assess the readiness of

the human driver to resume control.16,68 Thus, we will see a

convergence in the type of data utilized in the motor insurance

market and the modern health insurance practices that use

data from such devices as Fitbit. This will introduce new data re-

gimeswhere health-based characteristics such as cognitive abil-

ities (for example, the ability to concentrate) are part of insurance

calculations. In the main, telematics is focused on behavior,

whereas the data gathered on levels 3 and 4 of automation will

include health status. This clearly has an ethical dimension and

could, for example, result in certain cohorts of older drivers

becoming uninsurable. The inability to purchasemotor insurance

would have negative effects in terms of mobility and employ-

ability.1 Similar concerns around the wider socio-economic

effects exist around device-derived health insurance data where

high-risk groups couldbe excludedor priced out of life insurance.

What is the role of data ethics in the context of
insurance?
The term data ethics is relatively recent and dates from the first

years of the twenty-first century. Its roots reside with the term in-

formation ethics, which, like its successor, is a hybrid of disci-

plines including philosophy, computer science, and the social

sciences. It concerns itself with the interface of the human with

the data realm and the need to preserve human dignity and

manage to change power relations.102 Implicit here are the

related concepts of access, transparency, fairness, equality,

and justice that are more commonly framed in terms of bias

and non-discrimination. More recently, in terms of industry and

the academy, we have seen the advent such of concepts as ethi-

cally aligned design, value alignment, and corporate digital re-

sponsibility (CDR) to mitigate risks posed by the commercial

use of big data. In the case of CDR, this

presupposes that ensuring the ethical design and uses of

digital technologies and related data is not solely a tech-

nological challenge (e.g., developing algorithms for ethical

reasoning). Rather, it requires organisations to develop a

comprehensive, coherent set of norms, embedded in their

organisational culture, to govern the development and

deployment of digital technology and data (See Lobschat,

L.,Mueller, B., Eggers, F., Brandimarte, L., Diefenbach, S.,

Kroschke, M., and Wirtz, J., 2021. Corporate digital re-

sponsibility. Journal of Business Research. 122, 875–888).

As Lobschat et al. suggest, there is a need for industry to inter-

nalize the need for the ethical reflection around the use and

indeed misuse of digital technologies.103 One of the more immi-

nent challenges relates to how to create sufficiently robust gover-

nance structures to achieve this aim and whether or not bespoke

entities will be required to address ethical concepts such as fair-

ness and non-discrimination. Such CDR-related values and

norms share some principles and goals with corporate social re-

sponsibility (CSR). CSR encompasses the economic, legal, and

ethical expectations that society has of organizations at a given

point in time, and we propose that a similar perspective is

inherent to any considerations of CDR as well.
Transparency and explainability
There are also the immanent problems of transparency and ex-

plainability. These are not new problems for the insurance in-

dustry or indeed for the area of financial services in general.

The dilemma of information asymmetry is well documented

and not unrelated to the vexed issue of mis-selling, which

has dogged parts of the European insurance industry over

the last decade.104–106 The new data asymmetry has become

one that offers significant commercial opportunities. Indeed,

given the global competitive market, the transformation is no

longer optional. Nonetheless, the data ethical consequences

may appear an unwelcome appendage in the context of com-

mercial competitiveness, but we maintain the accurate appli-

cation of data ethics can revitalize the core social benefits of in-

surance by supporting a balance of innovation informed by

accurate assessments of social relations. This can be achieved

by enabling transparency and explainability as necessary fea-

tures to increase the scalability and accessibility of insurance

products.

Conceptually, both explainability and transparency are related

to fairness and non-discrimination as they are, in many respects,

necessary prerequisites. Fairness here relates to the ethical

concept of distributive fairness, which is not just about whether

someone is offered insurance but about whether the allocation

of premium costs across a community of customers is fair.

Non-discrimination means discrimination is based on just rele-

vant risk factors and not on protected characteristics such as

gender, race, or ethnicity. To demonstrate fairness and non-

discrimination requires that AI algorithms should be transparent

and explainable. Transparency means that the information con-

tent and nature of the algorithm are visible. The Financial

Conduct Authority (FCA) distinguishes between model transpar-

ency and process transparency.107 Model transparency is

defined as the model code and the nature of the input-output re-

lationships. Process transparency is about the development and

use of the algorithm. We would add the dataset used to train the

algorithm and the use of customer information to the disclosure

of AI transparency because the training data and customer infor-

mation are in many ways of equal or greater importance than the

algorithm itself.

Explainable AI refers to the mechanism of how the logic

and rationale of the AI system are communicated to the

customer.108–111 There is increasing interest in explainability in

the context of AI and the digital economy.112,113 For insurance

products, which are often underpinned by complex processes,

the advent of AI and BDA does present further risks around

how consumers understand pricing and the availability of insur-

ance products. Explainability is seen as a key building block in

the construction of the ethical use of big data and AI and offers

mitigating effects around power and information asymmetries.

Note that there is some debate about the distinction between

explainability and interpretability.114 In this paper, the term ex-

plainability refers to the communication from the owner of the

AI system to stakeholders, and interpretability is concerned

with the social interpretation of that explanation within the spe-

cific context of that individual/stakeholder.

How do explanations work is a key starting point in thinking

about AI and digital ethics more generally. For Lewis,115
Patterns 2, 100362, October 8, 2021 9
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To explain an event is to provide some information about

its causal history. In an act of explaining, someone who is

in possession of some information about the causal his-

tory of some event — explanatory information, I shall call

it — tries to convey it to someone else.

Causation then is central. For instance, in the context of insur-

ance, explaining to an individual consumer why she or he was

denied cover requires satisfying the why question, which in-

volves explaining cause. When we add in a layer of digital tech-

nology into sets of causation, explanatory tasks become more

difficult. There are black box elements to AI and BDA, which

may make causation opaque and difficult to establish.

The configuration and nature of stakeholders around the insur-

ance industry is an important consideration.KuoandLuptonposit

a process for explaining the use of machine learning in insurance

pricing, but it is directed at regulators and other insurance profes-

sionals.20 The ability to generate interpretable AI/machine

learningmodels for regulators is necessary. That said, the degree

to which other stakeholders are able to understand the cause of a

decision is likely to vary quite widely. Explainability and transpar-

ency are functions that are likely to be shared between different

entities with insurers, supervisors, and civil society groups all

involved.

For insurance consumers, explanations may function best

when contrastive; that is to say, when they are sought in the

context of other counterfactual cases. To give a more concrete

case, why is a particular risk not deemed acceptable instead of

being insurable? As Miller points out, explanation is both a pro-

cess and a product, and why people ask for explanations is an

important consideration.116 There is a consensus that both

transparency and explainability are necessary for trust, which

goes to the heart of good governance in financial services. In-

surance pricing and risk selection are such that absolute trans-

parency may not always be possible, but some degree of

explainability is necessary for maintaining trust and assisting

in keeping fairness at the heart of the operation of the insurance

industry.
A hierarchical ethicsmodel of AI systems and big data in
insurance
A major barrier in making sense of AI insurance systems is

defining what is actually meant by AI and big data in an insurance

context. The AI system is often treated as a discrete technical

system or even as a black box, which presents an almost intrac-

table problem because it is so complicated and therefore difficult

to explain. However, it is possible to define this new wave of

technology in conceptual terms that make it much more

amenable to analysis and discussion with respect to ethics. In

part, this paper is driven by a desire to situate more accurately

efforts toward the governance and ethical oversight of AI and

big data analysis. We posit the context here as being constituted

by four levels: at a product-market level, i.e., the insurance mar-

ket; at the level of InsurTech, which is embedded within the op-

erations of insurance companies; at the level of human-like AI

capabilities, which underpin InsurTech; and lastly at the level of

the AI system itself. The last level addresses the need for a

detailed examination of how algorithms function and are trained

by big data and facilitate the exploration of phenomena such as
10 Patterns 2, 100362, October 8, 2021
algorithmic bias. The proposed hierarchical model of AI in insur-

ance is shown in Figure 1.

The structure of the model is based on the logic of a system

where the high-level insurance product can be conceptualized

as a set of sub-systems that can, in turn, be broken down into

more detailed components. This idea of complex systems,

composed of organizational and technical systems in a multi-

level structure, is central to the engineering discipline.117 In this

paper, insurance is conceptualized as a complex system that in-

corporates complex relations across technical and social sys-

tems. A systems view is analogous to the levels of abstraction

viewpoint of Floridi.62 The idea of appealing to layers and levels

is common in elucidating different ethical contexts of technolog-

ical applications and use cases. It has, in recent times, in the

context of socio-technological and ethical analysis, become

popularized by Floridi62 but speaks to a wider methodological

discourse.118,119

The broad argument for taking this approach is that, to under-

stand insurance and the ethical issues related to it, it is necessary

to be explicit about the definition of insurance products and ser-

vices, including the specific role of digital and AI technologies

and the use of BDA. It is therefore inadequate to simply consider

ethical issues using the high-level product-marketing concept of

insurance (level 4), and, instead, it is necessary to explore the

sub-systems or layers beneath the product to understand the

detailed mechanisms of how the technical and social systems

interact to create an insurance service.

There are four levels in the model: (1) AI technology, (2) AI ca-

pabilities, (3) insurance technology, and (4) insurance products

and services. The conceptual model can be applied in a top-

down manner, starting with an insurance service, or in a more

inductive manner, starting with the AI technology. Taking an

inductive approach, the AI technology described in terms of al-

gorithms and data is the core of modern insurance service and

represents the design and intent of the overall system. This level

includes the digital technology, sources of data, the initial AI

design, the process of training the algorithm, and the related dig-

ital technologies necessary to locate and instantiate the core AI

technology within a broader digital and business context.

Fundamentally, AI technologies create capabilities that are ex-

pressed as skills, which are shown in level 2 of the model. AI

capabilities are described in terms of human-behavior charac-

teristics, which then form the basis for insurance-specific tech-

nology shown in level 3. Insurance technology is a broad term

that captures component business processes and services

that are recognizable to insurance professionals and customers

alike. Insurance technology comprises discrete insurance pro-

cesses such as smart policy records management, or the devel-

opment of a risk score, and component insurance services such

as robo-advice, accident prevention, and e-service for policy

amendments. For example, e-services connect customers with

the insurance company and allow them to manage their ongoing

relationships by amending their policies, renewing services, and

making claims. Pricing is a core insurance activity and can be

defined as a distinct business process, which is underpinned

by AI capabilities in level 2 and core AI technology in level 1.

Insurance products and services in level 4 are based on an

arrangement of insurance technologies to create recognizable

insurance products such as car, house, and health insurance.
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These component processes and basic insurance services can

be applied to all forms of insurance and create the building

blocks for insurance products, which is the highest level in the

model. Insurance products and services define insurance in

product-marketing language; that is, insurance products that

cover health, automotive, and property, which can be bought

and used by consumers in a competitive market.

The importance of the model is 2-fold. First, it relates AI tech-

nology and BDA to insurance products through the intervening

levels of AI capabilities and insurance technology. Second, it is

immediately apparent that ethical issues can be better under-

stood by relating them to specific level(s) in the model. This al-

lows any ethical analysis to be context aware, which speaks to

one of the key messages we wish to communicate in this paper;

namely, the importance of the relations that exist around the AI

(Table 2). A brief overview of different types of ethical issues

and how they can be related to each of the levels in the model

is described in Table 1.

DISCUSSION

The model has been illustrated with a range of typical insurance

applications and related ethical problems and dilemmas. Each

problem has been situated at the most appropriate level to

generate insight into the nature of the ethical issues and the likely

approaches to resolving or at least mitigating them. Of course,

most ethical problems are multi-level problems, but there is usu-

ally an obvious starting point that corresponds most closely to

the nub of the issue. Similarly, insurance exclusion is best under-

stood by focusing on pricing outcomes to explore how this af-

fects different segments or even individuals from an insurance

population.

The multi-level concept is important because it illustrates the

complexity of ethical issues in insurance while also providing a

mechanism to analyze the situation in a systematic and logical

manner. There is also the additional factor of stakeholders

because the ethical issues may look quite different from the

perspective of a regulator versus a customer.

An example of a multi-level problem from the perspectives of

different stakeholders is the difficult issue of transparency and

explainability. For a regulatory body that is interested in the

detailed mechanisms of a risk model, a comprehensive evalua-

tion of AI technology (level 1) and an explanation of how the out-

puts from the AI algorithm are subsequently used for analytics

(level 2), pricing (level 3), and personalized marketing (level 4)

would be vital. For a consumer, it could be adequate to be given

an overview of the logic of the algorithm and the type of data that

are required (level 1); the logic of the pricing model (level 3), e.g.,

based on a driving safety score; or a counterfactual explanation

that illustrates how changes in customer attributes and behavior

change the pricing, and to experience the product through a

continued communication (level 4). The general point here is

that the multi-level structure provides a framework for analyzing

and evaluating ethical problems from a purely technical perspec-

tive on level 1 all the way through to the product-market level,

where the interactions between the insurance provider and the

customer take place. It also allows a focus on a particular insur-

ance technology, such as accident prevention or e-services, and

can be employed by different stakeholder groups.
Although we posit the value of understanding specific con-

texts and the importance of a particular set of relations, there

is a need to keep in view the more macro elements in terms of

more general impact. Procedural fairness is concerned with

whether the overall design, captured by the concept of proced-

ures, and whether the design is applied equally to everyone. In

terms of the model, procedural fairness is defined by the way

in which the AI technology level operates, how the AI capabilities

are applied to solve a particular insurance problem, the manifes-

tation of AI capabilities in core insurance processes, and the use

of the service in a market. That is, procedural ethics is best

described as a multi-level problem because the description

and explanation of a set of procedures depend on an under-

standing of how each of the levels in the model operates inde-

pendently and also in terms of how they interact with each other

to generate an outcome.

The use case here is insurance, but the hierarchical model can

be applied more generally to business ethics problems because

the ethical issues and solutions, or at least methods to mitigate

them, can be explored using the four levels, which are generic

to the design and use of AI systems in a business context. It

can also be used by different stakeholders.

Some conclusions
This piece speaks to wider debates on technological ethics,

which includes, among others, Sheila Jasanoff,120 Luciano Flo-

ridi,59,61,121 and, of course, Shannon Vallor.26 Our article offers

a specificity born out of questions regarding BDA and AI in insur-

ance business models and EIOPA’s work on digital ethics in in-

surance. Both combine to offer an empirical basis for discussion.

The expert group examined not only the fairness concept around

pricing and underwriting but also the necessary governance re-

gimes that will need to be put in place to safeguard the interests

of stakeholders. This, to some extent, chimes with both virtue

ethics perspectives and that of relational ontology-based ap-

proaches as both demand an understanding of context. The

contextual element of the paper is also expanded in the pro-

posed hierarchical ethics model, which illustrates how the core

AI technology is developed through a series of levels to result

in a product-market context where the insurance services are

used and where the interactions between insurance firms and

customers take place.

If we consider these issues from a task perspective (in this

case, the regulation of financial services), it is clear that different

ethical theories do offer degrees of usefulness. For example, the

utilitarian perspective complements risk- or harm-based ap-

proaches in the regulation of the insurance industry, while the

focus on conduct in the industry does put one in mind of virtue

ethics. Somewhat paradoxically, perhaps, this quite specific

case of the need for ethical behavior set around the introduction

and use of BDA and AI in insurance points to the need for inclu-

sive methods that transcend traditional schools of thought. A

focus on the tasks of the EIOPA Expert Group on Digital Ethics

brings into relief the distinct elements that are required for better

and more ethically informed decision making in high-value data-

centered industries.

As a group, we were aware of the need for better explainability

in order to flatten power relations between consumers and finan-

cial institutions and tackle the information asymmetries.
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Governance was seen as an important element in terms of pro-

cess and responsibility. There remains a particular challenge

around the issue of agency and conduct. The creation of AI

and BDA systems is a distributed task that includes different

types of insurance professionals, technology, and data special-

ists. The systems and the outputs can be somewhat opaque

both within insurance organizations and to regulators and other

stakeholders. Given the profundity of the changes being brought

about, there may be a need for novel forms of oversight, perhaps

even the introduction of bespoke digital ethics committees. That

said, it is evident that a strategic governance regime combining

several governance instruments is the most optimal response. A

strategy could involve supporting more informed decisions for

stakeholders developing and delivering insurance products

and supporting more informed decision making for customers.

The industry could achieve this by supportingmore transparency

and explainability regarding machine decisionality, automation,

risk profiling, and customer data in pricing and delivering insur-

ance products and services.
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