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ABSTRACT

Cellular matter can be spatially and temporally organized into membraneless biomolecular condensates. The current thinking is that these
condensates form and dissolve via phase transitions driven by one or more condensate-specific multivalent macromolecules known as scaf-
folds. Cells likely regulate condensate formation and dissolution by exerting control over the concentrations of regulatory molecules, which
we refer to as ligands. Wyman and Gill introduced the framework of polyphasic linkage to explain how ligands can exert thermodynamic
control over phase transitions. This review focuses on describing the concepts of polyphasic linkage and the relevance of such a mechanism
for controlling condensate formation and dissolution. We describe how ligand-mediated control over scaffold phase behavior can be quanti-
fied experimentally. Further, we build on recent studies to highlight features of ligands that make them suppressors vs drivers of phase sepa-
ration. Finally, we highlight areas where advances are needed to further understand ligand-mediated control of condensates in complex
cellular environments. These advances include understanding the effects of networks of ligands on condensate behavior and how ligands
modulate phase transitions controlled by different combinations of homotypic and heterotypic interactions among scaffold macromolecules.
Insights gained from the application of polyphasic linkage concepts should be useful for designing novel pharmaceutical ligands to regulate
condensates.

VC 2021 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0050059

TABLE OF CONTENTS
I. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
II. POLYPHASIC LINKAGE . . . . . . . . . . . . . . . . . . . . . . . . . . 2
III. RELEVANCE OF POLYPHASIC LINKAGE . . . . . . . . . 3
IV. MEASURING THE EFFECTS OF LIGANDS

ON SCAFFOLD PHASE SEPARATION . . . . . . . . . . . . . 4
V. FEATURES OF LIGANDS THAT ARE IMPORTANT

FOR CONTROL OF SCAFFOLD PHASE BEHAVIOR . 5
VI. LIGANDS AS THERAPEUTICS . . . . . . . . . . . . . . . . . . . . 7
VII. NEW DIRECTIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

A. Ligand effects on condensates that are driven
by heterotypic interactions . . . . . . . . . . . . . . . . . . . . 8

B. Ligand effects on condensates that are driven
by homotypic and heterotypic interactions. . . . . . . 10

C. Networks of ligands . . . . . . . . . . . . . . . . . . . . . . . . . . 10
D. Annotating condensate proteomes to identify

ligands and predict their effect on scaffold phase
behavior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

VIII. CONCLUSIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
AUTHORS’ CONTRIBUTIONS . . . . . . . . . . . . . . . . . . . . . . . . 13

I. INTRODUCTION

Membraneless biomolecular condensates provide spatial and
temporal organization over cellular matter, specifically proteins and
nucleic acids.1–4 Condensates form in response to different stimuli
that activate or repress gene expression, translation, transcription, pro-
tein degradation, or epigenetic modifications.1,5–11 Likewise, the
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dissolution of condensates involves a combination of active and regu-
latory cellular processes.12 Spontaneous phase transitions are driven
by key, condensate-specific, multivalent molecules that are known as
scaffolds.1 Scaffold molecules are required for condensate forma-
tion.13,14 This implies that a knockout of a scaffold molecule must lead
to the abolishment or large-scale disruption of condensate forma-
tion.15 Recent studies have shown that condensates such as nucleoli,
nuclear speckles, germline granules, signaling bodies, processing bod-
ies (P-bodies), and stress granules form and dissolve via reversible
phase transitions of condensate-specific scaffolds, which can be multi-
valent proteins, nucleic acids, or both.8,13,14,16–19 Are there ways for
cells to exert thermodynamic control over phase transitions driven by
scaffolds? This question, which is the focus of the current review,
brings us to the topic of polyphasic linkage, a theory formulated by
Wyman and Gill that explains how binding and linkage relations lead
to control over phase transitions through ligand binding.20 The con-
cept of polyphasic linkage, formalized by Wyman and Gill, arose, in
part, from the work of Rupley, who developed a framework for under-
standing how changes to protein solubility are affected by small mole-
cules that enable protein crystallization.21

Scaffolds are biological instantiations of associative polymers,
defined by a multivalence of attractive groups known as stickers.22–26

Associative polymers can undergo two types of phase transitions, viz.,
phase separation and percolation.23,24,26,27 Linear or structural interac-
tion motifs within scaffolds are the stickers that form reversible physi-
cal crosslinks with one another.28,29 These crosslinks involve a
combination of short- and long-range interactions that span a range of
interaction strengths.28,30,31 The overall valence of stickers is deter-
mined by the total number of stickers and the coordination number
per sticker.29 Reversible crosslinks among stickers give rise to con-
nected networks of scaffolds. Above a threshold concentration known
as the percolation threshold, cperc, the network of crosslinks becomes
system spanning, and the underlying transition is known as
percolation.27,29

The interplay of polymer–polymer and polymer–solvent interac-
tions controls a second type of transition, known as phase separation.
This is a density transition, whereby a polymer solvent mixture, under
the appropriate solution conditions, separates to form a dilute
polymer-deficient phase and a dense, polymer-rich phase that coexist
with one another.27,32,33 The concentration threshold above which
phase separation occurs is denoted as csat, and the concentrations in
the coexisting dilute and dense phases are denoted as cdil and cden.
Note that csat and cdil are the same for a binary mixture of polymer
plus solvent. For associative polymers, it is often the case that cden is
greater than cperc.

23,28 Accordingly, the associative polymers form a
droplet-spanning percolated network, and the timescales associated
with the making and breaking of crosslinks will determine the time-
scales over which the condensate behaves like an elastic vs viscous
material.22,29 As a result, condensates that form via phase separatio-
n–aided percolation transitions are best described as networked visco-
elastic materials.34

If only one type of multivalent macromolecule (hereafter referred
to as a scaffold1) is necessary and sufficient to drive condensate forma-
tion, then the interactions that drive phase transitions are effectively
homotypic in nature. In a plane defined by scaffold concentration and
interaction strength, a phase boundary or binodal delineates the region
where phase separation is realized [Fig. 1(a)]. Phase separation can be

controlled by changes to temperature, pressure, pH, salt, or other exci-
pients.35–39 When more than one type of scaffold is necessary for driv-
ing phase separation, then a blend of homotypic and heterotypic
interactions or purely heterotypic interactions will be involved.8,40 In
such cases, for a fixed set of solution conditions, the phase boundary is
constructed in the hyperplane defined by the concentrations of all the
relevant scaffold molecules. A schematic of such a phase boundary is
shown in Fig. 1(b) for the case where two scaffold molecules drive
phase separation. In this case, the concentrations of scaffolds A and B
in the dilute and coexisting dense phase will change with the input
stoichiometric ratio of the two types of molecules.

Condensates typically contain hundreds of distinct types of mac-
romolecules, and yet only a handful of macromolecules appear to be
scaffolds that drive condensate formation.15,41,42 This implies that a
vast majority of the molecules that makeup condensates are non-
scaffold molecules.13,43 Some of the non-scaffold molecules are ligands
that preferentially bind to scaffold molecules across the phase bound-
ary.20,44 Preferential binding quantifies the relative affinity of ligands to
sites on scaffold molecules within the dense vs dilute phase.
Specifically, phase separation is weakened if the ligand prefers to bind
to sites on the scaffold in the dilute phase vs the dense phase.
Conversely, phase separation is strengthened if the ligand prefers to
bind to scaffold sites in the dense phase when compared to scaffold
sites in the dilute phase. The extent to which phase separation is weak-
ened or enhanced by specific types of ligands can be put on a quantita-
tive footing using the framework of polyphasic linkage.20,44,45

II. POLYPHASIC LINKAGE

The establishment of a phase boundary and the emergence of
two or more coexisting phases arises from a thermodynamic instability
in the one-phase system. In this situation, the overall free energy is
minimized by setting up coexisting phases. In the case of two coexist-
ing phases, there is one phase boundary, and the compositions and
densities of the phases are governed by conditions for chemical and
mechanical equilibria across the phase boundary. Chemical equilib-
rium is achieved by equalizing the chemical potentials of all compo-
nents across the phase boundary.1,46,47 Equalizing the chemical
potential of the macromolecular scaffold in the presence of a ligand
(denoted as L), leads to an expression for cdil that is written as follows:
cdil;L ¼ cdilðPdilPden

Þ.20 Here, cdil,L is the concentration of the macromolec-

ular scaffold in its coexisting dilute phase, measured in the presence of
the ligand L whereas Pdil and Pden are the binding polynomials that
describe the binding of the ligand to the sites on the scaffold in its
dilute vs dense phase, respectively. A ligand can interact with one or
more sites on the scaffold in either the dilute or dense phase. If
we assume that the ligand binds scaffold sites independently within
each of the phases, then the binding polynomials are written as:

PX ¼ 1þ
Pnb;X

i¼1 bðXÞi aiL;X. Here, X is either dil or den depending on
whether we are referring to the dilute or dense phase, respectively; nb,X
is the number of scaffold sites available to the ligand in phase X; the

parameters bðXÞi denote the ith order binding constants in phase X;
and aL,X refers to the activity of the ligand, which is the concentration
of free ligand in phase X.

The ligand is a passive client if it binds equivalently to sites on
scaffolds in the two coexisting phases, i.e., if Pdil¼ Pden. This would
imply that the sites to which the ligand binds are equivalent in identity
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and affinity across the phase boundary. The ligand is a suppressor of
phase separation if Pdil > Pden, implying that cdil,L > cdil. This happens
when the overall affinity of the ligand is stronger for sites on the scaf-
fold in its dilute phase when compared to sites on the scaffold in its
dense phase. Conversely, the ligand is a driver of phase separation if
Pdil < Pden, implying that cdil,L < cdil because the ligand binds prefer-
entially to scaffold sites in the dense vs the dilute phase. Whether a
ligand is a passive client, or a suppressor vs driver of phase separation
can be discerned by measuring and comparing the values of cdil and
cdil,L (Fig. 2).

III. RELEVANCE OF POLYPHASIC LINKAGE

Through their preferential binding effects, ligands can weaken or
enhance the driving forces for phase separation of scaffold molecules.
Accordingly, one way to regulate phase separation in cells is to have
the saturation concentration of scaffolds be above the endogenous lev-
els of these molecules within cells. The expression of a suitable driver
ligand will lower the saturation concentration of the scaffold, thereby
enabling phase separation.48 This type of ligand-mediated condensate
formation also works in the opposite direction, whereby the expression
of a suppressor ligand can destabilize and dissolve a pre-formed

FIG. 1. Phase boundaries for a single scaffold system driven purely by homotypic interactions and a system comprising of two co-scaffolds where phase separation is driven
purely by heterotypic interactions. (a) For the single scaffold system, the scaffold phase behavior can be described as a function of scaffold concentration and some measure
of interaction strength, usually temperature. The binodal (black line) denotes the boundary between the one-phase (green region) and two-phase (yellow region) regimes. For
points within the binodal, the system separates into two co-existing phases: a dilute (dil) scaffold-poor phase and a dense (den) scaffold-rich phase. The concentration of the
scaffold in the dilute phase (cdil) is given by where the tie line (dashed line) crosses the left arm of the binodal and the concentration of the scaffold in the dense phase (cden) is
given by where the tie line crosses the right arm of the binodal. When phase diagrams are drawn as a function of temperature on the y-axis, the tie line is horizontal. This
implies that at a given temperature, regardless of the input scaffold concentration (1, 2, or 3), the system separates to the same cdil and cden values. However, the volume of
the dense phase increases as the input scaffold concentration increases. It is important to remember that the tie lines are not necessarily horizontal if interaction strength is
modulated by changing pH or salt concentration. (b) For the system with two co-scaffolds, the phase behavior for a given set of solution conditions is given by a function of the
concentration of scaffold A (blue) and the concentration of scaffold B (red). For purely heterotypic interactions, the binodal is a closed loop, where cAdil and cBdil denote the
scaffold A and B concentrations in the dilute phase and cAden and c

B
den denote the scaffold A and B concentrations in the dense phase. Tie lines (dashed lines) show the corre-

sponding dilute and dense phase scaffold concentrations associated with three representative input concentration conditions (1, 2, and 3). In both (a) and (b), the boxes to the
right of the phase diagrams show the relative size and composition of the two phases given an input concentration condition of 1, 2, or 3. Lighter colors denote lower concen-
trations and darker colors denote higher concentrations.

FIG. 2. Schematic of polyphasic linkage.
Ligands that bind preferentially to sites on
the scaffold in the dilute phase (ligand 1)
suppress phase separation by increasing
cdil. In contrast, ligands that preferentially
bind the scaffold in the dense phase
(ligand 2) promote scaffold phase separa-
tion by decreasing cdil. Here, the black tri-
angle denotes the input scaffold
concentration, and the blue Pac-Men rep-
resent stickers within the scaffold mole-
cule that drive phase separation.
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condensate.49,50 The presence of diverse arrays of ligands, whose con-
centrations and binding activities might regulate condensate formation
or dissolution, suggests that multiple cellular knobs—in the form of
ligand concentrations—can be turned to enable ligand-responsive con-
densate formation and dissolution.

IV. MEASURING THE EFFECTS OF LIGANDS
ON SCAFFOLD PHASE SEPARATION

For scaffolds that drive phase separation through homotypic
interactions, the driving forces for phase separation for a given set of
experimental conditions are quantified by measuring the coexisting

concentrations of the scaffold in the dilute (cdil) and dense (cden)
phases. Measuring how cdil and cden are impacted as a function of
ligand concentration for different ligand types provides a direct read-
out of how ligands influence the phase separation of scaffold molecules
[Fig. 3(a)].44

A variety of methods can be brought to bear on measuring the
desired concentration thresholds in the absence and presence of
ligands.28,31,51–53 Microscopy provides a yes/no answer for whether
phase separation is realizable at a given set of solution conditions and
concentrations [Fig. 3(b)].8,15,54 To assess the regulatory effects of a
ligand, the two concentrations to titrate are that of the scaffold and the

FIG. 3. Measuring how ligands affect scaffold phase behavior. (a) To quantify how a ligand affects scaffold phase behavior, we need to measure the scaffold concentration in
the dilute and dense phases in the absence and presence of the ligand of interest. If cdil increases, then it implies that the ligand suppresses scaffold phase separation. If cdil
decreases, then it implies that the ligand promotes scaffold phase separation. (b) Different types of measurements can be deployed to measure cdil and/or cden in the absence
and presence of a ligand. Schematics shown here depict the use of microscopy, measurements of turbidity, and measurements of fluorescence intensities within and outside
condensates. The latter takes advantage of fluorescently labeled scaffold molecules.
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ligand of interest. Turbidity measurements, performed as a function of
scaffold concentration, in the presence vs absence of ligands, provide a
quantitative assessment of cdil [Fig. 3(b)].

28,31,37,52,55 However, this
method is sensitive to many types of assemblies, and therefore it
should be supplemented with microscopy to assess condensate
formation.51,52

Fluorescently labeled scaffolds can be used to measure cdil and
cden in vitro or in cells. Here, standard curves help with the conversion
of fluorescence intensities within dilute and dense phases into esti-
mates of cdil and cden, respectively [Fig. 3(b)].

14,31,56 Being able to mon-
itor how phase boundaries shift as the expression levels of ligands are
altered in cells will be important for understanding biologically rele-
vant condensate regulation. In this context, optogenetics tools,57

whereby phase separation is activated by blue light and condensate
formation is monitored using fluorescently labeled molecules, provide
a tunable way to assess in-cell phase separation.17,40,58 Here, light acti-
vation effectively increases the valence of the scaffold by allowing
light-sensitive domains to oligomerize. As these methods become
widely used and readily deployable across different cell lines, it will be
feasible to investigate how networks of ligands impact the phase
behaviors of various types of macromolecules that serve as scaffolds
for different types of condensates.

Centrifugation has also been utilized to determine scaffold con-
centrations in the dilute and dense phases in the absence of
ligand.28,31,53 However, because this method depends on an absor-
bance or fluorescence signal to measure concentrations it requires that
the scaffold have a distinct signal from the ligand. Otherwise, the mea-
sured concentration would be a convolution of both the scaffold and
ligand concentrations. The use of microfluidics methods to measure
cdil and cden is in its early stages,59 although impressive advances have
been made recently.60,61 These methods provide the benefits of using
smaller volumes, thereby increasing the number of samples that can
be assessed independently.59,62 No matter the methods one uses, the
goal is to measure cdil and cden of scaffold molecules in vitro or in cells,
in the absence and in the presence of the ligand of interest.

Often it is easier to measure cdil, compared to cden, using colorim-
etry, turbidity, or spectrophotometry methods. Additionally, the parti-
tion coefficient (PC) of the scaffold molecule in relative quantities is
readily accessed using fluorescent measurements. PCs are defined as
the concentration of the molecule in the dense phase divided by the
concentration of the molecule in the coexisting dilute phase.13 One
can extract an estimate for cden from knowledge of PC and cdil, deter-
mined from a complementary method, because PC¼ (cden/cdil). For a
scaffold, whose phase behavior is governed by homotypic interactions,
the value of PC should stay fixed and not change with changes to the
total concentration of the scaffold. Although the scaffold PC is a func-
tion of the two thermodynamically relevant quantities that describe
scaffold phase behavior, it is worth noting that the scaffold PC value
itself is not unique, and any errors in the measurements of individual
concentrations will be compounded in this value. Thus, reporting scaf-
fold PCs along with the actual concentrations of the scaffold in the
dilute and dense phase will yield a more complete description of the
scaffold phase behavior.

PCs can also be quantified for ligands. This provides a route for
profiling the complex compositions of condensates.7,13–15,17,63

However, recent studies have shown that the PCs of ligands are depen-
dent on more than just the relative scaffold concentrations in the two

phases.43,45 Specifically, the ligand PC depends on the affinity of the
ligand for the scaffold and the total ligand concentration. Accordingly,
the PC of a ligand lacks a one-to-one mapping to the scaffold cdil.
Therefore, it is the effects of ligand concentrations on cdil and cden of
scaffolds that proves to be informative rather than the PCs of ligands,
which even though readily accessible, are uninformative regarding the
effects of ligands on scaffold phase behavior.

For condensates that are formed by heterotypic interactions of n
scaffolds, the phase behavior is defined by an n-dimensional phase dia-
gram with the phase boundary defined by the concentrations of each
of the scaffolds in the dilute and dense phases.40 According to the
Gibbs phase rule, for fixed temperature and pressure, such systems
can form a maximum of n different coexisting phases. This creates
additional complexities to the problem of discerning how ligands
impact phase boundaries.29 An example of a phase boundary for a sys-
tem with two scaffolds that drive phase separation through heterotypic
interactions is shown in Fig. 1(b). For such systems, the effects of
ligands on phase separation are determined by measuring the dilute
and dense phase concentrations of both scaffolds in the presence of
the ligand [Fig. 3(a)]. Yang et al.15 used this approach to determine the
effect of stress granule components on the phase behavior of G3BP1/2
and RNA, the two main scaffolds of stress granules.15 Ghosh et al. sim-
ilarly measured how the phase behavior of a poly-SH3:poly-PRM sys-
tem was regulated by different ligands.43 They showed that ligands can
generally be classified into three types of regulators: direct interaction
promotors, direct interaction suppressors, and volume-exclusion pro-
motors. In Sec. V, we summarize the set of rules that have emerged
from recent studies that help identify the features of ligands that con-
tribute to their ability to suppress or promote scaffold phase
separation.

V. FEATURES OF LIGANDS THAT ARE IMPORTANT
FOR CONTROL OF SCAFFOLD PHASE BEHAVIOR

In its simplest formalism, polyphasic linkage makes the implicit
assumption that ligands do not change the concentrations of scaffolds
within dense phases.20 Computational studies suggest that this
assumption holds for ligands that promote phase separation and the
ligand-to-scaffold concentration ratio does not greatly exceed one.45

Further, the theory does not provide a set of rules regarding ligand fea-
tures that lead to the suppression vs promotion of scaffold phase sepa-
ration. These considerations are important for building on the
polyphasic formalism to design ligands that control scaffold phase
behavior in a prescribed manner. Numerical simulations help fill this
void, and this has been demonstrated by the development and deploy-
ment of different flavors of coarse-grained models.43,45,64,65 In these
models, scaffolds are described using stickers-and-spacers architectures
whereby scaffolds are modeled either as patchy particles [Fig. 4(a)] or
linear polymers [Fig. 4(b)].27,66 Stickers are sites or motifs that engage
in specific inter-scaffold physical crosslinks that are reversible. Spacers
are interspersed between stickers, and the solvation preferences of
spacers, specifically their excluded volumes (also referred to as effective
solvation volumes), determine whether phase separation aids percola-
tion or if phase separation is destabilized such that percolation occurs
without phase separation.27,67

In general, phase separation driven by homotypic interactions
among scaffold molecules can be regulated by the following features of
ligands: (1) the relative valence of specific binding sites on ligands vs
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the sticker valence of scaffolds, (2) whether the ligand sites bind to
sticker vs spacer sites on the scaffold, (3) the relative affinities of inter-
scaffold interactions vs scaffold-ligand interactions, and (4) the relative
concentrations of scaffold to ligands [Fig. 4(c)]. It is worth noting that
our findings and the rules we summarize below are strictly true if the
sticker valence does not change upon forming a condensate or ligand
binding. Accordingly, the rules we summarize are valid in the absence
of ligand-induced conformational changes or changes to assembly
states that alter the intrinsic valence of stickers.

Working within the caveats stated above, monovalent ligands
suppress scaffold phase separation regardless of whether they bind
specifically to scaffold stickers or spacers.45 For monovalent ligands
that bind scaffold stickers, suppression occurs through direct binding
and thus competition with scaffold–scaffold interactions. Monovalent
ligands that bind scaffold spacers suppress scaffold phase separation
by enhancing the excluded volumes of spacers.27,45 Multivalent ligands
that bind to scaffold stickers, but have a lower valence than the scaf-
fold, generally suppress scaffold phase separation by replacing some of
the inter-scaffold crosslinks with ligand–scaffold crosslinks.45,65

However, the relative strengths of the scaffold–ligand and scaffold–
scaffold interactions also contribute to the impact of multivalent
ligands. Specifically, as the scaffold–ligand interaction affinity increases
past that of the scaffold–scaffold interaction, the suppressing effect of
multivalent ligands that bind stickers is weakened, and these ligands
may even promote scaffold phase separation.45,64 Multivalent ligands
that bind specifically to scaffold spacers promote scaffold phase sepa-
ration by contributing additional crosslinks among scaffold mole-
cules.45,65 However, at high ligand concentrations, even multivalent
ligands that bind specifically to scaffold spacers can start to dilute

scaffold–scaffold interactions and eventually suppress scaffold phase
separation [Fig. 4(c)].45

Multivalent ligands that bind to sticker and spacer sites can fea-
ture a large range of regulatory effects that are dependent on the rela-
tive affinities of the ligand–scaffold sticker, ligand–scaffold spacer, and
scaffold–scaffold interactions.45 For the case of a divalent ligand where
one site binds specifically to scaffold stickers and the other site binds
specifically to scaffold spacers, one can realize an array of modulatory
behaviors through ligands. If both types of ligand–scaffold interactions
are weaker than the scaffold–scaffold interaction, then the ligand does
not change the drive of the scaffold to undergo phase separation. In
contrast, if the ligand–scaffold interaction involving scaffold stickers is
stronger than the other interactions, the ligand suppresses scaffold
phase separation. Finally, if the ligand–scaffold interactions are greater
than or equal to the scaffold–scaffold interactions or the ligand–scaf-
fold spacer interaction is the strongest, then the ligand tends to pro-
mote scaffold phase separation. However, at high ligand
concentrations these divalent ligands begin to suppress scaffold phase
separation [Fig. 4(c)]. The relative valencies of the number of ligand
sites that bind scaffold stickers vs spacers is also a parameter than can
be tuned to control scaffold phase behavior for multivalent ligands
that bind stickers as well as spacers sites.

Rules regarding the features of ligands that contribute to suppres-
sion vs promotion of scaffold phase separation are concordant with
recent studies that have examined the effects of naturally occurring
ligands on stress granules.7,15,17 These condensates are cytoplasmic
bodies that form in response to different types of stress. Their major
role appears to be the sequestration of naked unfolded RNA (nuRNA)
molecules that are released from the runoff of polysomes.68 Further,

FIG. 4. Coarse-grained models have yielded predictive rules regarding the features of ligands that suppress or promote scaffold phase behavior. (a)–(b) Schematic of the
patchy particle and linear polymer models used for modeling ligand effects on scaffold phase behavior. (c) The general effects on scaffold phase behavior for five different
ligand types as a function of relative scaffold–ligand to scaffold–scaffold affinity or ligand concentration.43,45,64,65 Ligands are designated as follows: Ligands that are monova-
lent and that bind to sticker vs spacer sites on scaffolds are designated as monovalent sticker and monovalent spacer, respectively. A multivalent ligand that binds to sticker
sites on scaffolds is designated as multivalent sticker. A multivalent ligand that binds to sticker and spacer sites on scaffolds is designated as multivalent bipartite. And finally, a
multivalent ligand that binds to spacer sites on scaffolds is designated as multivalent spacer. Here, the assumption is the valence of the ligand is always lower than the scaffold
sticker valence and the ligand cannot drive phase separation on its own.

Biophysics Reviews REVIEW scitation.org/journal/bpr

Biophysics Rev. 2, 021302 (2021); doi: 10.1063/5.0050059 2, 021302-6

VC Author(s) 2021

https://scitation.org/journal/bpr


the organization of proteins within stress granules appears to help in
minimizing the entanglements of nuRNA molecules.7 Three studies,
published simultaneously, have helped clarify the molecular driving
forces that underlie stress granule formation.7,15,17 The key scaffolds
are G3BP1 and its paralog G3BP2—referred to jointly as G3BP1/2—
and nuRNA molecules. Phase separation is driven partly by dimeriza-
tion/oligomerization of G3BP1/2. This increases the valence of the
RNA binding domains (RBDs) and the C-terminal RG-rich motifs
that help drive phase separation through a network of protein–RNA
interactions involving G3BP1/2 and nuRNA molecules. Thus, G3BP1/
2 has at least one sticker region for homotypic interactions in its
NTF2L dimerization/oligomerization domain and two sticker regions
that promote heterotypic interactions with nuRNA molecules [Fig.
5(a)]. The disordered region that connects the dimerization and RNA
binding domains is akin to a spacer region that regulates the phase
behavior of G3BP1/2-nuRNA mixtures, but it does not harbor sticker
sites for either homotypic or heterotypic interactions that contribute
to phase separation.

Multivalent ligands that bind at least one spacer site on G3BP1/2
and can bridge G3BP1/2 and RNA by binding RNA through one or
more RBDs promote G3BP1/2-RNA phase separation in vitro and
enhance stress granule formation in cells [Fig. 5(b)].15,17 In contrast,

monovalent ligands, such as those in which the RBDs are removed,
suppress stress granule formation in cells [Fig. 5(b)].17 These results
suggest that the rules that have been uncovered regarding the features
of ligands that suppress or promote phase separation are transferrable
to systems where phase separation is driven by a combination of
homotypic and heterotypic interactions.

VI. LIGANDS AS THERAPEUTICS

Many disease-associated mutations in scaffold molecules lead to
aberrant phase behavior that includes enhanced driving forces for
phase separation,30,49 dynamical arrest of condensates,69,70 and liquid-
to-solid transitions with condensates serving as crucibles for these
transitions 49,71–78 (Fig. 6).

Given the connection between disease-associated mutations and
changes in phase behavior, it follows that regulating the formation
and/or dissolution of condensates using ligands may be a beneficial
therapeutic approach for diseases such as amyotrophic lateral sclerosis
(ALS), Huntington’s disease, and certain types of cancers.49,71–78 In
Huntington’s disease, the mutant huntingtin protein promotes homo-
typic phase separation. However, overexpression of the protein profilin
reduces mutant huntingtin aggregation and toxicity in cells.79,80 In
vitro experiments have shown that profilin acts by preferentially

FIG. 5. Summary of the effect of ligands on the phase behavior of stress granule scaffolds. (a) Schematic of the scaffolds that drive stress granule formation. G3BP1 interacts
with itself through its dimerization domain and interacts with RNA through its RNA binding domain (RBD) to drive phase separation. (b) Features of known ligands and their
effects on stress granule formation. The table summarizes the effects that have been documented for five different ligands.15,17 The green hexagon implies the ligand has a
site that binds to the dimerization domain of G3BP1, albeit to a site that lies outside the region that drives homotypic interactions. Red circles imply that the ligand binds RNA.
The black triangle indicates that TIA1 interacts with G3BP1 through an unknown interaction site outside the dimerization domain.
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binding monomers and oligomers to suppress the ability of mutant
huntingtin to undergo transitions to spherical and fibrillar phases.44

The work of Posey et al.44 is noteworthy for several reasons: They
show how saturation concentrations can be measured using simple,
cuvette-based right angle static light scattering measurements. These
measurements, performed in the absence of profilin and increasing
concentrations of profilin, provide a clear readout of how phase sepa-
ration is destabilized by preferential binding to the dilute M-phase for
the exon 1 encoded fragment of huntingtin (Httex1). Further, Posey
et al. use a fluorescence-based assay combined with linkage theory and
coarse-grained simulations to understand how profilin acts to alter
Httex1 phase behavior. The work of Posey et al.44 lays out the series of
experiments combined with analyses that can be brought to bear for
uncovering mechanistic details and a comprehensive understanding of
how system-specific, ligand-mediated modulation of phase separation
can be achieved via polyphasic linkage.

Studies focused on modulating the phase behavior of the protein
fused in sarcoma (FUS) have demonstrated the potential benefits of
using ligands as a therapeutic strategy for neurodegenerative dis-
eases.69,81,82 Mutations in FUS are associated with ALS and frontotem-
poral dementia.83 The addition of Kapb2 as a ligand dissolves
condensates and hydrogels formed via homotypic interactions among
FUS molecules.50 Wheeler et al. showed that lipoamide/lipoic acid can
be used to regulate phase behaviors of disease-associated mutants of
FUS.82 These drugs appear to increase the barrier to aberrant liquid-
to-solid transitions that are associated with the G156E mutation.
Additionally, lipoamide and lipoic acid also enabled the reversal of
motor defects in flies expressing FUS with ALS related mutations.

The design of scaffold-specific ligands might provide a new route
to intervene therapeutically by impacting processes such as phase sep-
aration. Ligands can be identified through screens that assess the effect
of each ligand on scaffold phase separation. Alternatively, as summa-
rized in Sec. V, rules that have been uncovered can be brought to bear
in supervised designs of ligand libraries that either suppress or pro-
mote scaffold phase behavior.

VII. NEW DIRECTIONS
A. Ligand effects on condensates that are driven
by heterotypic interactions

Sections II, V, and VI summarized polyphasic linkage concepts
and insights regarding the features of ligands that modulate the phase
behavior where phase separation involves a single type of scaffold mol-
ecule and the driving forces are effectively homotypic interactions. In
systems where heterotypic interactions are the main drivers of phase
separation, the polyphasic linkage formalism requires generalization,
since the contributions to binding polynomials involve multiple spe-
cies. This can be illustrated using new sets of preliminary simulations
where we model phase separation as being the result of purely hetero-
typic interactions and assess the impact of ligands on this type of phase
behavior.

Figure 7 shows how the inclusion of a ligand modulates purely
heterotypic phase separation as assessed in a lattice simulation.66 Each
scaffold has seven sticker sites that makes a single reversible cross-link
with a site on the other scaffold [Fig. 7(a)]. The phase boundary for
this system shows closed loop behavior as expected for purely hetero-
typic interactions [Fig. 7(b), black]. Here, [scaffold A] and [scaffold B]
refer to the total concentrations, in units of stickers per lattice sites, of
scaffold molecules A and B, respectively. To assess the effect of a ligand
on overall phase behavior, we included a ligand with two binding sites
that are identical to the stickers of scaffold A [Fig. 7(a)]. Such a system
mimics the scaffold-client systems studied by Banani et al.,13 although
the concentrations of client molecules in their work were low enough
to ensure that the client does not behave like a modulatory ligand.

Our simulations show that the addition of a low-valence ligand
can suppress or promote scaffold phase separation depending on the
relative total concentrations of scaffold A and scaffold B [Fig.
7(b)–7(c)]. In the presence of a large excess of scaffold A, the ligand
can suppress phase separation as shown by the observation that

ðc
B
dil;L

cBdil
Þ > 1 [Fig. 7(c), light red]. This is because the sub-stoichiometric

amount of scaffold B is partially sequestered by interactions with the

FIG. 6. Schematic of how disease-associated mutations change the phase behaviors of scaffolds. Here, we represent a mutation as an insertion of an additional sticker site in
the scaffold. Black triangles denote the input scaffold concentration. Disease-associated mutations have been observed to reduce cdil, promote a liquid-to-solid transition, and
disrupt dissolution.
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FIG. 7. Example effect of a ligand on the phase behavior of a linear polymer model with purely heterotypic interactions. (a) Schematic of model system. Each scaffold has
seven sticker sites. The ligand has two sticker sites, which are the same as scaffold A and thus can only bind scaffold B. (b) Phase boundaries of the system without (black,
stars) and with (purple, circles) the ligand shown in log and linear scale. Here, concentration is in stickers/lattice sites. Log scale allows for viewing changes in cdil, whereas lin-
ear scale allows for viewing changes in cden. The color of the circles for the ligand case correspond to the ratio of the input concentrations of the scaffolds, [scaffold A]/[scaffold
B] When the input concentration has an excess of scaffold A, the color is pinker, and when the input concentration has an excess of scaffold B, the color is more blue-green.
Simulations were performed using the lattice simulation engine LASSI as described in Ruff et al.45 All sticker–sticker interaction energies were set to �2/T�, where T� is the
effective temperature. The ligand concentration was set to 1e-3 molecules/lattice sites. (c) Change in cdil and cden for each scaffold molecule as a function of the ratio of the
input concentrations, [scaffold A]/[scaffold B]. If cdil,L/cdil is less than one, then the ligand promotes phase separation of that scaffold, whereas if cdil,L/cdil is greater than one,
then the ligand suppresses phase separation of that scaffold. When taking account the shifts for both scaffold A and B, we find that when [scaffold A]/[scaffold B] is large, the
ligand slightly suppresses phase separation (light red shade). This suppression increases as [scaffold A] approaches [scaffold B] (darker red shade). When [scaffold B] is
slightly larger than [scaffold A], the ligand has the greatest effect at promoting phase separation (dark blue shade). When [scaffold B] is much larger than [scaffold A], then the
ligand slightly promotes phase separation (light blue shade). In regard to the dense phase, the concentration of scaffold B in the dense phase shows limited change in the pres-
ence of the ligand, whereas the concentration of scaffold A in the dense phase decreases as [scaffold A]/[scaffold B] decreases. (d) Schematic summarizing the results shown
in panels (a)–(c).
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ligand, thus requiring a higher overall concentration of scaffold B to
drive phase separation [Fig. 7(c), squares, light red].

For a two-scaffold system with two scaffolds of equal effective
valence that undergoes phase separation purely via obligate hetero-
typic interactions, such as the system of study here, cAdil and cBdil are
minimized for a 1:1 stoichiometry of the scaffolds. This arises when
(scaffold A)¼ (scaffold B) [Fig. 7(b), black].8,27 Ligands with two bind-
ing sites that are identical to the stickers of scaffold A have the largest
effect on modulating phase separation when [scaffold A]¼ [scaffold
B] [Fig. 7(c), dark red and dark blue]. Accordingly, the relevant
parameter is the input stoichiometric ratio of scaffolds A and B, which

we define as r ¼ ½scaffold A�½scaffold B�. As r decreases from �2 to �0.8, the ability
of the ligand to suppress phase separation is maximized as evidenced

by the fact that cdil;L
cdil

� �
> 1 for both scaffolds [Fig. 7(c), dark red].

However, as r decreases below 0.8, the presence of the ligand leads to a

promotion of scaffold phase separation whereby cdil;L
cdil

� �
< 1 for both

scaffolds A and B [Fig. 7(c) dark blue]. The promotion of phase sepa-
ration in this regime arises from the fact that the ligand renormalizes
the concentration of scaffold A. When there is a large excess of scaffold
B, the ligand has a significant modulatory effect on the concentrations
of scaffold molecules in the dense phase [Fig. 7(c)] Although the pres-
ence of the ligand always decreases cAden and cBdil, c

A
den shows the largest

decrease when r< 1.
When phase separation is driven by heterotypic rather than

homotypic interactions, additional variables influence how a ligand
regulates scaffold phase separation. These variables include the relative
total concentrations of the scaffold molecules and which scaffold mole-
cule the ligand binds. Low-valence ligands are not general suppressors
of phase separation as was observed for the case of purely homotypic
interactions. For instance, when the ligand is a lower-valence version
of one of the scaffolds, the ligand can also engage in heterotypic inter-
actions that can suppress or support networking. Therefore, the ability
to suppress or promote phase separation will depend on the relative
input concentrations of the scaffold molecules.

B. Ligand effects on condensates that are driven
by homotypic and heterotypic interactions

Many cellular condensates are driven by a combination of homo-
typic and heterotypic interactions. For instance, in stress granule for-
mation G3BP1 interacts with itself through its NTF2L dimerization
domain and engages in heterotypic interactions with nuRNA mole-
cules. Although, heterotypic interactions with RNA are dominant
determinants of phase separation, the dimerization domain of G3BP1
is necessary although insufficient for phase separation.7,17,40

Additionally, some of the putative scaffolds of P-bodies engage in
homotypic interactions, including Edc3.14,84–86 Homotypic and het-
erotypic interactions of NPM1 may also be important for the forma-
tion of the granular component of the nucleolus.87,88

We next assessed how ligands impact phase behavior when there
is an interplay between homotypic and heterotypic interactions. These
results are summarized in Fig. 8. Here, scaffold A can also engage in
homotypic interactions [Fig. 8(a)] and the interaction strengths of the
homotypic and heterotypic interactions are set to be equal. In the
absence of a ligand, the phase boundary is no longer a closed loop
[Fig. 8(b), black stars]. This is because when scaffold A is in excess,

scaffold A can still phase separate through homotypic interactions. We
assess the effects of two types of ligands on the joint phase behavior of
the two scaffolds. The ligands considered include a divalent ligand
with sites that are identical to those of the stickers on scaffold A. This
is denoted as ligand A. The ligand designated as B is also divalent, and
the binding sites are identical to those of the stickers on scaffold B
[Fig. 8(a)]. When r> 1 and the total concentration of scaffold A is
greater than that of scaffold B, ligands A and B have similar effects on
the phase behavior of the scaffolds [Fig. 8(b)–8(c)]. Specifically, cAdil
changes minimally whereas cBdil increases [Fig. 8(c)]. The implication is
that neither of the ligands have a significant influence on the homo-
typic interactions among scaffold A molecules. In contrast, both
ligands reduce the ability of scaffold B to co-phase separate. This is
because ligand A interacts preferentially with scaffold B in the dilute
phase and sequesters it from the dense phase, whereas ligand B com-
petes with scaffold B for heterotypic interactions with scaffold A in the
dense phase, leading to an upshift in cBdil.

The effects of the two ligands diverge when r is less than one [Fig.
8(b)–8(c)]. When the total concentration of scaffold B is greater than
that of scaffold A, ligand A promotes scaffold phase separation,
whereas ligand B suppresses phase separation [Fig. 8(c)]. The presence
of ligand A reduces cAdil and cBdil, thereby promoting phase separation
of both scaffolds. In contrast, the presence of ligand B leads to an
increase in cAdil, implying that ligand B sequesters scaffold A in the
dilute phase. As the total concentration of scaffold B increases with
respect to that of scaffold A, the degrees to which ligands A and B
respectively promote vs suppress phase separation decrease [Fig. 8(c)].
Additionally, we find that both ligand types reduce the concentration
of scaffolds in the dense phase [Fig. 8(b)–8(c)]. Ligand A always
decreases cBden to a greater extent than ligand B. The largest decrease in
scaffold concentration in the dense phase is observed for scaffold A in
the presence of ligand A; see results for cAden in the presence of ligand
A, when r< 1, i.e., [scaffold A]< [scaffold B]. Given the excess of scaf-
fold B, phase separation is dominated by heterotypic interactions, and
this decrease in cAden mimics the observations for the purely heterotypic
case shown in Fig. 7.

Taken together, we find that the precise nature of regulation of
collective phase separation in systems with two macromolecular scaf-
folds will depend on whether phase separation is driven purely by het-
erotypic interactions or if there is an interplay between homotypic and
heterotypic interactions. As a rule, ligands that can contribute addi-
tional networking interactions will promote phase separation, whereas
ligands that disrupt scaffold networking interactions and cannot com-
pensate for the loss of crosslinks among scaffolds will suppress phase
separation. For systems in which phase separation depends, at least
partially, on heterotypic interactions, the relative concentrations of the
scaffolds and the specificity of ligand sites for scaffold stickers will
influence how the ligands affect phase separation. The key finding is
that the relative total concentrations of scaffolds will determine how
different ligands regulate overall phase behavior.

C. Networks of ligands

The compositions of biomolecular condensates are heteroge-
neous and distinctive. Of the tens to hundreds of distinct types of mol-
ecules that make up condensates, only a few are likely to be scaffolds
that are required for driving phase separation.15 Instead, an over-
whelming number of macromolecular components of condensates
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FIG. 8. Example effect of ligands on the phase behavior of a linear polymer model with homotypic and heterotypic interactions. (a) Schematic of model system. Each scaffold
has seven sticker sites. Scaffold A can interact with itself or with scaffold B, whereas scaffold B can only engage in heterotypic interactions with scaffold A. The two ligands
examined were divalent versions of scaffold A and scaffold B. (b) Phase boundaries of the system without (black, stars) and with ligand A (filled-in circles) and with ligand B
(empty circles) shown in log and linear scale. Here, concentration is in units of stickers/lattice sites. The log scale allows for viewing changes in cdil, whereas the linear scale
allows for viewing changes in cden. The color of the circles for simulations in the presence of ligand correspond to the input stoichiometric ratio r. When the input concentration
involves an excess of scaffold A, the color is pinker, and when the input concentration involves an excess of scaffold B, the color is blue-green. Simulations were performed
using the lattice simulation engine LASSI as described in Ruff et al.45 All sticker–sticker interaction energies were set to �2/T�, where T� is the effective temperature. The
ligand concentration was set to 1e-3 molecules/lattice sites. (c) Changes in cdil and cden for each scaffold molecule as a function of the ratio of r. If cdil,L/cdil is less than one,
then the ligand promotes phase separation of that scaffold, whereas if cdil,L/cdil is greater than one, then the ligand suppresses phase separation of that scaffold. (d) Summary
schematic of the above results.
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have the potential for being ligands that, depending on their valence,
affinities, and concentrations, regulate condensate formation and dis-
solution. Accordingly, phase separation of condensate driving scaffolds
is likely to be influenced by networks of interactions with distinct types
of ligands. If condensates consist of ligands that suppress and promote
scaffold phase behavior, then there will be an interplay between sup-
pressor vs promoter ligands. Accordingly, cellular control over the
expression levels of the two categories of ligands can provide multiple
routes to modulating phase behaviors of scaffolds, thereby influencing
condensate formation vs dissolution. The ability of ligands to influence
the extent of cross-linking among scaffolds will also influence material
properties of condensates.

Our understanding of the effects of networks of ligands is being
aided by investigations of condensates in live cells, as evidenced by
recent efforts directed toward the characterization of stress gran-
ules.15,17 Yang et al.15 identified a core stress granule protein–protein
interaction network of 36 proteins. Of these, only G3BP1 and G3BP2
were found to be essential for stress granule formation from knockout
studies. Of the remaining 34 proteins, several have been found to regu-
late condensate formation by promoting (CAPRIN-1, UBAP2L, TIA1)
or suppressing (USP10) stress granule formation.15,17,89–92 Studies sug-
gest that UBAP2L may be a stronger endogenous regulator of stress
granule formation than either CAPRIN-1 or USP10.17,93,94 These
results suggest that cells use the combined contributions of suppressor
and promoter ligands to regulate condensate formation and dissolu-
tion by controlling the expression levels of different types of ligands.

Multivalent ligands can be designed to either suppress or pro-
mote scaffold phase behavior.45 Accordingly, multivalent ligands can
be designed to program specific responses of condensates. The impacts
of designed ligands will be influenced by competing effects of the
endogenous ligands. For instance, if a condensate has only one ligand
that promotes scaffold phase separation, then a ligand intended to sup-
press phase separation would need to outcompete only one type of
endogenous ligand. Conversely, if a condensate has many endogenous
ligands that promote scaffold phase separation, then the designed
ligand must outcompete the collective effects of the endogenous
ligands. It is also important to note that proper cellular condensate
function is likely to depend on more than just the concentration of the
scaffold(s) in the dilute and dense phases. For instance, condensate
function may depend on maintaining the endogenous composition as
well as relative and/or total concentrations of non-scaffold molecules
within the condensate.95,96 Thus, it is important to make sure that
designed ligands do not disrupt functionally relevant compositional
profiles of condensates.

D. Annotating condensate proteomes to identify
ligands and predict their effect on scaffold phase
behavior

Ongoing efforts are focused on identifying macromolecular com-
ponents of biomolecular condensates and quantifying their relative
abundance.15,41,42,90,92,97 Particular attention is being paid to identify-
ing the macromolecular compositions of stress granules and P-bodies,
and a result of one of these efforts is a curated and scored list found at
http://rnagranuledb.lunenfeld.ca/.92 Although these lists contain hun-
dreds of distinct molecules, the working hypothesis is that only a sub-
set of these molecules makeup the core stress granule or P-body
network.14,15

The direct relevance of polyphasic linkage concepts raises the fol-
lowing question: Given knowledge of the composition profiles of con-
densates, how would we classify macromolecular components of
condensates as scaffolds, suppressor ligands, driver ligands, and pas-
sive clients? The approach of Sanders et al.17 points to a useful route:
they used a combination of deletion constructs and sequence analysis
to identify non-scaffold molecules within stress granules that interact
with the dimerization domain of G3BP1 and either suppress or pro-
mote stress granule formation.17 They predicted and showed that pro-
teins that bound G3BP1 and had an RNA binding domain would
promote stress granule formation, whereas proteins that bound
G3BP1 but lacked an RNA binding domain would act to suppress
stress granule formation. These results suggest that if one has informa-
tion about how the scaffolds drive phase separation, then one can use
sequence features of the interaction networks within condensates to
identify putative ligands based on the numbers and types of scaffold
binding sites. These classifiers should pave the way for predicting and
modeling how a putative ligand and its expression level contributes to
condensate formation or dissolution.

Reconstitution and examination of the phase behaviors of multi-
component systems should help in defining the interplay between
scaffolds and putative ligands.84 These types of studies are likely to be
beneficial for condensates in which a well-defined scaffold set has not
been identified. For instance, Xing et al. identified seven P-body pro-
teins that were highly concentrated within the condensate.14 Of these
proteins, five had been previously identified as putative scaffolds based
on the observation that deletion of these proteins disrupted P-body
formation. However, given the degree of disruption, results suggest
that many of these molecules may fall within the spectrum of ligand to
scaffold. Xing et al. suggested that deletion of proteins that are more
scaffold-like should change cdil and cden for a large set of the other con-
densate components, whereas deletion of proteins that are more
ligand-like should have a weaker and more targeted effect. These
hypotheses can be tested using a combination of numerical simula-
tions, generalizations of polyphasic linkage theory, and targeted
experiments.

VIII. CONCLUSIONS

We have highlighted the importance and relevance of the con-
cepts of polyphasic linkage for describing how ligands afford control
over biomolecular condensates through control over scaffold phase
separation. The recent adaptation of this established concept has
yielded important insights regarding the features of ligands that are
relevant for their behavior as suppressors vs promoters of phase sepa-
ration. However, advances are needed to understand ligand effects on
more complicated, biologically relevant systems. These systems
include scaffolds with different types of stickers that have distinct
ligand binding affinities, networks of ligands, and multiple scaffolds
defined by combinations of homotypic and heterotypic interactions.

Efforts that combine experiments, theory, and simulations will
help obtain a holistic understanding of how a ligand impacts phase
separation of a multivalent macromolecular scaffold. We need to be
able to measure scaffold concentrations in dilute and dense phases, to
measure affinities of ligand binding in dense and dilute phases, and to
fit scaffold concentration data to linkage theory. Furthermore, the use
of simulations is likely to provide a coherent interpretation of the total-
ity of the data. Posey et al. have demonstrated how a suite of
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experiments, theory-driven analysis, and simulations can be brought
to bear. They focused on a system where Httex1 was the multivalent
macromolecular scaffold and profilin was the ligand. Four decades
after it was formulated, the application of polyphasic linkage theory is
in still in its infancy. The work of Posey et al.44 provides a template for
how this framework can be applied to a range of other systems, while
also paving the way for advances that take on the challenge of under-
standing more complicated biologically relevant systems.
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