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Over the past decade, there has been a notable surge in AI-driven research, specifically geared 
toward enhancing crucial clinical processes and outcomes. The potential of AI-powered decision 
support systems to streamline clinical workflows, assist in diagnostics, and enable personalized 
treatment is increasingly evident. Nevertheless, the introduction of these cutting-edge solutions 
poses substantial challenges in clinical and care environments, necessitating a thorough explo-

ration of ethical, legal, and regulatory considerations.

A robust governance framework is imperative to foster the acceptance and successful implemen-

tation of AI in healthcare. This article delves deep into the critical ethical and regulatory concerns 
entangled with the deployment of AI systems in clinical practice. It not only provides a compre-

hensive overview of the role of AI technologies but also offers an insightful perspective on the 
ethical and regulatory challenges, making a pioneering contribution to the field.

This research aims to address the current challenges in digital healthcare by presenting valuable 
recommendations for all stakeholders eager to advance the development and implementation of 
innovative AI systems.

1. Introduction

Reforming and improving long-term care programs and healthcare outcomes face significant challenges under current healthcare 
policies. Recent technological advancements have generated interest in cutting-edge healthcare applications, turning this field into 
a growing area of research. Monitoring and decision support systems based on artificial intelligence (AI) show promise in extending 
individualized care programs to remote and home settings.

The World Health Organization (WHO) has recognized the crucial role of technology in seamlessly integrating long-term health-

care services into patients’ daily lives [1]. Technology is considered vital in achieving universal health coverage for all age groups 
by promoting cost-effective integration and service delivery. Technological advancements, particularly in AI and robotics, are now 
being harnessed to support healthcare research and practice.

Over the past decade, research into utilizing AI to enhance critical clinical processes and outcomes has steadily expanded. AI-based 
decision support systems, in particular, have the potential to optimize clinical workflows, improve patient safety, aid in diagnosis, and 
enable personalized treatment [2]. Various digital technologies, including smart mobile and wearable devices, have been developed 
to gather data and process information for assessing health and tracking individualized therapy progress. Additionally, social and 
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physical assistance systems are being deployed to aid individuals in their recovery from illness, injury, or sensory, motor, and 
cognitive impairments [3].

In the context of decision support systems, AI-based tools have demonstrated the potential to optimize clinical workflows, enhance 
patient safety, aid in diagnosis, and facilitate personalized treatment [4]. Cutting-edge AI technologies are transforming healthcare, 
achieving notable successes in different medical areas. For instance, in skin disease identification, a smart learning system displayed 
remarkable accuracy, outperforming other methods and offering quick assistance through a mobile app [5]. Similarly, a model pre-

dicting breast cancer spread achieved high accuracy, aiding doctors in precise analysis and potentially preventing complications [6]. 
Different unique models for timely COVID-19 identification offered a high-accuracy solution, reducing reliance on time-consuming 
tests [7,8]. In cancer imaging, technology improved accuracy, providing valuable insights for doctors [9]. Moreover, the exponential 
growth of medical data is reshaping the landscape of security and privacy in healthcare. Robust security upgrades are crucial to 
guarantee the safe handling of vast datasets, and advancements in technology play a pivotal role in enhancing secure data stor-

age, as discussed by recent studies [10]. These strides underscore the transformative influence of AI technologies and medical data, 
promising to significantly elevate healthcare efficiency and enhance patient outcomes.

While these AI-driven innovations promise to improve healthcare outcomes, ethical and regulatory challenges must be addressed. 
The rapid evolution of AI in healthcare has led to the emergence of tools and applications that often lack regulatory approvals, posing 
ethical and legal concerns. Therefore, it is crucial to comprehensively explore and understand the ethical and regulatory challenges 
associated with AI technologies in healthcare to ensure responsible development and practical implementation. This research aims 
to fill the existing gap in the literature by providing valuable insights into these challenges and contributing to the responsible 
integration of AI-driven healthcare applications.

The integration of AI in healthcare, while promising, brings about substantial challenges related to ethics, legality, and regulations. 
The need to ensure patient safety, privacy, and compliance with existing healthcare standards makes it imperative to address these 
challenges. The rapid evolution of AI, particularly in the domain of healthcare, has led to the emergence of numerous tools and 
applications that often lack regulatory approvals. Despite being promising, these innovations pose ethical and regulatory challenges, 
forming the basis for research in this area.

AI is reshaping the landscape of decision-support systems in healthcare by making them more effective, efficient, and patient-

centered. These AI-driven systems are not only enhancing the way healthcare professionals interact with data but are also playing a 
crucial role in monitoring and assisting patients, ultimately improving the overall quality of healthcare delivery.

In this context, AI healthcare applications driven by advanced computational algorithms hold the potential to implement indi-

vidual and efficient integrated programs for patients, particularly in remote and home care settings. However, it is important to 
acknowledge that these significant innovations pose substantial future challenges in clinical and care settings, encompassing ethical, 
legal, and regulatory considerations.

The practical implications of AI in improving healthcare outcomes make it a crucial area of investigation. However, while there 
is research on the broader applications of AI in healthcare, the specific considerations for related challenges are under-explored. 
This article seeks to shed light on the key ethical and regulatory issues, rules, and principles associated with the introduction of AI 
technologies in healthcare services.

The research aims to provide valuable insights into the ethical and regulatory challenges posed by AI technologies in healthcare. 
By addressing these challenges, the research contributes to the responsible development and practical implementation of AI-driven 
healthcare applications. The outcomes of this research can inform policymakers, healthcare professionals, and developers, ensuring 
that AI benefits are realized without compromising ethical standards or regulatory compliance.

2. Materials & methods

The primary objective of this study was to provide a comprehensive overview of the existing evidence concerning AI technologies, 
examining both technical aspects and regulatory considerations. The focal point was the identification of categories within clinical 
practice, aiming to deepen understanding of the diverse technologies involved and the overarching framework of ethics and legal 
guidelines governing the application of AI in healthcare.

To achieve this, a rigorous narrative review was undertaken, scrutinizing literature from a wide array of sources, including books, 
published reports, newsletters, media reports, and electronic or paper-based journal articles [11,12].

In the exploration of literature, reports, and studies related to the ethical and regulatory framework, thorough searches were 
conducted in relevant databases. International organizations’ websites were consulted, and comprehensive searches were performed 
on Scopus, ACM Digital Library, and PubMed using the following query: ‘Artificial intelligence’ AND ‘clinical decision’ AND (ethics 
OR law OR regulation).

The information gleaned from the identified references underwent systematic assessment for relevance and was judiciously uti-

lized in constructing the narrative review.

This review aims to offer a comprehensive analysis of AI categories within the healthcare field, shedding light on the diverse 
technologies that have evolved in this dynamic and rapidly advancing field. Consequently, it strives to provide a nuanced overview 
of the ethical and regulatory landscape associated with the integration of AI in healthcare, addressing the main challenges linked to 
incorporating such technologies into clinical practice.

The structure of the review is outlined as follows.

Section 3 presents a comprehensive overview of emerging trends in AI technologies employed as decision-support and assistive 
2

systems in healthcare. This section delves into the specific role of AI in bolstering digital healthcare.
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Table 1

Description of AI system autonomy levels.

Level Definition Example Final decision

0 No presence of AI Standard care. Human

1 AI suggests decision to human Clinicians consider AI recommendations but 
ultimately make the final decision on treatment 
and therapy.

Human

2 AI makes decisions, with 
permanent human 
supervision

AI makes clinical decisions on treatment and 
therapy, with human doctors providing ongoing 
supervision.

Human

3 AI makes decisions, with no 
continuous human 
supervision but human 
backup available

AI autonomously makes clinical decisions 
regarding treatment and therapy, but it can alert 
human users in case of uncertainty, minimizing 
the need for constant supervision.

AI

4 AI makes decisions, with no 
human backup available

AI autonomously govern the clinical decision with 
no human backup.

AI

Table 2

Description of existing algorithm categories.

Category Definition Example

Rule-based algorithm [20] The system follows a set of rules 
predefined by experts.

The expert defines the knowledge representation 
of a phenomenon and integrates this model into 
the system.

ML-based algorithm [21] The AI system facilitates the 
incorporation of intricate knowledge 
representations using statistics and 
probability theory.

The focus is not on defining a prior knowledge 
model, but rather on the collection of data and 
their integration into a training set. This approach 
allows for the continuous development of 
knowledge in a specific application domain 
through the ongoing utilization of data.

Section 4 succinctly summarizes prevailing ethical principles and regulatory aspects intended to guide the development and 
deployment of AI technologies in the healthcare domain.

Section 5 discusses the primary challenges associated with the utilization of AI technologies in clinical practice.

Section 6 concludes the work by emphasizing key issues that require attention to steer the future development of AI technologies 
within the realm of digital healthcare services.

3. The impact of AI in healthcare

3.1. Foundations

The concept of AI was first discussed in 1956 [13], referring to technology used to mimic human behavior. Since then, the field 
has made remarkable strides in development. As a subfield of AI, Machine Learning (ML) was conceptualized by Arthur Samuel in 
1959 [14]. He emphasized the importance of systems that automatically learn from experience instead of being programmed. In 
the 1980s, ML demonstrated great potential in computer foresight and predictive analytics, including clinical practice and machine 
translation [15]. Deep Learning (DL), a subfield of ML, has ushered in new breakthroughs in information technology. DL may study 
underlying features in data from multiple processing layers using neural networks, similar to the human brain [16]. Since the 2010s, 
DL has garnered immense attention in many fields, especially in image recognition and speech recognition [17].

The term AI generally refers to the performance of tasks that are commonly associated with intelligent beings by software and/or 
devices. A specific definition of AI in a recommendation by the OECD Council on Artificial Intelligence states: ‘An artificial intelligence 
system is a machine-based system that can, for a given set of human-defined objectives, make predictions, recommendations or 
decisions that affect real or virtual environments.

The basis of AI technologies is algorithms and they may operate with different levels of autonomy (see Table 1) [18].

Two main approaches are actually proposed to develop AI algorithms: the rule-based approach and the ML based approach whose 
definitions are described in Table 2 [19]. These algorithms are translated into computer code that contains instructions for the rapid 
analysis and transformation of data into conclusions, information, or other results.

The huge amounts of data and the ability to analyze data rapidly feed AI to perform increasingly complex tasks [22]. For this 
reason, AI in medicine raises the idea that AI replaces doctors and human decision-making. However, applications of AI are still 
relatively new and AI is not yet routinely used in clinical decision-making. Few of these systems have been evaluated in clinical 
studies [23].

The use of AI in clinical care is expected to bring about the major changes schematically reported in Fig. 1. There are four main 
3

trends recognized by the WHO: i) the evolution of the role of the patient in the clinical care process; ii) the shift from hospital to 
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community-based care; iii) the use of AI to provide clinical care outside the formal healthcare system; iv) the use of AI for resource 
allocation and prioritization [24]. Each of these trends has ethical implications, which will be discussed later.

Patients already take significant responsibility for their care, including taking medication, improving their diet and nutrition, 
engaging in physical activity, treating wounds, or administering injections. However, AI could further change the way patients 
independently manage their medical conditions, particularly in chronic disease conditions. AI could help in self-care, for instance 
through conversational agents such as ‘chatbots’, health monitoring tools and risk prediction technologies for prevention programs 
[25]. While the move to patient-based care may be seen as empowering and beneficial for some patients, others may find the added 
responsibility stressful and may limit an individual’s access to formal healthcare services.

Telemedicine is part of a broad revolution marking the transition from hospital to home care, and the use of AI technologies is 
helping to accelerate this journey. The shift to home care has been partly facilitated by the increase in the use of search engines 
(which rely on algorithms) for medical information, as well as the growth in the number of text or voice chatbots for healthcare [26]. 
In addition, AI technologies can play a more active role in managing patients’ health outside clinical settings, such as in ‘just-in-time 
adaptive interventions’. These rely on sensors to provide patients with specific interventions according to previously collected data 
[27]. The growth and use of wearable sensors and devices may improve the effectiveness of ‘just-in-time adaptive interventions’, but 
also raise concerns in light of the amount of data these technologies are collecting, how they are being used, and the burden these 
technologies may shift to patients.

The increasing use of digital self-management applications and technologies also raises broader questions about whether these 
technologies should be regulated as clinical applications, thus requiring more regulatory control, or as ‘wellness applications’, requir-

ing less regulatory control. Many digital self-management technologies are likely to fall in a ‘grey area’ between these two categories 
and may present a risk if they are used by patients for their own disease management or clinical care, but remain largely unregulated 
or could be used without prior medical advice. These concerns are exacerbated by the distribution of such applications by entities 
that are not part of the formal healthcare system. Indeed, AI applications in healthcare are no longer used exclusively in healthcare 
(or home care) systems, as AI technologies for health can easily be acquired and used by entities in the non-health system. Emerging 
is therefore the issue concerning the use of AI to extend ‘clinical’ care beyond the formal healthcare system.

Finally, with the trend towards self-management, the use of mobile and wearable devices driven by software capable of acquiring 
and processing data through sophisticated algorithms has increased [28]. Self-management systems empower individuals to take 
an active role in managing their health. They provide the necessary resources and tools for patients to track their health, adhere 
to treatment plans, and make informed decisions about their well-being. This approach fosters a proactive approach to healthcare, 
empowering patients to become partners in their health management. Wearable technologies include those placed in the body 
(artificial limbs, smart implants), on the body (insulin pump patches, electroencephalogram devices), or near the body (activity 
trackers, smart watches, and smart glasses). Wearable devices will create more opportunities to monitor a person’s health and 
capture more data to predict health risks, often more efficiently and in a more timely manner. Although such monitoring of ‘healthy’ 
individuals may generate data to predict or detect health risks or improve a person’s treatment when necessary, it raises concerns 
as it allows for near-constant surveillance and the collection of excessive data that would otherwise have to remain unknown or 
uncollected. Such data collection also contributes to the growing practice of ‘bio-surveillance’, a form of surveillance of health and 
other biometric data, such as facial features, fingerprints, temperature and pulse [29]. The growth of biosurveillance raises significant 
ethical and legal concerns, including the use of such data for medical and non-medical purposes for which explicit consent may not 
have been obtained or the re-use of such data for non-health purposes by a government or company, such as within the criminal 
justice or immigration systems. Therefore, such data should be subject to the same levels of protection and security as data collected 
on an individual in a formal clinical care setting.

3.2. Clinical applications

Digital technologies are at the forefront of transforming healthcare practices. Recent innovations hold the promise of improving 
preventive measures, facilitating early detection of severe illnesses, and enabling remote management of chronic conditions beyond 
the confines of traditional healthcare settings. These developments open up new possibilities for delivering healthcare services at any 
time and in any place, aligning with the era of disruptive and minimally invasive medicine.

Within the realm of digital health technologies, a diverse array of innovative healthcare tools has emerged, such as health 
information technologies, telemedicine applications, robotic platforms, mobile and wearable devices, and Internet of Things (IoT) 
networks. While these technologies may differ significantly from a technical perspective, they all share a common objective: to 
provide decision support in the context of healthcare practice. They accomplish this by gathering data during their use, consequently 
enriching the informativeness and effectiveness of medical practice through the analysis of the recorded information.

A decision support system in healthcare can be considered a computerized tool or software that assists healthcare professionals, 
including doctors, nurses, and administrators, in making informed and evidence-based decisions related to patient care, treatment 
options, and healthcare management. It integrates patient data, medical knowledge, and analytical tools to provide real-time in-

formation and recommendations, aiding healthcare providers in diagnosing conditions, creating treatment plans, and optimizing 
healthcare operations. Decision support systems have the potential to enhance the quality of care, reduce errors, and improve effi-

ciency by offering valuable insights and suggestions based on the latest medical research and patient data.

In detail, AI is playing a pivotal role in revolutionizing decision support systems in healthcare, fundamentally transforming 
the way data is collected, analyzed, and utilized. The integration of AI introduces several significant advancements. AI algorithms 
4

can process vast amounts of patient data rapidly and with a high degree of accuracy. This allows for more nuanced and precise 
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Fig. 1. The AI impact on future healthcare system.

diagnostic and treatment recommendations. AI can identify patterns and anomalies in patient data that might be challenging for 
human professionals to detect. AI enables the tailoring of treatment plans to individual patients. By analyzing a patient’s unique 
health data, genetic information, and treatment history, AI can suggest personalized therapies that are more effective and have fewer 
side effects. This personalized approach can lead to better outcomes and a higher quality of care. AI-driven decision support systems 
can use predictive data analysis to anticipate potential health issues. By continuously monitoring and analyzing patient data, AI can 
alert healthcare providers to early signs of disease or complications, enabling proactive intervention and preventive measures. AI 
can monitor patients in real-time, whether they are in a healthcare facility or at home. Wearable devices and sensors connected to 
AI systems can provide continuous updates on a patient’s health status. This real-time monitoring is particularly valuable for chronic 
disease management and remote patient care. AI technology allows also to extraction of valuable information from unstructured 
data sources such as medical notes and reports. This capability simplifies the retrieval of relevant patient information, aiding in 
diagnosis and treatment planning. AI-powered care assistive systems enhance the patient experience during remote consultations. 
They can assist in collecting and interpreting patient data during telehealth visits, ensuring that healthcare providers have access to 
the information they need for informed decision-making.

To delve deeper into the discussion on AI technologies, these systems can be methodically categorized into two primary groups: 
diagnosis support systems, and care assistive systems.

The subsequent paragraphs offer an in-depth examination of each system category, elucidating their distinct healthcare functions 
as shown in Fig. 2. A comprehensive overview of the AI technologies adopted for each category and current trends as evidenced in 
existing literature are reported.

3.2.1. Diagnosis support systems

Diagnosis support systems are designed to assist healthcare professionals in accurately diagnosing medical conditions, often by 
analyzing patient data, medical records, and clinical information. They aid in the formulation of precise diagnoses and the selection 
of appropriate treatment plans.

The use of AI in disease diagnosis and treatment has been a focus of research since the 1970s when MYCIN, developed at Stanford, 
was used for diagnosing blood-borne bacterial infections [30].

In various medical fields, researchers have harnessed a range of AI-based techniques to detect diseases that require early diagnosis. 
Fig. 3 offers a comprehensive summary of the distribution of medical areas of interest, considering the results of a recent systematic 
review [31].

AI is proving to be a valuable tool for image analysis and is increasingly employed by professionals in radiology for early disease 
diagnosis and the reduction of diagnostic errors in preventive medicine. AI also aids in analyzing images and signals from various 
diagnostic tools to support decision-making. For instance, the Ultromics platform, implemented in Oxford, utilizes AI to analyze 
echocardiography scans, detecting heartbeat patterns and ischemic heart disease [32]. AI has shown promising results in the early 
detection of diseases such as breast and skin cancer, eye diseases, and pneumonia using various imaging techniques [33–35]. More 
recently, a system integrated with the advanced DL model enhanced precision in identifying ductal carcinoma in breast cancer 
5

imaging, providing valuable insights for practitioners [9]. Furthermore, AI is becoming an integral part of clinical practice, aiding 
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Fig. 2. Category and characteristics of AI decision-support systems.

in diagnostic and therapeutic imaging analysis within the context of the prostate cancer pathway [36]. This integration facilitates 
enhanced risk stratification and enables more precisely targeted subsequent management.

Further, surprising speech pattern analysis with AI has been shown to predict psychotic occurrences and identify features of 
neurological diseases like Parkinson’s disease [37,38]. In a recent study, AI-based models predicted the onset of diabetes [39]. 
Additionally, AI has been instrumental in assisting the public in the battle against the virus, as it has played a crucial role in the 
diagnosis of COVID-19 using various imaging techniques, such as computed tomography (CT), X-rays, magnetic resonance imaging 
(MRI), and ultrasound (US) [40–42].

AI is significantly impacting clinical decision-making and disease diagnosis. It can process, analyze, and report large volumes 
of data from different sources, aiding in disease diagnosis and clinical decision-making. AI has the potential to assist physicians 
in making more informed clinical decisions and, in some cases, may even replace human decisions in therapeutic domains [43]. 
Moreover, investigations employing computer-aided diagnostics have shown remarkable sensitivity, accuracy, and specificity in 
detecting subtle radiographic abnormalities, contributing to advancements in public health. However, it’s worth noting that the 
assessment of AI outcomes in imaging studies often focuses on lesion detection, potentially overlooking the biological severity 
and type of a lesion. This approach may lead to a skewed interpretation of AI output. Additionally, the use of non-patient-related 
radiological and pathological endpoints may increase sensitivity but at the cost of higher false positives and potentially overestimate 
diagnosis by detecting minor abnormalities that could mimic subclinical disease [44]. Furthermore, AI has found application in 
motion analysis, with machine learning-driven video analysis showcasing the capacity of computers to automate the identification 
of gait abnormalities and associated pathologies in individuals afflicted with orthopedic and neurological disorders [45,46].

Despite significant advancements in recent years, the field of precise clinical diagnostics still faces several challenges that demand 
continuous improvement to effectively combat emerging illnesses and diseases. Even healthcare professionals acknowledge the obsta-

cles that need to be addressed before illnesses can be accurately detected in collaboration with AI. Currently, doctors are not entirely 
reliant on AI-based approaches because they are uncertain about their ability to predict diseases and associated symptoms. Therefore, 
substantial efforts are needed to train AI-based systems, enhancing their accuracy in disease diagnosis. Consequently, future AI-based 
research should take into account the aforementioned limitations to establish a mutually beneficial relationship between AI and 
clinicians. Utilizing a unified model for disease diagnosis across different institutions can significantly improve accuracy, thereby 
aiding in the early diagnosis of diseases.

3.2.2. Care assistive systems

Care assistive systems encompass a diverse range of versatile systems that offer comprehensive monitoring and support capabil-

ities across various healthcare settings. They enable real-time monitoring and provide assistance, fostering patient engagement and 
compliance in care. Whether the patient is physically present with the healthcare provider or in a remote location, these systems 
ensure accessibility and convenience, thereby improving the overall patient experience.

Due to remarkable technological advancements, AI has ushered in innovative applications within the realm of care assistive 
[23]. Significant progress was made in wearable devices capable of measuring physiological changes and facilitating real-time 
patient monitoring [47]. Remote patient monitoring, a subset of telehealth, enables healthcare providers to remotely monitor and 
assess patient conditions, reducing the reliance on traditional in-person visits. This approach leverages sensors and communication 
technologies, simplifying the process of remotely collecting and evaluating health data, and empowering patients to take control of 
their health [48,49].

Traditionally, patient monitoring systems relied heavily on clinicians’ time management and invasive methods requiring skin 
contact. However, patient remote monitoring in healthcare now incorporates innovative IoT techniques, including contact-based 
6

sensors, wearable devices, and telehealth applications. These technologies enable the examination of vital signs and physiological 
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Fig. 3. Literature evidences of diseases diagnosis using AI.

variables, such as motion recognition, which supports medical decision-making and therapeutic strategies for various conditions, 
including psychological illnesses and movement disorders [50]. Healthcare providers have also harnessed remote patient monitoring 
platforms to ensure the continuity of patient care during the COVID-19 pandemic.

Conventional AI techniques are commonly employed in virtual applications to detect early signs of patient deterioration, under-

stand patient behavior patterns through reinforcement learning, and tailor the monitoring of patient health parameters via federated 
learning. AI plays a pivotal role in managing chronic diseases, including diabetes mellitus, hypertension, sleep apnea, and chronic 
bronchial asthma, through non-invasive, wearable sensors [51]. Smart homes equipped with sensors that monitor physiological vari-

ables such as respiratory rate, pulse rate, breathing waveform, blood pressure, and ECG can aid residents in their daily activities 
and alert caregivers when assistance is required. Additionally, smart mobile and wearable devices allow users to collect data and 
monitor progress toward personalized therapy goals [52,53]. Inertial sensors in wearable technology can assess individuals’ adher-

ence to exercise regimens, particularly in rehabilitation programs [54,55]. Recent reviews highlight the potential of AI integration 
into wearable technologies while addressing the issue of user retention, and underscore the need for patient education to improve 
AI acceptance [56–58]. AI-driven data processing from sensors has the potential to monitor patterns in physiological measurements, 
positional data, and kinematic data, offering insights into improving athletic performance. AI can enhance injury prediction models, 
increase the diagnostic accuracy of risk stratification systems, enable continuous patient health monitoring, and enhance the patient 
experience. Despite these benefits, the adoption of AI in wearable devices faces challenges such as missing data, socioeconomic bias, 
data security, outliers, signal noise, and the acquisition of high-quality data using wearable technology [59,60]. Patient acceptance 
also presents a critical hurdle to the widespread adoption of these technologies. However, AI’s transformative potential in remote pa-

tient monitoring is accompanied by challenges related to privacy, signal processing, data volume, uncertainty, imbalanced datasets, 
feature extraction, and explainability [50].

The integration of AI language models can further revolutionize patient care, with the potential for digital applications to assist 
patients in managing their treatment regimens. These virtual assistants, similar to personal healthcare advisors, can provide re-

minders for medication adherence and offer health status updates. The rise of virtual patient assistants using the AI natural language 
model exemplifies the application of AI in healthcare. These virtual assistants can guide patients in managing chronic conditions 
like diabetes, prescribe over-the-counter medications, and offer guidance on remote therapy sessions. Physically and socially sup-

portive robots have proven invaluable in aiding individuals in their recovery from injuries or illnesses, bridging cognitive, motor, or 
sensory deficits. These technologies contribute significantly to enhancing functional abilities, independence, and overall well-being 
[53]. ML methods have also found application in the evaluation of patient data, clinical decision support, and diagnostic imaging. 
In therapy, artificial cognitive applications can assess rehabilitation sessions based on machine-generated signals [52]. The incorpo-

ration of AI-driven tools, such as the AI natural language model, into rehabilitation sessions can complement traditional therapy, 
offering personalized guidance and monitoring for patients during their recovery journey [61]. Furthermore, the AI language model 
can assist individuals in practicing speech and language skills, making it accessible both at home and outside. Studies have demon-

strated ChatGPT’s ability to redraft text empathetically, enhancing peer-to-peer mental health support and various community-based 
self-managed therapy tasks, including cognitive behavioral therapy [62]. Furthermore, the utilization of apps and online portals for 
patient-physician communication has significantly improved patient engagement rates. Healthcare apps securely store and distribute 
patient data in the cloud, providing patients with easy access to their health information and facilitating better health outcomes. 
AI-based medical consultation apps allow patients to obtain information (non-emergency) and even offer medication reminders. AI 
language model’s integration into healthcare apps streamlines time-consuming tasks like summarization, note-taking, and report gen-

eration, making healthcare more efficient. These apps also assist patients in symptom checking, appointment scheduling, medication 
management, patient education, and the self-management of chronic diseases [63]. Various digital platforms, including mobile apps, 
voice assistants, and websites, can facilitate access to care assistive. However, the utilization of virtual assistants in healthcare is not 
7

without its challenges, encompassing ethical concerns, data interpretation, privacy, security, consent, and liability issues [63].
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AI is sparking a transformative wave in patient care, touching upon a multitude of healthcare domains, ranging from remote 
monitoring to injury prevention and virtual assistance. Through ongoing innovation and comprehensive education, AI stands poised 
to elevate the quality and global reach of healthcare services. Yet, it simultaneously raises pertinent questions regarding ethical 
considerations and the evolving regulatory landscape.

4. The regulatory framework

4.1. Ethical principles and guidelines

The ethical foundation in medicine rests upon a set of fundamental principles that guide healthcare professionals in delivering 
compassionate and patient-centered care. Central to these principles is respect for patient autonomy, acknowledging individuals’ 
rights to make informed decisions about their healthcare. Concurrently, the principle of beneficence underscores the healthcare 
provider’s duty to act in the best interests of patients, promoting well-being and striving to maximize positive outcomes while 
minimizing harm, in adherence to the principle of non-maleficence [64].

Justice in medical ethics emphasizes the equitable distribution of healthcare resources, treatments, and opportunities, addressing 
disparities and ensuring universal access. Veracity and confidentiality highlight the importance of honest and transparent communi-

cation while safeguarding patient privacy.

Fidelity, or professional faithfulness, underscores the commitment of healthcare professionals to fulfill their duties and obligations, 
maintaining trust within the physician-patient relationship and the broader healthcare system. These principles collectively form 
the ethical compass that guides decision-making in medicine, ensuring a balance between individual rights, societal equity, and 
the integrity of the medical profession. As the healthcare landscape evolves, these principles remain essential, fostering ethical 
practices that prioritize patient welfare and uphold the core values of the medical profession. Continuous reflection on these ethical 
considerations ensures that healthcare professionals navigate the complexities of medical practice with integrity, compassion, and an 
unwavering commitment to ethical standards.

When developing digital technologies for healthcare, it is essential to take into account the requirements for monitoring patient 
safety, privacy, traceability, accountability, and security. Furthermore, plans should be established to address any breaches that may 
occur.

The WHO initiated in 2019 the development of a framework to facilitate the integration of digital innovations and technology into 
healthcare. The WHO’s guidelines for digital interventions in healthcare emphasize the importance of evaluating these technologies 
based on factors such as ‘benefits, potential drawbacks, acceptability, feasibility, resource utilization, and considerations of equity.’ 
These recommendations underscore that these digital tools should be perceived as essential aids in the quest for universal health 
coverage and long-term sustainability [65].

The ethical principles for applying AI in the field of healthcare are designed to provide guidance to developers, users, and 
regulators to enhance the design and utilization of these technologies while ensuring proper oversight.

At the heart of all ethical principles lie human dignity and the intrinsic worth of every individual. These foundational values 
underpin the ethical guidelines that outline duties and responsibilities within the sphere of developing, implementing, and continually 
evaluating AI technologies for healthcare. The European Regulation enacted on April 21, 2021, categorizes AI products with precision 
based on their potential risk to fundamental rights such as health and safety, dignity, freedom, equality, democracy, the right to be 
free from discrimination, and data protection.

Given this classification, ethical principles play a pivotal role for all stakeholders engaged in the responsible advancement, deploy-

ment, and assessment of AI technologies for healthcare. This inclusive group encompasses physicians, system developers, healthcare 
system administrators, health authority policymakers, as well as local and national governments. Ethical principles should serve 
as catalysts, encouraging and aiding governments and public sector agencies in adapting to the rapid evolution of AI technolo-

gies through legislation and regulation. Moreover, these principles should empower medical professionals to judiciously employ AI 
technologies in their practice.

Within a general framework of the use of AI techniques in the service of society, six fundamental principles in favor of the ethical 
development of such technologies have been identified in the literature. Some of them are fundamental principles commonly used in 
bioethics: beneficence and non-maleficence (i.e. to do no harm and minimize the benefit/risk trade-off), autonomy (respecting the in-

dividual’s interest in making decisions), justice (ensuring fairness and that no person or group is subjected to discrimination, neglect, 
manipulation, domination or abuse). Other principles, on the other hand, principles draw from moral and legal standards. These 
principles emphasize maintaining the epistemological aspect of intelligibility, encompassing both the need for clear explanations of 
technology’s operations and the responsibility to trace cause-and-effect relationships resulting from technology’s actions. Further-

more, they underscore the importance of safeguarding and upholding individual privacy to empower individuals to retain control 
over sensitive information concerning themselves, thereby preserving their capacity for self-determination and, in turn, respecting 
their autonomy [66].

In a recent WHO initiative conducted in June 2021, a comprehensive set of indications, recommendations, and guidelines about 
the development, application, and utilization of AI technologies in medicine was established [24]. The WHO work offered a detailed 
exploration of fundamental ethical principles designed to guide the development and implementation of AI technologies. Strongly 
endorsing the adoption of this updated document within the AI domain, the subsequent paragraphs provide a comprehensive review 
of the key ethical guidelines delineated by WHO for a more thorough examination of the topic. Fig. 4 provides a schematic summary 
8

of recommended ethical principles and guidelines for AI in healthcare.
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Fig. 4. Ethical principles and guidelines.

Protection of autonomy The integration of AI may lead to scenarios where decision-making is either transferred to or shared with 
machines. Upholding the principle of autonomy necessitates that any expansion of machine autonomy should not compromise 
human autonomy. In the context of healthcare, this implies that individuals should retain complete control over healthcare systems 
and medical choices. AI systems should be meticulously and consistently designed to align with established principles and human 
rights, specifically focusing on their role in aiding individuals, whether they are healthcare professionals or patients, in making well-

informed decisions. Respecting autonomy also encompasses the accompanying responsibilities of safeguarding privacy, maintaining 
confidentiality, and ensuring informed and valid consent through the implementation of appropriate legal frameworks for data 
protection.

Promoting welfare, safety and public interest AI technologies must adhere to strict regulatory standards concerning safety, accuracy, 
and effectiveness before they are made available to the public. These requirements are essential to ensure not only initial quality 
control but also to promote continuous improvement. As a result, individuals and entities involved in funding, development, and 
utilization of AI technologies carry an ongoing duty to evaluate and oversee the performance of AI algorithms to confirm their 
intended functionality.

Ensure transparency, explainability and intelligibility AI should be comprehensible to developers, users, and regulators. Achieving 
transparency necessitates the provision of adequate information, which should be documented or made available before an AI 
technology is designed and implemented. This commitment to transparency not only enhances the overall system quality but also 
serves as a protective measure for patient safety and public health. For instance, system evaluators rely on transparency to identify 
and rectify errors, and government regulators depend on it to carry out effective oversight.

AI technologies should be as explainable as possible, and tailored to the comprehension levels of their intended audience. Striking 
a balance between full algorithmic explainability (even at the cost of some accuracy) and enhanced accuracy (possibly at the expense 
of explainability) is a critical consideration.

Promoting accountability and responsibility Accountability can be established through the application of ‘human assurance,’ which 
entails the evaluation of AI technologies by both patients and physicians during their development and implementation. In the 
context of human assurance, regulatory principles are employed both upstream and downstream of the algorithm, creating human 
supervision points. The primary aim is to ensure that the algorithm maintains its medical effectiveness, remains open to evaluation, 
and upholds ethical accountability. Consequently, the utilization of AI technologies in the field of medicine necessitates accountability 
within intricate systems where responsibility is distributed among various stakeholders.

In cases where AI technologies make medical decisions that result in harm to individuals, accountability processes should un-

equivocally identify the respective roles of producers and clinical users in the harm incurred. To avert the diffusion of responsibility, 
where ‘everyone’s problem becomes nobody’s responsibility,’ a robust accountability model, often referred to as ‘collective responsi-

bility,’ holds all parties involved in the development and deployment of AI technologies accountable. This approach encourages all 
stakeholders to act with integrity and minimize harm. It’s worth noting that this remains a continually evolving challenge and is yet 
9

to be fully addressed in the laws of many countries.
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To ensure appropriate redress for individuals and groups adversely affected by decisions made by algorithm-based systems, 
mechanisms for compensation must be put in place. This should encompass access to prompt and effective remedies and redress 
facilitated by both government bodies and companies employing AI technologies in the healthcare sector.

Ensuring inclusivity and equity Inclusivity dictates that AI employed in healthcare should be intentionally designed to promote 
the broadest possible and equitable utilization and access, irrespective of factors such as age, gender, income, ability, or other 
distinguishing characteristics. AI technologies should not solely cater to the requirements and usage patterns prevalent in high-

income settings; they must also be adaptable to accommodate various devices, telecommunications infrastructures, and data transfer 
capabilities, particularly in less economically privileged environments. Both industry and governments bear the responsibility of 
bridging the ‘digital divide’ within and between countries to ensure that new AI technologies are accessible on an equitable basis.

AI developers must ensure that AI data, especially training data, are free from sampling bias and characterized by accuracy, com-

prehensiveness, and diversity. Special provisions should be in place to safeguard the rights and well-being of vulnerable populations, 
coupled with mechanisms for redress in cases where biases and discrimination emerge or are alleged.

Promoting responsiveness and sustainability AI responsiveness necessitates that designers, developers, and users engage in a continu-

ous, systematic, and transparent assessment of AI technology to ensure that it functions effectively, and appropriately, in accordance 
with the expectations and requirements of the specific context in which it is deployed. When an AI technology proves to be ineffective 
or causes dissatisfaction, the obligation to be responsive involves instituting a structured process to resolve the issue, which may 
include discontinuing the technology’s use. Therefore, AI technologies should only be introduced if they can be seamlessly integrated 
into the healthcare system and receive adequate support. Regrettably, in under-resourced healthcare systems, new technologies are 
frequently underutilized, left unrepaired, or not upgraded, which squanders precious resources that could have been invested in 
other beneficial interventions.

Sustainability also hinges on the proactive response of governments and companies to anticipate workplace disruptions. This 
includes providing training for healthcare professionals to adapt to the integration of AI and addressing potential job losses due to 
the adoption of automated systems for routine health functions and administrative tasks.

4.2. Legislative measures

It is imperative that AI models maintain simplicity in their properties and functions to ensure ease of operation by healthcare 
providers [67]. Nevertheless, several hurdles hinder the widespread adoption of AI in healthcare. These challenges encompass capac-

ity limitations in developing and maintaining infrastructure to support AI processes, elevated costs associated with data storage and 
backup for research purposes, and the substantial expenses required to enhance data reliability [68]. AI algorithms, while powerful, 
are not without their limitations, including limited applicability beyond the training domain, and susceptibility to bias [69]. To 
address these challenges, healthcare stakeholders should develop and execute a carefully planned strategy for AI implementation in 
healthcare to handle the cost, technological infrastructure, and AI system integration into clinical workflows. Furthermore, clinicians 
frequently experience mistrust and lack of understanding concerning AI-based clinical decision support systems, primarily due to 
undisclosed risks and the reliability of such systems [70]. This skepticism acts as a substantial obstacle to broad adoption. To address 
this, there is a growing focus on implementing explainable AI solutions to boost user trust and navigate these issues [71].

All these pieces of evidence emphasize that the increasing integration of AI technologies into healthcare necessitates effective 
governance to address regulatory, ethical, and trust-related concerns [72,25]. A recent study also underscores the critical role of 
governing AI technologies at the healthcare system level in ensuring patient safety, healthcare system accountability, bolstering 
clinician confidence, enhancing acceptance, and delivering substantial healthcare benefits [73].

Maintaining control over regulated domains, especially healthcare, underscores the urgency of implementing national and in-

ternational regulations. These regulations are essential for the responsible integration of AI-driven applications in healthcare while 
upholding the tenets of medical ethics [74]. This section concentrates on the proposal and refinement of five essential European acts, 
which together can form a unified regulatory framework for governing AI in healthcare (see Fig. 5).

In this endeavor, the European Union (EU) has already initiated actions by enacting the General Data Protection Regulation 
(GDPR) in 2018. GDPR is specifically crafted to protect personal data handled by data processors or controllers operating within the 
EU, setting a precedent for substantial regulatory changes in the United States and Canada [75].

Moreover, the European Commission has introduced the recent Artificial Intelligence Act (AIA), which is designed to address a 
range of risks linked to the extensive implementation of AI [76,77]. This set of regulations advocates for the responsible deployment 
of AI and endeavors to prevent or alleviate potential harms arising from specific technology applications. According to this proposed 
act, high-risk AI systems are obligated to undergo pre-deployment compliance assessments and post-market monitoring to ensure 
their adherence to all the requirements outlined by the AIA [78].

Furthermore, the European Union has recently implemented the Medical Device Regulation (MDR) 2017/745/EU [79], which 
replaces both the Medical Device Directive (MDD) 93/42/EC [80], and the Active Implantable Medical Device Directive (AIMDD) 
90/385/EC [81] which aims to enhance the regulation of the medical device market.

In general, the implementation of the MDR does not remove any requirements from the replaced regulatory acts. Instead, it 
introduces new ones, emphasizing a life-cycle approach to device safety. To summarize, the primary changes brought about by the 
MDR’s entry into force and application for medical devices are as follows:
10

i) the MDR enhances controls to ensure the safety and effectiveness of devices.
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Fig. 5. Evidencing key European acts to govern AI in healthcare.

ii) the mechanism allowing for the acceleration of placing devices on the market or putting them into service through equivalence 
to existing devices is no longer applicable for all medical devices.

iii) post-marketing clinical follow-up is extended to all medical devices, leading to an increased importance and number of clinical 
evaluations and investigations.

According to Article 51(1) of the MDR, medical devices are classified into four main classes: I, IIa, IIb, and III. This classification 
depends on their intended purpose and inherent risks, based on the criteria specified in Annex VIII. In general, class I includes most 
non-invasive and non-active devices, representing the lowest risk. Class II(a) devices are of medium risk, while class II(b) devices are 
medium to high risk. Class III is reserved for high-risk devices. Regarding software, it is classified as class II(a) when it is intended to 
provide information for diagnostic or therapeutic decisions, unless these decisions could result in death or irreversible deterioration 
of a patient’s health (in which case it is classified as class III), or if they lead to serious health deterioration or surgery (in which case 
it is classified as class II(b)). Furthermore, if the software is designed for monitoring physiological processes, it is classified as Class 
II(a), unless it is meant for monitoring vital physiological parameters, where changes in these parameters could pose an immediate 
danger to the patient (in which case it is classified as Class IIb).

All other software falls under class I (as per rule 11 of Annex VIII). However, it is essential to note that, concerning AI-based 
medical devices, class I risk classification is typically not applicable. From this point of view, however, it should be considered that, 
as far as AI-based MD is concerned, it is not plausible that risk class I could be applicable [82]. Nonetheless, AI technologies are 
medical devices in the light of their definition under the MDR. However, this conclusion requires further clarification. Specifically, 
the choice of applicable law hinges on whether a medical product incorporated into an AI device is considered ‘ancillary’, leading to 
the application of the MDR, or ‘non-accessory’, which triggers the application of laws related to medicines for human use [83]. In 
this context, one could argue that, according to Article 1 of the MDR, if the medicinal product incorporated into the device has an 
ancillary role concerning the device, it falls under the evaluation and authorization process defined by the MDR. However, if it serves 
a principal (i.e., non-accessory) function, the comprehensive product will be regulated by Directive 2001/83/EC of the European 
Parliament and of the Council, which pertains to medicinal products for human use, or by Regulation 726/2004/EC, which governs 
Community procedures for authorizing and overseeing medicinal products for human and veterinary use, including the establishment 
of the European Medicine Agency (EMA) when applicable.

Furthermore, when discussing accountability and transparency in AI, the Clinical Trial Regulation (CTR) offers relevant sugges-

tions for regulation.

Of particular significance are the regulations surrounding two key aspects of the product lifecycle, particularly during the pre-

market phase: the responsibilities of sponsors and investigators. A sponsor of a clinical study or experiment can be an individual, a 
company, an institution, or an organization that assumes the responsibility for initiating, managing, and financing the said investiga-

tion or experiment. On the other hand, an investigator in a clinical study or experiment is an individual responsible for conducting it 
at a clinical investigation site. Under the MDR, the sponsor, whether acting alone or in conjunction with the investigator, is obliged 
to adhere to various obligations concerning the execution of clinical investigations. These obligations, outlined in Article 11 of the 
MDR and Article 25 of the AIA, encompass the following tasks:

i) maintaining a copy of the EU Declaration of Conformity and technical documentation available for review by the national 
competent authority in the context of market surveillance;

ii) furnishing the national competent authority, upon request, with all the necessary information and documentation to demon-
11

strate the conformity of a high-risk AI system;
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iii) collaborating with the national competent authority, upon request, on any actions about the AI system.

Finally, the accountability process for regulating AI products may be extended to users, which encompasses health professionals, 
laypersons, legal entities, public authorities, agencies, and other organizations that utilize medical devices under their jurisdiction.

Article 29 AIA lays down a series of responsibilities for users employing high-risk AI systems. These responsibilities include adher-

ence to the provided instructions for use, ensuring the data inputted aligns with the system’s intended purpose, diligent monitoring 
of the system’s operation as per the instructions, immediate notification of the developer or distributor, and discontinuation of the AI 
medical device use if there are concerns about its application not complying with the instructions for use. Users are also expected to 
report identified serious risks to the sponsor and investigator, utilize relevant information for fulfilling their obligations, and comply 
with data protection regulations specified in Article 35 of Regulation (EU) 2016/679 or Article 27 of Directive (EU) 2016/680, where 
applicable.

5. Open challenges

A plethora of challenges emerges in the healthcare landscape with the growing integration of AI. These challenges span techno-

logical advancements, regulatory considerations, and ethical dimensions.

This section delves into the nuanced implications of AI technologies in clinical practice, focusing the discussion on two pivotal 
aspects: the doctor-patient relationship and AI-driven clinical decision-making. Additionally, challenges related to health record data 
are addressed, offering insights into current practices regarding the utilization process of medical data.

5.1. The doctor-patient relationship

The patient-doctor relationship is a critical aspect of healthcare, characterized by mutual trust, effective communication, and col-

laboration. Establishing trust between patients and healthcare providers is foundational for successful medical care. It involves open 
and transparent communication, empathy, and a shared understanding of the patient’s concerns, values, and treatment preferences 
[84].

Issues related to trust within the patient-doctor relationship are multifaceted. Patients place trust in the expertise and knowledge 
of their healthcare providers, relying on their guidance for accurate diagnoses and effective treatments. At the same time, healthcare 
providers trust in the information shared by patients to make informed decisions about their care. Exploring these trust dynamics is 
essential for a comprehensive understanding of the patient-doctor relationship, especially when integrating AI into clinical decision 
support systems.

The incorporation of AI prompts a reassessment of the conventional doctor-patient relationship.

Some argue that the traditional model of a nurturing relationship has become outdated. It appears that the concept of patients 
seeking a doctor’s expert advice and placing themselves under their care is evolving into a model where patients actively participate 
in generating health knowledge and acquiring expertise to manage their illnesses [85].

The healing relationship must be understood as an idealistic picture of the relationship between ‘expert doctors’ and ‘vulnerable 
patients’. This concept encompasses the factors that drive patients to seek professional medical assistance or leverage knowledge and 
technology for self-care. Whether one opts for professional medical services or self-directed care, the fiduciary responsibilities arising 
from this vulnerability remain consistent, regardless of the sources of expertise. These sources can include medical professionals, 
repositories of medical information and guidance, or other technologies and systems that support self-care, like telemedicine or 
easily accessible medical information on the internet.

In this context, the importance of redefining how fiduciary obligations of medicine are met takes on renewed significance, 
especially with the future deployment of AI in medicine. Questions of relevance have been raised, for instance, about the validity and 
effectiveness of medical knowledge available through Internet portals. Furthermore, as medical information becomes increasingly 
accessible through various means, the role of expertise as an indicator of trustworthiness does not undergo any change.

Built upon this foundation, the healing relationship model can be construed as an illustration of the ethical attributes and 
responsibilities intrinsic to medical practice. Traditionally, these principles were embodied by healthcare professionals, but they 
are now extending across diverse platforms and individuals, encompassing web portals, consumer device creators, wellness service 
providers, and others. While contemporary medicine has progressed beyond the conventional doctor-patient model delineated in the 
therapeutic relationship, the responsibilities associated with this connection have not evaporated. Instead, the diffusion and transfer 
of these responsibilities to new technological participants in medicine raise concerns regarding the oversight of AI integration in 
healthcare.

When assessing the impact of AI and algorithmic technologies on the doctor-patient relationship, the selection of metrics becomes 
paramount. If we solely gauge it in terms of cost-effectiveness or utility, the rationale for incorporating AI into healthcare and ex-

panding its role is evident. Nonetheless, while algorithmic technologies might enhance efficiency and reduce the cost of treating 
more patients, they could potentially erode the non-mechanical aspects of care. One can distinguish between the effects of algorith-

mic systems (and their utility components) that contribute to the welfare of the patient or the practice of medicine, governed by 
established ethical standards, and those that benefit medical institutions and healthcare services.

The moral engagement intrinsic to the doctor-patient relationship, where treatment ideally stems from the practitioner’s contex-

tual and historically informed evaluation of the patient’s condition, is challenging to replicate in interactions with AI systems. The 
12

role of the patient, the factors prompting individuals to seek medical assistance, and the vulnerability of patients remain unaltered 
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with the introduction of AI as a mediator or enhancer of medical care. What does transform is how care is administered, the possibil-

ities for its delivery, and who delivers it. The delegation of care skills and responsibilities to AI systems can be disruptive in multiple 
respects.

The deployment of AI machines and robots in medicine, particularly when they demonstrate enhanced efficiency, precision, speed, 
and cost-effectiveness, appears appealing when considering their substitution for humans in tasks that are repetitive, tedious, perilous, 
demeaning, or exhausting. If used judiciously, AI has the potential to reduce the time healthcare professionals allocate to bureaucratic, 
routine tasks, or those that expose them to unnecessary risks, thereby offering a lower-risk, patient-focused environment.

Traditionally, clinical care and the doctor-patient relationship are ideally rooted in the physician’s contextual and historically 
informed evaluation of the patient’s condition. This type of care is challenging to replicate in technologically mediated healthcare. 
Patient data representations inherently confine the doctor’s comprehension of the patient’s case to quantifiable attributes. This 
can pose challenges as clinical assessments increasingly rely on data representations derived from sources like remote monitoring 
technologies or data collected without in-person interactions.

Patient data representations can be perceived as an ‘objective’ gauge of an individual’s health and overall well-being, potentially 
diminishing the significance of contextual health elements or the perspective of the patient as a socially situated individual. These 
data representations can generate an ‘illusion of certainty,’ where ‘objective’ monitoring data are regarded as an accurate portrayal 
of the patient’s condition, often overlooking the patient’s interpersonal context and other unspoken knowledge [86].

Healthcare providers encounter this challenge when integrating AI systems into patient care protocols. The volume and intricacy 
of data and suggestions derived from technology can complicate the identification of crucial missing contextual details regarding 
a patient’s condition. Depending solely on data obtained from health apps or monitoring technologies (e.g., smartwatches) as the 
primary information source about a patient’s health may lead to the oversight of facets of a patient’s well-being that aren’t readily 
measurable. This encompasses vital aspects of mental health and overall well-being, such as the patient’s emotional, mental, and 
social status. Consequently, a ‘decontextualization’ of the patient’s state may transpire, wherein the patient relinquishes some influ-

ence over how their condition is conveyed and comprehended by healthcare professionals and caregivers. These scenarios imply that 
the interactions essential for cultivating the fundamental trust inherent in a traditional doctor-patient relationship may be impeded 
by technological intervention. Technologies that obstruct the conveyance of ‘psychological signals and emotions’ may impede the 
physician’s comprehension of the patient’s condition, jeopardizing ‘the establishment of a physician-patient relationship grounded in 
trust and the pursuit of healing’ [85].

Serving as an intermediary position between the doctor and the patient, AI systems modify the dynamics between healthcare 
providers and patients, as they delegate a portion of the patient’s continuous care to a technological platform. This shift could lead to 
a growing divide between healthcare professionals and patients, potentially implying a missed chance to cultivate an intuitive grasp 
of the patient’s health and overall well-being [86].

Relying on AI systems for clinical care or expert diagnostic capabilities may hinder the cultivation of expertise, professional 
networks, and the establishment of ‘best practice’ standards in the field of medicine. This phenomenon is commonly known as ‘de-

skilling’ and contradicts the principles of ‘human-centered AI’ advocated by the WHO. Human-centered AI aims to bolster and enrich 
human skills and competency development rather than diminishing or substituting them [87].

As care becomes increasingly technologically mediated and involves non-professional entities, the development, maintenance, 
and enforcement of internal standards aimed at fulfilling moral obligations to patients may face potential compromises. There is a 
looming prospect that algorithmic systems could supplant the traditional roles of healthcare professionals, with a primary focus on 
efficiency and cost-effectiveness.

To safeguard against the erosion of comprehensive, patient-centered care, new care providers and entities outside the conventional 
medical community must place significant emphasis on upholding these moral obligations to benefit and respect patients. In doing 
so, they can ensure that healthcare remains not only technically ‘efficient’ but also holistic and genuinely beneficial.

A key role of human clinical expertise is to safeguard the well-being and safety of patients. When this human expertise is 
compromised through skill degradation or displaced by automation bias, it becomes essential for tests and clinical effectiveness 
trials to step in and bridge the gap, thus ensuring patient safety [88]. This trade-off is mirrored in the context of transparency and 
precision. Some scholars contend that medical AI systems may not require comprehensible explanations if their clinical accuracy and 
effectiveness can be consistently verified [89].

Automation in data acquisition, interpretation, diagnosis processing, and therapy identification cannot operate in complete iso-

lation from human involvement. It necessitates continuous validation and, therefore, does not diminish the significance of the 
doctor-patient relationship’s uniqueness. Each individual’s ailment is inherently distinctive, and personal interaction remains the 
fundamental component of every diagnosis and treatment. In this context, machines cannot replace humans in a relationship founded 
on the interplay of complementary realms of autonomy, competence, and responsibility.

AI should be regarded solely as a tool to aid physicians in their decision-making processes, which must always be under human 
control and supervision. Ultimately, the responsibility for making the final decision rests with the doctor, as the machine’s role is 
exclusively supportive, involving the gathering and data analysis, serving in an advisory capacity. It is important to underscore that 
an ‘automated cognitive assistance system’ in diagnostic and therapeutic procedures does not equate to an ‘autonomous decision-

making system’ [88]. It assists by collating clinical and documentary data, comparing them with statistics on similar patients, and 
expediting the physician’s analytical process.

An important concern arises: what happens when AI outperforms the capabilities of a doctor? In specific scenarios, this is indeed 
a technical possibility that must be considered. It is within this particular realm that the feared ‘replacement’ of machines for humans 
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However, a more immediate consequence might involve the delegation of decision-making to technology. Entrusting complex 
tasks to AI systems can result in the erosion of human and professional qualities. To maintain the doctor-patient relationship as one 
grounded in trust, in addition to care, it is crucial to preserve the essential role of the ‘human doctor.’ Only the human doctor possesses 
the unique capacities of empathy and genuine understanding that cannot be replicated by AI. While predetermined standards of 
behavior and codes of conduct, such as protocols and guidelines, provide support based on knowledge and experience in professional 
practice, the demands of diagnosis and treatment often necessitate deviation from these predetermined models.

It would be of great concern if the space seemingly left to the presumed neutrality of machines led to the ‘neutralization’ of the 
patient. The vast potential offered by AI should be viewed as a valuable opportunity through which technology can expand ethical 
horizons, enhancing the patient’s opportunity to be heard and fostering a deeper connection with the progression of their illness. In 
this context, AI serves as a valuable tool that saves the physician time on routine tasks, allowing more time to be dedicated to the 
doctor-patient relationship.

5.2. AI-powered clinical decision-making

A substantial portion of the momentum in AI stems from the belief that applying these technologies in diagnosis, care, or health-

care systems could enhance clinical and institutional decision-making.

Physicians and healthcare professionals are susceptible to various cognitive biases, leading to diagnostic errors. The National 
Academy of Sciences (NAS) has reported that approximately 5% of US adults seeking healthcare guidance are subject to misdiagnosis, 
with such errors contributing to 10% of all patient fatalities [90].

AI has the potential to mitigate inefficiencies and errors, leading to a more judicious allocation of resources, provided that 
the foundational data is both accurate and representative. Accountability plays a pivotal role in holding individuals and entities 
responsible for any adverse consequences of their actions. It is an indispensable element for upholding trust and safeguarding human 
rights.

Nevertheless, certain attributes of AI technologies introduce complexities to notions of accountability. These attributes include 
their opacity, reliance on human input, interactions, discretionary functions, scalability, capacity to uncover concealed insights and 
software intricacies. One particular challenge in ascribing responsibility arises from the ‘control problem’ associated with AI. In this 
scenario, AI developers and designers may not be held accountable, as AI-driven systems can operate independently and evolve in 
ways that the developer may assert are unpredictable [91]. Assigning responsibility to the developer could provide an incentive to 
take all possible measures to minimize harm to the patient. Such expectations are already well established for manufacturers of other 
commonly used medical technologies, including drug and vaccine manufacturers, medical device companies, and medical equipment 
manufacturers.

Another challenge is the ‘traceability of harm,’ which is a persistent issue in complex decision-making systems within healthcare 
and other domains, even in the absence of AI. Due to the involvement of numerous agents in AI development, ascribing responsi-

bility is a complex task, entailing both legal and moral dimensions. The diffusion of responsibility can have adverse consequences, 
including the lack of compensation for individuals who have suffered harm, incomplete identification of the harm and its root causes, 
unaddressed harm, and potential erosion of societal trust in such technologies when it appears that neither developers nor users can 
be held accountable [92].

Physicians routinely employ various non-AI technologies in the diagnosis and treatment process, ranging from X-rays to computer 
software. When a medical professional commits an error in the utilization of such technology, they can be held accountable, especially 
if they have received training in its application [93]. However, in cases where an error arises from the algorithm or data used to 
train an AI technology, it may be more appropriate to assign responsibility to those involved in the development or testing of the AI 
system. This approach avoids placing the onus on the doctor to assess the AI technology’s effectiveness and usefulness, as they might 
not possess the expertise to evaluate complex AI systems [94].

Numerous factors argue against placing exclusive responsibility on physicians for decisions made by AI technologies, many 
of which apply to assigning responsibility for the use of healthcare technologies beyond AI. To begin with, physicians do not 
wield control over an AI-driven technology or the recommendations it provides [95]. Nonetheless, physicians should not be entirely 
absolved of liability for inaccuracies in the content, as this is necessary to prevent ‘automation bias’ and encourage critical evaluation 
of whether the technology aligns with their requirements and those of the patients [92]. Automation bias occurs when a physician 
disregards errors that should have been identified through human-guided decision-making. While it’s crucial for doctors to have 
trust in an algorithm, they should not set aside their own experience and judgment to blindly endorse a machine’s recommendation. 
Automation bias occurs when a physician disregards errors that should have been identified through human-guided decision-making. 
While it’s crucial for doctors to have trust in an algorithm, they should not set aside their own experience and judgment to blindly 
endorse a machine’s recommendation [94].

Certain AI technologies may present not just a single decision but a range of options from which a physician must make a selection. 
When a physician makes an incorrect choice, determining the criteria for holding them accountable becomes a multifaceted challenge.

The complexity of attributing liability is magnified when AI technology is integrated into a healthcare system. In such cases, 
the developer, the institution, and the physician may all have contributed to a medical error, making it difficult to pinpoint full 
responsibility [90]. Consequently, accountability might not rest solely with the provider or developer of the technology; instead, it 
may lie with the government agency or institution responsible for selecting, validating, and implementing the technology.

Fortunately, as of today, the shift of decision-making in healthcare from humans to machines has not reached its culmination. 
14

While AI today is primarily proposed to augment human decision-making in the practice of public health and medicine, epistemic 
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authority has begun to debate the issue of why, in some circumstances, AI systems (as with the use of computer simulations) can 
move humans from the center of knowledge production [96,97]. The debates evidence a possible complete transfer of routine medical 
tasks to AI, prompting questions about the legality of such full delegation. Modern laws increasingly acknowledge an individual’s 
right not to be solely subjected to automated decisions when these decisions hold substantial consequences. Additional concerns may 
emerge if human judgment is progressively supplanted by machine-driven assessment, giving rise to broader ethical considerations 
associated with the loss of human oversight, particularly if predictive healthcare becomes standard practice.

Nonetheless, it is improbable that AI in the field of medicine will attain complete autonomy; instead, it may reach a stage of 
conditional automation or necessitate ongoing human support [98].

Substituting human judgment with AI and relinquishing control over certain aspects of clinical care offers distinct advantages. 
Humans are capable of making decisions that may be less equitable and more biased compared to machines (the concern about bias 
in AI usage is further elaborated below).

The utilization of AI systems for specific, well-defined decisions can be entirely justified if there is compelling clinical evidence 
indicating that the system outperforms a human in that particular task. However, the transition to the application of AI technologies 
for more intricate aspects of clinical care presents a set of challenges.

One such challenge is the potential emergence of a ‘disagreement between equals’ between two competent experts: an AI machine 
and a doctor. In such scenarios, there is no feasible method for harmonizing decisions or engaging in a rationale with the algorithm 
since accessing it or committing to a change of mind is not possible. Furthermore, there are no clear-cut rules for determining which 
entity is correct, and whether a patient should place trust in technology or a doctor. The choice may hinge on factors that are not 
rooted in the ‘competence’ of either the machine or the doctor. Some argue that the algorithm’s recommendation should be favored, 
as it incorporates the expertise of multiple individuals and a wealth of data points. However, opting for one over the other may result 
in an undesirable outcome. If the physician disregards the machine’s recommendation, the AI’s value addition can be limited. If the 
physician concurs with the machine’s decision, it might erode their authority and diminish their responsibility [90].

The delegation of decision-making to AI-driven technologies and the subsequent loss of human control could impact various 
aspects of clinical care and the healthcare system.

While offering individuals more opportunities to share data and access autonomous health advice might enhance their sense of 
empowerment and self-care, it could also potentially trigger anxiety and fatigue [93]. As these technologies accumulate more personal 
data and incorporate it into the decision-making process of physicians, patients might find themselves gradually marginalized in 
shared decision-making, potentially compromising their ability to exercise free will or autonomy in health-related decisions [90].

The utilization of AI in medicine, especially when its use is not disclosed, poses challenges to the fundamental principles of 
informed consent and broader public trust in healthcare. While some may view the reduction of physician control over patients as 
a way to promote patient autonomy, there is an equally significant risk of relinquishing decision-making to AI technology. This risk 
is heightened if the technology is presented to the patient as offering a superior understanding of their health status and prognosis 
compared to a physician [94].

5.3. Health data records

The integration of AI technology in the healthcare sector faces notable limitations, particularly in the realm of managing health 
record data. Health data encompasses a patient’s complete medical history, including details from physical examinations, investiga-

tions, and treatment records—all stored in electronic form.

The 2018 WHO-UNICEF Global Primary Health Care (PHC) Conference underscored the importance of harnessing AI techniques 
to augment existing systems and leverage data for electronic decision support and analytics [99]. The overarching objective is to 
attain Universal Health Coverage and advance healthcare equity for both individuals and populations. However, ethical challenges 
arise in the context of health records. The use of electronic health records introduces ethical issues related to beneficence, autonomy, 
fidelity, and justice. Autonomy is compromised when patients’ health data are shared or linked without their knowledge. Fidelity is 
at risk when health organizations fail to take adequate precautions to safeguard identifiable health data. Justice is undermined when 
disparities exist in access to health information and services based on income, language, age, geography, literacy, and disability 
[100].

A comprehensive examination of health records and their implications necessitates the involvement of various stakeholders, 
including health personnel, leaders, policymakers, ethicists, and engineers.

Despite significant strides in computerization, challenges persist throughout the data life cycle—from collection and documenta-

tion to storage, management, sharing, and utilization [101,102]. Efforts to address these challenges are essential to fully realize the 
potential benefits of AI in healthcare.

Legislation for AI regulation in the EU emphasizes trustworthy and ethical AI with explicit processes and human oversight for 
high-risk systems. Equitable AI is proposed as a solution, emphasizing fairness in capacity-building strategies. Integrating data quality 
assessment and management with information governance in the big data environment is essential for ethical health information 
ecosystems.

To effectively navigate the complexities of integrating AI technology into healthcare, a comprehensive approach that combines 
data usage, data quality management, governance, and ethics is essential. In this context, key recommendations have been identified 
to guide stakeholders in the enhancement of data utilization in healthcare: transparency, use limitation, access and correction, data 
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quality, and security [103].
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Healthcare professionals play significant roles as creators, collectors, managers, and users of observational health data. This raises 
the question of whether we need new consent models from clinicians, patients, and other healthcare providers within the referral 
and integrated care network at different points in the data life cycle. Determining the adequacy of consent, its informativeness, and 
relevance becomes a critical consideration, prompting the need for clear criteria and decision points throughout the life cycle.

In promoting good governance, it is essential to establish consent or employ other legal processes, such as opting out or utilization 
for public health purposes, to regulate access and sharing. Adhering to ethical principles, data quality categories, and information 
governance is crucial, ensuring their relevance at various stages in the data life cycle. Innovative technologies like blockchain are 
actively being utilized to expedite the consent process for clinical trials, potentially alleviating concerns related to personal data 
privacy associated with integrated service delivery [104].

Establishing and maintaining trust is paramount in implementing sustainable data creation and collection practices.

It’s crucial to recognize that community-driven health data repositories may not provide the level of privacy citizens assume, 
particularly in the context of free online services with user agreements allowing the service owner to utilize collected data. The 
deployment of applications and systems facilitating unethical and unlawful exchange of digital information erodes trust. Building 
and maintaining trust in the health information exchange network requires reciprocity, transparency, and mutual trust among all 
actors, including data custodians and providers. The trustworthiness of data custodians hinges on their competence, commitment, 
and motives. Patients and service users generally have high levels of trust in the professionalism of clinical teams and health services. 
However, unnecessary tests and procedures resulting from unclear data or misinterpretations of unstructured data can compromise 
patient autonomy and hinder informed decision-making.

In the United States, legislation such as the Health Insurance Portability and Accountability Act (HIPAA) specifically excludes 
protections once data leaves a covered entity. Controversy surrounds the transmission of data to large companies for data mining, 
primarily due to the lack of explicit consent from patients, placing control in the hands of system designers and owners. In contrast, 
the EU’s GDPR empowers individuals with control over their personal data.

Careful consideration is needed for all data processes, as they may harbor unrecognized risks.

Transferring data from information systems to data repositories demands a commitment to security, safety, and accuracy [105]. 
Privacy is a paramount concern, and while privacy-preserving linkage techniques exist for integrating observational data from 
information systems, their accuracy and security are not always guaranteed [106]. Beyond the threat of re-identification during data, 
there exists the potential for data loss and compromise of data integrity.

For instance, a recent study underscored inaccuracies in cohort identification when utilizing vocabulary mappings within a 
common data model during the data process [107]. These mappings, integral to data, may suffer from inaccuracies stemming from 
programming bugs and errors that escape detection during quality assurance stages.

It is imperative to thoroughly identify, assess, and establish contingency plans to mitigate all risks associated with the data 
process. Vigilance in recognizing potential pitfalls and implementing safeguards is essential for ensuring the reliability and security 
of the data transfer process [108].

Transparent data processing is imperative, along with the ethical and secure sharing of research data, methodologies, and al-

gorithms. Achieving reproducibility and generalizability while safeguarding patient privacy, financial investments, and intellectual 
property is essential.

Explainable AI (XAI) algorithms allow doctors to understand and validate results, aligning with the ‘learned intermediary’ prin-

ciple where clinicians play a central role in decision-making. However, discerning between biased or inadequately explained AI 
guidance and the clinician’s interpretation poses challenges. Collaborative efforts among clinicians can potentially address these bi-

ases and enhance the design of XAI, ensuring a critical appraisal of AI guidance in primary care that augments rather than undermines 
the patient-physician relationship [109].

Conscious efforts to develop discrimination-aware algorithms aim to reduce bias in databases and associated applications, en-

suring that data mining models do not lead to discriminatory decisions against vulnerable groups, even if the underlying dataset is 
inherently biased. Empirical studies evaluating AI practices are necessary to highlight ethical concerns and propose solutions. Trials 
comparing AI-based practices with conventional methods are vital for evidence-based policymaking in the face of poorly regulated AI 
practices. Reducing the opacity and complexity of AI methods, including deep machine learning and neural networks, is imperative.

The ethical governance of AI platforms necessitates modifications to traditional medical research ethics principles. This includes 
considerations for informed consent, protecting individual and group-level harms and benefits, ensuring patient empowerment, 
preserving the patient-doctor relationship, and upholding research subject rights in AI-supported projects. Data protection regulations 
for research and personal health services must be robust and effectively enforced.

In conclusion, adopting an integrated strategy encompassing data utilization, quality assurance, governance, and ethical consid-

erations is pivotal. Key recommendations involve ensuring consent remains a focal point throughout the data life cycle, fostering 
sustainable data practices, meticulously examining data processes, seamlessly integrating data governance with quality manage-

ment, navigating ethical challenges posed by AI, and applying a structured ethical framework aligned with the data life cycle. These 
proactive measures collectively strive to uphold trust in current systems and anticipated developments.

6. Conclusions

This study serves as a valuable addition to the existing literature by aggregating insights into AI’s applications in healthcare. 
It also provides a comprehensive perspective on the ethical and governance challenges encountered by stakeholders interested in 
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introducing AI in healthcare.
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In the ongoing narrative of healthcare, AI assumes a pivotal role. As the driving force behind precision medicine, it fulfills a 
pressing need for enhanced care. While initial efforts to provide diagnoses and treatment recommendations have been met with 
many challenges, the trajectory suggests that AI will eventually master this domain.

The primary hurdle to widespread AI adoption in healthcare does not revolve around the capabilities of the technology but 
rather centers on ensuring seamless integration into daily clinical practice. For comprehensive adoption, AI systems must receive 
regulatory approval, attain standardized protocols that guarantee uniform functionality, train clinicians in their use, secure financial 
support from public and private payer organizations, and undergo iterative supervision updates. While these adoption challenges 
will ultimately be surmounted, they will necessitate more time than the maturation of the technologies themselves.

AI technologies are making remarkable strides across a spectrum of healthcare applications, serving as a vital catalyst for ad-

vancements in medical diagnosis, virtual patient care, treatment adherence, and administrative efficiency. Nevertheless, AI confronts 
a constellation of technical, ethical, and governance challenges on its path to healthcare integration. Issues about data security and 
privacy loom large due to the utilization of sensitive, legally bound health data. Additionally, the limitations of AI in mirroring 
distinctly human emotional and behavioral traits, like compassion, can pose constraints on its utility.

Crucially, it is becoming increasingly evident that AI systems are not poised to replace human clinicians on a grand scale. Instead, 
they are poised to augment the capabilities of human caregivers. As time progresses, healthcare professionals are likely to shift 
their focus toward roles that leverage uniquely human skills. Meanwhile, AI is poised to evolve into an essential tool, enhancing the 
collaborative efforts of clinicians as they strive to deliver superior patient care.

AI undeniably offers significant advantages, but it is crucial to emphasize that it can never supplant the human connections that 
underlie collaborative healthcare decisions. The intricate dynamics of multidisciplinary teamwork elude machines, as they cannot 
forge the profound bonds that humans establish through their experiential knowledge in personalizing patient care. To tackle these 
challenges, the future governance of AI must prioritize human expertise and experience in overseeing these technologies, ensuring 
that the ultimate decisions, even when contrary to AI recommendations, remain in the hands of healthcare professionals.

Additionally, the lack of AI accountability continues to pose a significant obstacle to its adoption. AI systems operate as black 
boxes, taking inputs and generating outputs without disclosing their underlying measurements or reasoning, a challenge known as 
the black-box problem. To tackle this issue and prevent healthcare practitioners from being wrongly held responsible for AI errors, 
the implementation of standardized policies and governmental measures is imperative.

A holistic approach involving all stakeholders, including providers, payers, and patients, is crucial for understanding clinical 
needs before advancing the adoption of AI in healthcare. To ensure the secure and proficient use of AI in the future, it is advisable 
to include AI training in the curricula of healthcare professionals. This will enhance their understanding of potential risks and their 
expectations regarding AI performance.

Concluding, this review may have far-reaching implications across various stakeholders. It may serve as a valuable resource 
offering policymakers insights into potential pitfalls and hurdles in integrating these systems into healthcare. This knowledge may 
facilitate the development of frameworks that can balance innovation with the protection of patient safety, privacy, and ethical con-

siderations. Healthcare professionals may benefit from the guidance provided, enabling them to navigate challenges, make informed 
decisions, and incorporate AI technologies responsibly into clinical workflows. Moreover, the research may contribute to responsible 
development by aiding developers and technologists in designing systems that can prioritize patient safety, privacy, and compliance 
with healthcare standards. The identification of ethical and regulatory challenges may also serve as a proactive approach to risk 
mitigation, contributing to the overall success and acceptance of AI technologies. Patient trust, a critical factor in healthcare, may be 
enhanced by addressing ethical concerns and ensuring compliance with regulations, fostering transparency in the implementation of 
AI technologies. Additionally, the research may support education and training initiatives for healthcare professionals and stakehold-

ers, ensuring they may be well-informed and equipped to navigate the complexities of AI technologies. Lastly, the study underscores 
the need for continuous improvement in ethical guidelines and regulatory frameworks to keep pace with the evolving landscape of 
AI technology in healthcare.
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