Hindawi Publishing Corporation
Computational Intelligence and Neuroscience
Volume 2016, Article ID 6508734, 14 pages
http://dx.doi.org/10.1155/2016/6508734

Research Article

Global Exponential Stability of Almost Periodic Solution for
Neutral-Type Cohen-Grossberg Shunting Inhibitory Cellular
Neural Networks with Distributed Delays and Impulses

Lijun Xu," Qi Jiang,” and Guodong Gu®

School of Mathematics and Computer Science, Panzhihua University, Panzhihua, Sichuan 617000, China
*The Academy of Agriculture and Forestry Sciences of Panzhihua City, Panzhihua, Sichuan 617000, China

Correspondence should be addressed to Lijun Xu; pzhxlj@126.com
Received 31 October 2015; Accepted 15 February 2016

Academic Editor: Jose de Jesus Rubio

Copyright © 2016 Lijun Xu et al. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

A kind of neutral-type Cohen-Grossberg shunting inhibitory cellular neural networks with distributed delays and impulses is
considered. Firstly, by using the theory of impulsive differential equations and the contracting mapping principle, the existence
and uniqueness of the almost periodic solution for the above system are obtained. Secondly, by constructing a suitable Lyapunov
functional, the global exponential stability of the unique almost periodic solution is also investigated. The work in this paper
improves and extends some results in recent years. As an application, an example and numerical simulations are presented to

demonstrate the feasibility and effectiveness of the main results.

1. Introduction

It is well known that shunting inhibitory cellular neural net-
works (SICNNs) [1] have many applications in psychophysics,
speech, perception, robotics, adaptive pattern recognition,
vision, and image processing. Therefore, the stability problem
for SICNNSs has been one of the most active areas of research
and there exist some results on the existence and stability of
periodic and almost periodic solutions for the SICNNs with
delays [2-11]. In applications, almost periodic oscillation is
more accordant with fact [12-14]. Therefore, there are some
good results on the existence and global exponential stability
of almost periodic solutions for SICNNs [3-9].

The Cohen-Grossberg neural network (CGNN) [15] is a
kind of important neural network described as follows:

k== (x) | b () = i fi (%) - L |
2 )

i=12,...,n,
where n > 2 is the number of neurons in the network,

x; = x;(t) denotes the state variable associated with the

ith neuron, g; represents an amplification function, and 4; is
an appropriately behaved function such that the solution of
the above model remains bounded. The n x n connection
matrix A = (c,-j) tells how the neurons connected in the
network, and the activation function f; shows how the jth
neuron reacts to the input; I; represents external input at
the time t. Cohen-Grossberg neural networks have been
extensively studied because of their immense potentials of
application perspective in different areas such as pattern
recognition, optimization, signal, and image processing. In
addition, experiments show that time delays can affect the
stability of neural networks and lead to some other dynamical
behaviors, such as periodic or almost periodic oscillation,
bifurcation, and chaos. Hence, they have been the object
of intensive analysis by numerous authors and some good
results on the existence and global exponential stability of
periodic and almost periodic solutions for Cohen-Grossberg
neural networks with delays have been obtained [16-28].

On the other hand, the states of many processes and
phenomena studied in optimal control, biology, mechanics,
biotechnologies, medicine, electronics, economics, and so
forth are often subject to instantaneous perturbations and


http://dx.doi.org/10.1155/2016/6508734

experience abrupt changes at certain moments of time. The
duration of these changes is very short and negligible in
comparison with the duration of the process considered and
can be thought of as “momentary” changes or as impulses.
Systems with short-term perturbations are often naturally
described by impulsive differential equations. Owing to its
theoretical and practical significance, the theory of impulsive
differential equations has undergone a rapid development in
the last couple of decades [29-33].

Stimulated by the above reasons, Yang [26] considered
the following Cohen-Grossberg SICNNs with distributed
delays, which has a more general and complicated dynamics
than SICNNs. By using Schaeffer’s theorem and constructing
suitable Lyapunov functional, he obtained the existence
and global exponential stability of periodic solution of the
following impulsive Cohen-Grossberg SICNNs with delays:

i1 (£) = =a (1 (1)) | by (8115 )

+ Z BZI (@) f (g (t = 19 (1)) s; (8)

BMeN, (i,f) (2)
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Au; (ty) = u;; (t) - wij (te) = o (t), ke Z,

where Auy;(t;) = uij(tZ) —u;j(f) is the impulse at moment £
and t;, < ty,, limg_,,tr = +00, B;; denotes the cell at the
(i, j) position of the lattice, the r-neighborhood N, (i, j) of G
is

. ki . :
N, (i, ) = {Bi]. smax (|k—il,|l-j|)<r, 1<k
(3)
<m, 1<l<n},

u;j is the activity of the cell B;;, I;; is the external input to By, a;;
and b;; represent an amplification function and an appropri-
ately behaved function, respectively, nonnegative function Bffjl
is the connection or coupling strength of postsynaptic activity
of the cell transmitted to the cell B;;, and the activity function
fij(ug) is continuous function representing the output or

firing rate of the cell B, where i = 1,2,...,m and j =
L,2,...,n

In addition, owing to the complicated dynamic properties
of the neural cells in the real world, the existing neural
network models in many cases cannot characterize the prop-
erties of a neural reaction process precisely. It is natural that
systems will contain some information about the derivative
of the past state to further describe and model the dynamics
for such complex neural reactions. This new type of neural
networks is called neutral neural networks or neural networks
of neutral type. The motivation for us to study neural
networks of neutral type comes from three aspects. First,
based on biochemistry experiments, neural information may
transfer across chemical reactivity, which results in a neutral-
type process. Second, in view of electronics, it has been
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shown that neutral phenomena exist in large-scale integrated
(LSI) circuits. Last, the key point is that cerebra can be
considered as a super LSI circuit with chemical reactivity,
which reasonably implies that the neutral dynamic behaviors
should be included in neural dynamic systems [34-37].

In the literatures, although there are numerous results on
the existence and stability of neural networks with delays,
the problem of global exponential stability of almost periodic
solution for neutral-type Cohen-Grossberg SICNNs has not
been fully investigated. And, in most situations, delays are in
fact unbounded and a neural network usually has a spatial
nature due to the presence of various parallel pathways. That
is, the entire history affects the present, so distributed delays
are more suitable to practical neural networks (see [9, 10, 17,
18, 23-25]).

Therefore, in this paper, we consider the following
neutral-type Cohen-Grossberg SICNNs with distributed
delays:

i () = —a; (u; ) | b (buy; ©)+ Y Bf.‘j’(t)
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where the kernel functions w, vy X;; [0,+00) —

[0, +00) are continuous with jooo w(s)ds = JOOO vij(s)ds =
_[OOO Xij(s)ds = 1 and satisty
J eﬁswij (5) ds = plj (E) >
0
J eis"ij (s)ds = g;; (§) » (5)
0

L e£SXij (s)ds = o;; ©,

where p;;, g;;, and o;; are continuous functions in [0,] (¢ >
0) and p;;(0) = g;;(0) = 0;;(0) = 1, wherei = 1,2,...,m and
j=L2,...,n

The state of electronic networks is often subject to
instantaneous perturbations and experiences abrupt changes
at certain instants, which may be caused by switching
phenomenon, frequency change, or other sudden noise that
exhibit impulsive effects [30, 38]. For example, according
to Arbib [39] and Haykin [40], when a stimulus from the
body or the external environment is received by receptors
the electrical impulses will be conveyed to the neural net
and impulsive effects arise naturally in the net. An artificial
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electronic system, such as neural network, is often subject
to impulsive perturbation; the abrupt changes in the voltages
produced by faulty circuit elements are exemplary of impulse
phenomena, which can affect the dynamical behaviors of
the system. Besides, in contrast to the retarded differential
systems, the neutral differential systems in which time delays
appear explicitly in the state velocity vector can be applied
to describe more complicated nonlinear engineering and
bioscience models, for example, population ecology [41], the
distributed networks with lossless transmission lines [42,
43], chemical reactors [44], and partial element equivalent
circuits in very large-scale integration (VLSI) system [45].
Therefore, neutral delays and impulses can heavily affect the
dynamical behaviors of the networks, and thus it is necessary
to investigate both effects of neutral delays and impulses on
the dynamics of neural networks.

The main purpose of this paper is to establish some
new suflicient conditions on the existence, uniqueness, and
global exponential stability of almost periodic solution of
neutral-type Cohen-Grossberg SICNNs (4). First, by using
the almost periodic theory of impulsive differential equations
[31] and the contracting mapping principle, the existence
and uniqueness of almost periodic solution of system (4)
are considered. Further, by constructing a suitable Lyapunov
functional, the global exponential stability of system (4) is
also investigated. The main results in this paper compensate
for the deficiency in papers [21-25] and extend the main
results in [3-8, 26] (see Remarks 9, 10, 12, and 13).

The organization of this paper is as follows. In Section 2,
we give some basic definitions and necessary lemmas which
will be used in later sections. In Sections 3 and 4, by using
the contracting mapping principle and constructing suitable
Lyapunov functional, we obtain some sufficient conditions
ensuring existence, uniqueness, and global exponential sta-
bility of almost periodic solution of system (4). Finally, an
example and numerical simulations are given to illustrate that
our results are feasible.

2. Preliminaries

Now, let us state the following definitions and lemmas, which
will be useful in proving our main result.

Since the solution of system (4) is a piecewise continuous
function with points of discontinuity of the first kind ¢, k €
Z, we adopt the following definitions for almost periodicity.

Definition I (see [31]). The set of sequences {ti}, ti =t~ te
where k € Z, j € Z, and {t;} € |, is said to be uniformly
almost periodic if for arbitrary e > 0 there exists a relatively
dense set of e-almost periods common for any sequences.

By Ll = {{} e R: ¢t <ty k € Z, lim_,, t; =
+00}, we denote the set of all sequences that are unbounded
and strictly increasing. Let O ¢ R and Q # 0; the following
notations are introduced.

PC(&,) is the space of all functions ¢ : (—00,&,] — Q
having points of discontinuity at y;, i, ... € (-00,&;] of the
first kind and left continuous at these points.

For ] ¢ R, PC(J,R) is the space of all piecewise
continuous functions from J to R with points of discontinuity
of the first kind t,, at which it is left continuous; PC'(J, R) is
the space of all continuously differentiable functions from J
to R except the points t.

Let ¢;; € PC(0); denote by u;;(f) = u;;(£0,¢;), uy; € Q,
the solution of system (4) satisfying the initial conditions

Ui (s) = (/51']' (),
i (s) = (bij (), (6)
Vs € (-00,0], ¢; € PC' ((-00,0],R),

wherei=1,2,...,mand j=1,2,...,n.

Definition 2 (see [31]). The function ¢ € PC(R, R™") is said
to be almost periodic, if the following hold:

(1) The set of sequences {ti}, ti =t — tx, where k € Z,
j € Z,and {t;} €|, is uniformly almost periodic.

(2) For any € > 0 there exists a real number § > 0 such
that if the points ¢’ and t" belong to one and the same
interval of continuity of ¢(¢) and satisfy the inequality
It —t"| < 3, then [lp(t') - (p(t")|| <e.

(3) For any € > 0 there exists a relatively dense set T such
thatif # € T, then |lo(t + 1) — @(t)|| < eforallt €
R satisfying the condition [t — t;| > €, k € Z. The
elements of T are called e-almost periods.

Lemma 3 (see [31]). Let {t;} € 1. Then there exists a positive
integer N such that, on each interval of length 1, one has no
more than N elements of the sequence {t,}; that is,

i(s,qt) < N({t-s)+N, (7)
where i(s, t) is the number of the points t;_ in the interval (s, t).

Definition 4. The almost periodic solution x = {x;;} of system
(4) with the initial value ¢ = {g;;} is said to be globally
exponentially stable, if there exist constants w > Oand M > 1,
for any solution y = {y;;} of system (4) with initial value

¢ = {¢;;} such that

lx =y < Mlp - ¢l e, vi>o0, ®)
where

lo = ¢llco

< : )
=22 o, -, 0l fey -4, 0l

i=1 j=1
Throughout this paper, we set

) € R™™.(10)

x = {xij} = (X gsee s Xppee e Xy - - -

For x = {x;} € R™", we define the norm x| =
Max; j SUP e [X;;(5)]-



We list some assumptions which will be used in this paper.

(Hy) ijl, ijl , and I;; are continuous almost periodic func-
tions, where i,k = 1,2,...,mand j, = 1,2,...,n

(H,) a;; ij € C(R) and there exists positive constant a; such
that 0 < a,](t) <a;,Vt € R,wherei=1,2,...,mand
j=12,.

l]’

(Hs) bij e C(R%R) is almost periodic about the first

argument, bij(t 0) = 0, and there are positive
constants 0., i 0,1, 0;;» and 0;; such that
_ % 6w a0 o
Gij = u-—v g
(11
aij (w) bij (t,u) ajj ()b (t v _
- <5, lu-l,
u 12
V(t,u),(tv) € (R,R), wherei = 1,2,...,mand j =

1,2,...,n

(Hy) fij» g5 € CR), £;;(0) = g;;(0)
positive constants Lf L ,and L“ such that

= 0, and there exist

[fy @)= £ 0] < Ly =1,
g () = g ] < 25 lu =1, )

|ay; () = a; ()| < L [u - ],

Vu,v € R,wherei=1,2,...,mand j=1,2,...,n

(Hs) There exist positive constants M. f; and MZ such that

[fy 0] < 0, .
|9 )] = M5,

VYu € R,wherei=1,2,...,mand j=1,2,...,n

(H,) The set of sequences {ti}, ti =ty — t, where k € Z,
j € Z,and {t;} €, is uniformly almost periodic and
there exists 8 > 0 such that infkezt,lc =0>0.

(H;) The sequence {o;;} is almost periodic.

Remark 5. By (H,) and (H;) and Theorem 1.4 in [31] and
Theorem 6.1.1 in [46], we can easily obtain that system (4)
has a unique solution on R.

Let

X = {u € PC(R,R™") : u is differential on R\ {t;},
(14)
u and @ are almost periodic}

Computational Intelligence and Neuroscience

with the norm [uly = max{[u(s)|,lz(s)|}. Then X is a
Banach space with the norm || - [I.
Vo € X, consider the following auxiliary systems:

ajj (S"ij (t)) b; (t’ Pij (t))
@;; (t)

thy (£) = - w; (1) = a; (9 (1))

IRACY REHEYACH LR

Cr €N, (i,5)

¢ Y a0 wesbue-9s

C €N, (i,7)
+00
AT EEE S ACIE

Auyj () = i (t) »

i=12,....,m, j=12,...,n keZ.

Obviously, system (15) is equivalent to system (4). So, we

investigate the existence, uniqueness, and global exponential

stability of almost periodic solution for system (15).
Together with system (15) we consider the linear system

w;; (t) =

Auy; () =

d"’ O u; (t), t#t,
(16)

e (t), keZ,

where d,(-/;-(t) = aij((pij(t))bij(t, gvij(t))/svij(t) € [Qij>6,'j]>t eR,
wherei=1,2,...,mand j=1,2,...,n
Now let us consider the equations

ulJ (t) dq’ (t) uz] (t) tk*l <ts tk’ (17)

and their solutions
d? (i (18)

u; () = u;; (s) e f;

fort,_; <s<t<t,wherei=12,...,mandj=1,2,...,n
Then [31], the solutions of system (16) are in the form

(t to’ ij (tO)) (t tO) 1] (tO)

(19)
theR, i=12,....m, j=12,...,n,
where
@
Wy (t.5)
t
e L d?;(l)dl, by <s<t<t (20)
= k+1 J‘td“’(l)dl
H(l+oc,-j,)e STV b <SS, <t <t <ty
I=m
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Lemma 6 (see [6]). Ifthe conditions (H;) and (Hg)-(H,) and Proof. By (H;), we have
the following condition hold:
|e’ [fdmar _ - j d“’(l)dll
(Hg) Ajj =6, — NIn(1 + supyzlagc|) > 0, where constant
N is determined in Lemma 3, wherei = 1,2,...,mand gt g
i=12m =[e b0 g o) - af o)
th
e _ o dwar| i a; (¢ (1)) b; (9, () -
¢ —Ay(t=s) @; (t) ( )
M’l] (t, S) < Elje 5 (21) ij
where ¢ € X and §;; = exp{NIn(1 + supyczlal)}, where % <¢ij (t)) b; (t, ¢ (t)) *f i "
i=12,....mand j=1,2,...,n ¢ (t) %ij I
Lemma 7. If the conditions (H;) and (Hg)-(Hyg) hold, then - ¢"x ,
_ (-
|W‘P (ts) Wj (t, 5)| <& o — e 90 (22) where dfj is between dJ; and d;’j., where i = 1,2,...,m and
j=L2,...,n
where @, ¢ € X, wherei=1,2,...,mand j=1,2,...,n By (20) and (23), we have
0
o lLdsmar _ - [l al l)dl| by <s<t<ts
|w."? (t,s) — (t s)| ,
! |1+a [ dja _ ‘Jd“d’| by <SSty <t <t <t
I=m
(24)
¢
ol d0a ey <S<t<ty
<0 llo— ¢l |k ST |
1_“ +ocl]'e L1 <s<t, <l <t<t,.
Similar to the proof in Lemma 6, we obtain that i = Z Bkl+Lf K+ CZHMgK +17,
BMeN, (i,j) CHeN, (i, /)
9 ) — _ A (t-9)
W5 (t,5) = W3 (8,9)] < Ty o = Bl e (25) = BYLY 42 ClLIK
BMeN, (i,f) CHeN, (i)
wherei = 1,2,...,mand j = 1,2,...,n. This completes the (26)

proof. O

3. Almost Periodic Solution

In this section, the existence and uniqueness of almost
periodic solution of system (4) will be studied.
For any bounded function f € C(R), f* = sup | f(s)];

f_ = infsele(S)l-

Let
E.a.I:
K, = max N
i) [ Aij = 8
al; ()‘IJ + 511911)
K, =ma )
G Ay = (A + &) @
= ki+r f | — kl+ » 19
w;j = aj; Z Bij Ll.j +aj; Cij Mij,
BMeN, (i,]

CHeN, (i, )

wherei=1,2,...,mand j=1,2,...,n

Theorem 8. Assume that (H,)-(Hg) hold; suppose further
that

(Hy) 1 = max ; {&;w;;/ Ay [1 +&;0,/A)w;} < 1;
(Hyp) 8 = max; {a,JK+(£,10,J/AU)[(L‘:J+o,1al]);4,]+a i+
(Ll]/,t,] + al]v,])} <L
Then system (4) has a unique almost periodic solution.

Proof. Define a map ® on X by
(Pp) ()

= ((®11‘P) t)sens

where

(27)

(q)fj(P) (t) 2 (q)mn(P) (t))T >

((Dij§0> (t) = J_too VV;P (t,s) FZ’ (s)ds, (28)
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in which

Fi(t) = ~a; (‘Pij(t))[ > Bj®

CleN, (irj)

E I K
8 A = o ol +a1;] < K,

[o9] = maxsup |-df, ) (@;59) () + Ff )] < max | 1

[T weseue-nar ¥ o

Cy €N, (i,))

E’J 01]

(29) + =0 [wlj “?"X + aljlzj] < K.
]

: Jo Vi (8) gij (9 (£ = 9)) ds (32)

+00 ' From (32), [®¢lly < K, which implies that ©¢p € X*.
) JO Xij () @y (£ =) ds = [;; () | » Secondly, we will prove that the mapping @ is a contrac-
tion mapping of X*. Vo = {g;}, ¢ = {¢;} € X, it follows

fori=1,2,...,m,j=1,2,...,n,and k € Z,Vt € R. from (H,)~(H,), Lemmas 6 and 7, and (H,,) that

Let X” be a subset of X defined by

X" ={peX: ol <K
(30)

K = max {K,,K,}. T

@ (¢ 1) - @ (¢ 1))

t
J W 7 (t,9) [Ff (s) - Ff (9)] ds

Firstly, we prove that ® is self-mapping from X* to X*.
Similar to the argument as that in Theorem 4.1 of [31], it + max sup

j . (W (t,5) - wf (t.9)] Ff (s)ds

is easy to prove that Q¢ is almost periodic. For t # t;, k € Z, G ter
we obtain that ,
d < max su J W2 (t,s) 1 - a;; (¢ (s) Bffl (s)
( lJ(P) (t) = ( l](P) () (i, /) teug Yy Bkle%:(i " 7 <(PJ ) j
(31 w
_ g% . ¢ o
- dij ® (CD,]go) (®) + Fl] ®, : L Wi; () fij (‘Pkl (s - l)) ds
together with the almost periodicity of ®;;¢; d)ij<p is also .
almost periodic, where i = 1,2,...,mand j = 1,2,...,n. + Z aij (¢ij (5)) B;; (s)
So D¢ € X. BYeN, (i,j)
For arbitrary ¢ € X" it follows from (H,)-(H,), o
Lemma 6, and (Hy) that . L w;; (1) f; (g; (s — 1)) de
t
® @
||CI)(p|| max 51€1p J Wi (t,s) E; (s)ds _ Z a; (‘Pij (s)) CZI (s)
CHeN, (i)
t o0
= maxsup J W (t,s) a; (% (s)) Z Bf.‘j’ (s) ) J v () gij (g (s — 1))
i) ter |J- Cu€N,(inj) 0
. J wy; () f (pu (s =) dv+ Y Ci(s) 'L Xij () @y (s = 1) i
0 €N, (i) ¥
o Y a(89)C5 ()
. Jo vii (V) g (Pra (s = v)) dv CfeN, (i)
. | w09, @a -0 a
. 0
. L xij (V) b;; (s=v)dv—1I;(s) [ ds .
. L Xij (1) <l>l.j (s—ndt
t
< max sup J i]-e_’l"f'(t_s)ﬁu Z Bkl+Lf ||(p||X
(:.)) ter | BYeN, (i) + [% ((plj ) a;; (¢U (s))] (s) ¢ ds

+ Z Ckl+Mg||§D||X ds + max sup
CHeN, (i) () teR

t
A (-
I ;&€ 579 ¢l g,
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[ Y Bkl+LfK+ Y c"”MgK I

B"IGN (1,7)

lo -9l

CHeN, (i, 7)

t
t_
<maxsupJ i€ Aij(t=9)

@) teR

! > (LK +a,) B L,

BYeN, (i.j)

+ ) (L MK +2a; LgK)Ckl+ o1

CHeN, (i, )
o - ¢l

Uijaijgij
+ max———
@) Ay

BMeN,(i,j)

lo -9l

iilij ds

| S |

kl+ 1 f ki g
B LK+ ) Ci MIK+I; }

CHeN, (i, 7)

< max--— s [Lz]//‘rj +a vt]] le = ¢llx

(i,7) A

0;.0;;

+ max IJAI'J' e Uij lo - ¢llx
ij

()

< 12*;57 (L5
<8|p-9¢y>

| (0 @) - (¢ )

= max sup |d;] (t
@) teR

+0ya) wy + g o - ¢l

D) (t)

~df () (D,0) () + [FL () - Fl_‘f ol

< max sup {|d¢ (t) - d¢ (t)' "q)ij¢||

@) teR

+ |5 o] |(2;

(,7)

+ (L + vy

<8 - ¢l

|

(v,0) )] + |F; 0 - EL )]}

%) ®
< max 10;K + E—[(L Ea)y +av]
A ij ij ij

le - ¢l

(33)

By (33), one has

(CORR (] M Rl (34)

where § € (0, 1). By the contracting mapping principle, there
exists a unique fixed point ¢* € Q satisfying ®(¢*) =

which implies that system (15) has a unique almost periodic
solution ¢* with [l¢* |l < K. That is, system (4) has a unique
almost periodic solution. This completes the proof. O

Remark 9. Inrecent years, there are many scholars concerned
with the almost periodic solution of Cohen-Grossberg neural
networks. The main method is the antiderivative method.
We consider the following simple Cohen-Grossberg neural
networks:

t O f(u,)=1I(t
i (t) = Z () £ (u;) = L) -

i=12,...,n

Similar to the arguments as that in [21-25], system (35) can
be written as the following system:

(1) = —d; (x; ) x; () + Y c; @) f; (h (x;®)))
i1 (36)

+1; (1),

where x; = h;(4;) and h;(u;) is an antiderivative of 1/a;(u;)
with h;(0) = 0, where i = 1,2,...,n. In order to construct
a contraction mapping, the authors [21-25] considered the
following auxiliary system associated with system (36):

5 (1) = ~d, (x; t»xtr+29,ﬂﬁ(<(¢ﬂfﬂ
(37)

+L(@), i=12,...,n

where ¢ = (¢,,y,...,9,)" is an arbitrary almost periodic
function. Based on system (37) and by using the exponential
dichotomy of linear system, the following mapping was
established:

rao= [ B0 0101 o,0)

(38)

+Ii(s)]ds, i=1,2,...,n

It is worthwhile to note that system (37) is not a linear
auxiliary system. The right side of system (37) is nonlinear
about x; (i.e., d;(x;)x;); then there is nonlinear term about
x; in auxiliary system (37), so the exponential dichotomy
of linear system cannot be used. In this paper, we consider
system (15) as an equivalent form of system (4). On the
right side of system (15), the first term keeps unchangeable;



then linear auxiliary system (15) associated with system (4)
is obtained. Further, owing to the advent of d;(x;), mapping
(38) is not the same as ever. When we verify that T is a

t

contraction mapping, the term el AT o (38) must be
considered since it depends on ¢ (see (33)). However, the
authors in [21-25] ignored this point. Therefore, our work in
this paper compensates for the deficiency in papers [21-25].
Clearly, as a;;(1;;) = a;; and b;;(t, u;;) = u;;, where a; > Oisa
constant, then the auxiliary system (15) will be changed into
the corresponding form in the literature [3-8].

Remark 10. In view of Theorem 8, we can easily see that
the neutral term and impulsive effects bring great difficulty
to the proof. And (Hg)-(H,,) in Theorem 8 indicate that
the impulsive effect and neutral term have negative effect on
the existence and uniqueness of almost periodic solution of
system (4). The work of this paper extends the main results in
[3-8].

4. Global Exponential Stability of Almost
Periodic Solution

In this section, we study global exponential stability of almost
periodic solution of system (4) by constructing a suitable
Lyapunov functional.

For convenience, let

_ ki+2rfra ki+ 2 r97a
T B ML+ ) 2KCy ML,
BYeN, (i,j) CHeN,(i,)
a y+
+L1.j1ij,
_ — pklt+r f kit g (39)
py= ) ayBj'Li+ ) 2KaCy'Li,
BYeN, (i.j) CHMeN, (i,j)
_ — ~kl+ 5 g
o= ) a;Ci M,
CHeN, (i)

where K is defined as that in Theorem 8, wherei = 1,2,...,m
and j=1,2,...,n

Theorem 11. Assume that (H,)-(H,,) hold; suppose further
that

(Hyy) sup(l-’j)k)|1 + oc,-jkl <1

(Hy,) (‘1 -0;)0;; > 0,0, + T, + pyj, wherei = 1,2,...,mand
j=12,...,n

Then system (4) has a unique almost periodic solution, which
is globally exponentially stable.

Proof. It follows from Theorem 8 that system (4) has a unique
almost periodic solution y = {y;;} with initial value ¢ = {¢,}.
We next show that the almost periodic solution y is globally
exponentially stable.

Make a transformation for system (4): x;; = z;;—y;;, where
i=12,...,mand j=1,2,...,n where z = {z;;} is arbitrary
solution of system (4) with initial value y = {y;;}.
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By (5) and (Hj;), there exist small enough positive
constants w and € such that

(o]
J w;; (s)e”ds<1+e,
0

(o]
J vij(s)e¥ds < 1+e
0

0 (40)
J Xij (s)e“ds < 1+e,
0

B 0;-(1-¢) (éij+Qij)0ij_Tij_(1_€)pij <0
1—(1—e)aij

>

wherei=1,2,...,mand j=1,2,...,n.
Define

Vi () = e 'xij (t)|, i=1,2...,m j=1,2,...,n (41)
In view of system (4), for t # t;, k € Z, we have
D+Vij (t) < we" |xij (t)| +e“ sgn (xij (t)) X (1)
< we" |x; (1) + ¢ - [a; (2 (1)) by (t.2,; 1))
= a; (3 (0) by (£ 75 )] sgn (2, (©) = 5 ()
+

ag(z;(0) Y Bj®

BXeN, (i,j)

. JOOO wij (5) fij (Zkl (t — s)) ds — a,»j (yij (t))

[o0]

w;; (5) fi; (Y (¢ = 9)) ds

Y o)

. 0
BklEN,(t,])

+

a;(z; ) Y Cj)

CHeN, (i)

L v;; (5) gij (21 (t = 5)) ds

(o)

25 (9) 24 (t = ) ds — ay; (3 (1)

Y o)

CHeN, (i) 0

(6]

vi; (5) gij (i (t = 5)) ds

. L Xij (5) Vij (t—s)ds

+|[ay (2 ®) = ay (75 )] I; 0]
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t ki+rfra
< we” |x,~j (t)|— 0, - Z Bj; Ml]Ll]
BklEN (%))

kl t
- ) 2KCj SMILY - LI | e “’|x,1(t)|
CklgNy(l’])

— pkl+ f
+ Z a;;B;; Lijj e le()
BHEN, (i) 0

e |x (t—5)| ds + Z _UCZHMg

CMeN, (i,j)

J e X,](s)ew(t s)x t—s).ds
0

(o]
+ Z 2K_,]C:;Z+ng e, (s)
CHeN,(i,j)

e | (t—s)|ds < | w - 0;

+ Y BYMiLG+ Y 2KCETMILS
BMeN, (i,j) CHeN, (i,f)

— ki
P V0| Y B
BMeN, (i,j)

+ ) 2K_,JCZZ+L~‘7 sup Vig (s) + (1 —¢)

CHeN. (i, ) se(—oo,t]

kl+ 3 rg ws | -
Z a;Ci;" M sup e |x,~j (s)| < [a)—Qij
Ck’EN,(l 7) €(-coyt]

+Tij] Vij (t)+(l 6) pz] sup Vkl (S)+(1 ) 1]

s€(—00,t]

sup e 'x,] (s)'
se(-co,t]
(42)
Further, for t # t;, k € Z, we obtain from system (4) that
e iy (0] = ¢ [z () - 3 )]

j (zij (t)) bij (t’ Zij (t)) - a4 (J’ij (f)) bij (t> Yij (t))
Zjj ) - Yij (t)

g @]+ € fay (25, 0) Y B @)

BMeN, (i)

] e @ f Gt gy (y0) T B ©

BMeN,(i,)

: L wy; (5) fij (v (¢ = 9)) ds| + " |a;; (2;; (1))

Y Ch (t)j vii (5) g (2 (£ = 5)) ds

CHeN, (i,j)

. LOO Xij () 2 (t = s)ds — ay; (yij (t)) Z C (t)

CHeN, (i, 7)

(o)

: L vi; () gy (yii (t = 5)) ds L Xij (8) ¥y (£ = 5) ds
e '[aif (zij (t)) G (yij (t))] I,‘j (t)| < éij

ki+1rfra kl+ 2 19
+ ) BYI'MILL+ Y 2KCEHTMILY + LI
BMeN., (i,j) CHeN, (i, /)

[oe)
-
Z aijBifL{j J.O e“wy; (s)

BHEN, (i,j)

e lx,»j (t)| +

- Y
e | (8 = 5)| ds + Z a;C;; +M5

CHeN, (i,)

(o)
wt . kl+19
.L € i (5) |y (= 9)| ds + HZ Ka,Cll' LY,
C¥eN, (i,)
i

o f—
. L e’ v;; (s) e |x (t—s)|ds< |0

+ oy Bkl+MfL oy 21<c"l+M~”’L v LT

ij 7 ij ijij ij7ij
BYeN,(i,j) CMeN, (i.j)
V,(O+ Y ayBitL] ooewsw~(s)V (t —s)ds
1 ij =i Hij 0 ij Kkl

BMeN., (i,))

— kIt .9 (t—s)
+ Z a;;C;; Ml]J e ;i () e
CHeN,(i,j)

X (£ = s)’ ds

+ Z 2Ka; CkHLg J eV () Vgt —s)ds < (@ij

ij~ij
CHeN,(i,j)

+7;) sup Vy(9)+(1-€)p; sup Viy(9)+ (=)o

s€(~o0,t] s€(~oo,t]

sup e |le (s)|
s€(—00,t]

(43)
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which implies that
_ij + T

sup e” 'x,J (s)' ————— sup V;(s)
s€(—00,t] (1 - )01] s€(—00,t] (44)
(1-¢€)p;

_—] sup Via (s),
1 (1 6) 01] se(—o0,t]

wherei = 1,2,...
into (42) leads to

,mand j = 1,2,...,n. Substituting (44)

Vi () < [0 =0+ 7] Vi ()

+(1-¢€)pj sup Vi (s)

s€(—00,t]
( 6) Pl] ij
—— sup V,(s)
1—(1 €) 0jj se( ogt] K (45)
(1-¢) (0 + T ) ojj
sup V;; (s),
1- (1 - €) Uij s€(—o00,t]
t#t, keZz

wherei=1,2,...,mand j=1,2,...,n
For t < 0, note that

Vi () = e |xij (t)' <Ply -9l

(46)
i=12,....m, j=12,...,n
where P > 1. Next, we claim that
Vi O < Ply -4,
(47)
Vt€[0,+00), i=1,2,...,m, j=1,2,...,n
From (H,), we observe that
|x1] (tk ' |(1 + “1]k) [zij (tk) - yij (tk)” )
48
< |xij (t) (tk)' » kez,
where i = 1,2,...,mand j = 1,2,...,n. By way of

contradiction, assume that (47) does not hold. Then, there
must exist i, € {1,2,...,m}, j, € {1,2,...,n}, and t, €
[0, +00) \ {t;} such that

10]0 (tO =P “v] - (/)"oo
Viio (k) > 0,
Vi () < Plly = ¢,

vt € (—00,t,], i=1,2,...

(49)

,m, j=1,2,...,n
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By (45), we have from (40) that

0< D'V, (t) <[00, ; +7,] Vij, (b0) + (1 =€)

( =)’ Puio i

cpii sup Vi (s) +
folo (1 - €) (71010 sE( 0.ty ]

se(—0co,ty]

( €)( ’ojo ’o]o)aiojo sup V.

()< jw-0,;
1- (1 6) 010]0 se(—00,ty] fodo fodo

( 1-6)" i), %,
“(1-9oo, (50)

igjo

+7,;,+ (1

—€) Piyj, T

(1 B 6) ( ’0]0 T’ojo) aiojo _
P BB ply g, - {a

igjo

_ Qiojo B (1 B 6) (GioJo + Q’o]o) i jo Tln]o

-7, — (=€) p;,
igjo

1-(1-¢€)o;

Ply - ¢, <0

This is a contradiction. So our claim is valid. Therefore,

n
Z |xij (t)| <mnP |y - ¢|, e vt>o0. (51)
j=1

M§

I
—_

i

Thus, the almost periodic solution of system (4) is globally
exponentially stable. This completes the proof. O

Remark 12. If system (4) satisfies (H;), the proof of Theo-
rem 11 indicates that the impulses have no effect on the global
exponential stability of the system. From condition (H;,) in
Theorem 11, we can easily see that the neutral terms have
negative effect on the global exponential stability of almost
periodic solution of system (4). In Theorem 11, (44) is crucial.
If there is no neutral term X;; in the right side of system (4),
(44) is not needed (see papers [3-8, 21-24]). Because of the
presence of the neutral term %;;, we have to get (44). The effect
of (44) is to eliminate x;; in D"V; (see (45)). In [3-8, 26], the
(almost) periodic dynamlcs of many special cases of system
(4) has been considered. We also generalize the main results
of [3-8, 26].

Remark 13. In [47, 48], the authors studied the global
exponential stability of (pseudo) almost periodic solutions
for CNNs with leakage delays, which can be transformed
into the neutral systems. Theorem 11 gives a possible method
to study the global exponential stability of almost periodic
solutions of the neutral systems and the method differs from
that in [47, 48]. By using the method in this paper, we could
obtain new criteria for the global exponential stability of
almost periodic solutions of CNNs with leakage delays, which
supplements the corresponding result in [47, 48].
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5. An Example and Numerical Simulations

Example 1. Consider the following neutral-type Cohen-
Grossberg SICNNs with distributed delays:

iy () = - [3.1 +0.1sin (\/Eu,-j (f))] w; (t)

+ Z Bf].l t) L %1 sin (g ( — 5)) dsuy; (t)

BMeN, (i)
(52)
+ ) CZI (t) j 0—51 sin (uy (t —s)) ds
CHeN, (ij) o €
. J e i (t—s)ds - 0.0Lsin (t) |,
0
where i, j = 1,2,
(BH (s) By, (s)) - (C11 (s) Cy, (s))
B,1 (s) By (s) Cy (s) Cyy(s)
(53)

_ 0.1'51n(\/§s)| 0.3|c0s(\/§s)|> Vs e R
0.2'8in(\/§5)| 0.1|cos(\/§s)| ' .

By using the MATLAB dde23, Figures 1 and 2 depict the time

responses of state variables (1, u22)T in system (52) with step

0.01, respectively. It is easy to see that system (52) is not stable.
Consider system (52) with impulses:

i () = - [3.1 +0.1sin (\/iuij (t))] w;; ()

+ Z B:.‘j’ ®) L %sin (g (t—s))dsuij (t)

BMeN; (i)
Kl *0.1 |
+ Z C; ) — sin (t (t —5))ds
CHeN, (i,j) 0 (54)

J e it (- 5)ds - 0.01sin (8) |,
0

Auyj (t) = =0.8uy; (i),

Al/lzj (tk) = —0.9u2j (tk) 5

{te :kez} c{5k:kez},
where i, j =1,2.

Corresponding to system (4), a;; = 3,a;; = 3.2,b;; = E,j =
Lw;;(s) = v;;(s) = x;(s) = €7, fi;(s) = gy;(s) = 0.Lsin(s),

1

0 10 20 30 40 50 60 70 80 90 100
Time t

FIGURE 1: Unstability of state variables u,, of system (52).

15

-15

Time t

FIGURE 2: Unstability of state variables u,, of system (52).

and Iij(s) = 0.01 sin(s), where 7, j = 1,2 and s € R. Clearly,
we have N = 1,

Y Bi'= Y cif=07

BeN,(1,1) CHeN,(1,1)
kl+ kl+
> By = ) Ch=14
BeN,(1,2) CHeN,(1,2)
Kl Kl (55)
+ +
Z By = Z Gy =1
BeN, (2,1) CHeN,(2,1)
kl+ kl+
Y By= ) Gy =18
BeN, (2,2) CHeN,(2,2)

By an easy calculation, we obtain éij =3.2, Eij =0.1, Qij =3,
Ay =240y =232, = 1.66,&,; = 1.87,4, j = 1,2,and

n=~0.22,
(56)
8 ~ 0.35.

Further, we also have that
(1-0;)0;— 0,0, +7;+p; > 002, i,j=1,2. (57)
It is easy to verify that all the conditions of Theorem 11

are satisfied and system (54) has a unique almost periodic
solution, which is globally exponentially stable.
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FIGURE 3: Almost periodicity of state variables of system (52).
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FIGURE 4: Exponential stability of state variables u,, of system (52).

1.5

U

N

0 5 10 15 20 25 30 35 40 45 50
Time t

FIGURE 5: Exponential stability of state variables u,, of system (52).

Also, by utilizing the MATLAB dde23, Figures 3-7 depict
the time responses of state variables (14, 15, Uy}, Uy,)’ in
system (54) with step 0.01, respectively. It confirms that
the proposed condition in Theorem 11 leads to globally
exponentially stable almost periodic solution for system (54).

Remark 14. Example 1 shows that the model without impulses
is not stable, but it will be stable in the case with impulses.
6. Discussion

In this paper, the neutral Cohen-Grossberg shunting
inhibitory cellular neural networks with distributed delays
and impulses are considered. By employing fixed point

Computational Intelligence and Neuroscience

0 T T
-1 /4
Ll
31
-4

0 5 10 15 20 25 30 35 40 45 50
Time t

FIGURE 6: Exponential stability of state variables u,, of system (52).

1.5

0 5 10 15 20 25 30 35 40 45 50
Time t

FIGURE 7: Exponential stability of state variables u,, of system (52).

theory and constructing suitable Lyapunov functional, some
new sufficient conditions are obtained for the existence and
global exponential stability of almost periodic solution of
the system. Conditions (Hg)-(H,,) in Theorems 8 and 11
indicate that the neutral terms and impulsive effects have
negative effect on the existence, uniqueness, and global
exponential stability of almost periodic solution of the
neutral-type system. However, if system (4) satisfies (H,),
Theorem 11 indicates that the impulses have no effect on
the global exponential stability of the system. The method
used in this paper provides a possible method to study the
existence, uniqueness, and global exponential stability of
almost periodic solution of other neutral neural networks
with impulsive effects.

Competing Interests

The authors declare that they have no competing interests.

References

[1] A.Bouzerdoum and R. B. Pinter, “Shunting inhibitory cellular
neural networks: derivation and stability analysis,” IEEE Trans-
actions on Circuits and Systems. 1. Fundamental Theory and
Applications, vol. 40, no. 3, pp. 215-221, 1993.

[2] Y. Li, C. Liu, and L. Zhu, “Global exponential stability of
periodic solution for shunting inhibitory CNNs with delays,”
Physics Letters A, vol. 337, no. 1-2, pp. 46-54, 2005.



Computational Intelligence and Neuroscience

(3]

(4]

(5]

(10]

11

(12]

(14]

(16]

(17]

A.P.Chen and J. D. Cao, “Almost periodic solution of shunting
inhibitory CNNs with delays,” Physics Letters A, vol. 298, no. 2-3,
pp. 161-170, 2002.

B. W. Liu and L. H. Huang, “Existence and stability of almost
periodic solutions for shunting inhibitory cellular neural net-
works with continuously distributed delays,” Physics Letters A:
General, Atomic and Solid State Physics, vol. 349, no. 1-4, pp.
177-186, 2006.

B. Liu, “Almost periodic solutions for shunting inhibitory
cellular neural networks without global Lipschitz activation
functions,” Journal of Computational and Applied Mathematics,
vol. 203, no. 1, pp. 159-168, 2007.

Y. H. Xia, J. D. Cao, and Z. K. Huang, “Existence and exponential
stability of almost periodic solution for shunting inhibitory
cellular neural networks with impulses,” Chaos, Solitons and
Fractals, vol. 34, no. 5, pp. 1599-1607, 2007.

L. Chen and H. Zhao, “Global stability of almost periodic
solution of shunting inhibitory cellular neural networks with
variable coeflicients,” Chaos, Solitons ¢ Fractals, vol. 35, no. 2,
pp. 351-357, 2008.

L. Yang and Y. K. Li, “Periodic solutions for stochastic shunting
inhibitory cellular neural networks with distributed delays,”
Advances in Difference Equations, vol. 2014, article 37, 2014.

C. Xu, Q. Zhang, and Y. Wu, “Existence and stability of pseudo
almost periodic solutions for shunting inhibitory cellular neural
networks with neutral type delays and time-varying leakage
delays,” Network: Computation in Neural Systems, vol. 25, no. 4,
pp. 168-192, 2014.

C. J. Xu and Q. M. Zhang, “On antiperiodic solutions for
Cohen-Grossberg shunting inhibitory neural networks with
time-varying delays and impulses,” Neural Computation, vol. 26,
no. 10, pp. 2328-2349, 2014.

Y. Li and C. Wang, “Almost periodic solutions of shunting
inhibitory cellular neural networks on time scales,” Communi-
cations in Nonlinear Science and Numerical Simulation, vol. 17,
no. 8, pp. 3258-3266, 2012.

A. M. Fink, Almost Periodic Differential Equations, vol. 377
of Lecture Notes in Mathematics, Vol. 377, Springer, Berlin,
Germany, 1974.

R. Ortega, “Degree theory and almost periodic problems,” in
Differential Equations, Chaos and Variational Problems, vol.
75 of Progress in Nonlinear Differential Equations and Their
Applications, pp. 345-356, Birkhduser, Basel, Switzerland, 2008.
X. Wang and H. Zhang, “A new approach to the existence,
nonexistence and uniqueness of positive almost periodic solu-
tion for a model of hematopoiesis,” Nonlinear Analysis, vol. 11,
no. 1, pp. 60-66, 2010.

M. A. Cohen and S. Grossberg, “Absolute stability and global
pattern formation and parallel memorys to rage by competitive
neural networks,” IEEE Transactions on Systems, Man, and
Cybernetics, vol. 13, pp. 815-826, 1983.

Y. K. Li, “Existence and stability of periodic solutions for Cohen-
Grossberg neural networks with multiple delays,” Chaos, Soli-
tons & Fractals, vol. 20, no. 3, pp. 459-466, 2004.

Y. Li, L. Zhao, and T. Zhang, “Global exponential stability and
existence of periodic solution of impulsive Cohen-Grossberg
neural networks with distributed delays on time scales,” Neural
Processing Letters, vol. 33, no. 1, pp. 61-81, 2011.

W. G. Yang, “Periodic solution for fuzzy Cohen-Grossberg bam
neural networks with both time-varying and distributed delays
and variable coefficients,” Neural Processing Letters, vol. 40, no.
1, pp. 51-73, 2014.

(19]

[20]

(21]

[22]

[26]

[27]

(28]

[29]

(30]

(31]

(32]

(33]

(34]

13

B. Liu and L. Huang, “Existence and exponential stability of
periodic solutions for a class of Cohen-Grossberg neural net-
works with time-varying delays,” Chaos, Solitons and Fractals,
vol. 32, no. 2, pp. 617-627, 2007.

F. Long, Y. X. Wang, and S. Z. Zhou, “Existence and exponential
stability of periodic solutions for a class of Cohen-Grossberg
neural networks with bounded and unbounded delays,” Nonlin-
ear Analysis. Real World Applications, vol. 8, no. 3, pp. 797-810,
2007.

H. Zhao, L. Chen, and Z. Mao, “Existence and stability of almost
periodic solution for Cohen-Grossberg neural networks with

variable coefficients,” Nonlinear Analysis, vol. 9, no. 2, pp. 663
673, 2008.

Y. K. Li and X. L. Fan, “Existence and globally exponential
stability of almost periodic solution for Cohen-Grossberg BAM
neural networks with variable coeflicients,” Applied Mathemat-
ical Modelling, vol. 33, no. 4, pp. 2114-2120, 2009.

H. J. Xiang, J. H. Wang, and J. D. Cao, “Almost periodic solu-
tion to Cohen-Grossberg-type BAM networks with distributed
delays,” Neurocomputing, vol. 72, no. 16-18, pp. 3751-3759, 2009.
H. Xiang and J. Cao, “Almost periodic solution of Cohen-
Grossberg neural networks with bounded and unbounded
delays,” Nonlinear Analysis, vol. 10, no. 4, pp. 2407-2419, 2009.
Y. K. Li, T. W. Zhang, and Z. W. Xing, “The existence of
nonzero almost periodic solution for Cohen-Grossberg neural
networks with continuously distributed delays and impulses,”
Neurocomputing, vol. 73, no. 16-18, pp. 3105-3113, 2010.

X. S. Yang, “Existence and global exponential stability of peri-
odic solution for Cohen-Grossberg shunting inhibitory cellular
neural networks with delays and impulses,” Neurocomputing,
vol. 72, no. 10-12, pp. 2219-2226, 2009.

Z. Q. Zhang, G. Q. Peng, and D. M. Zhou, “Periodic solution
to Cohen-Grossberg BAM neural networks with delays on time
scales,” Journal of the Franklin Institute, vol. 348, no. 10, pp.
2759-2781, 2011.

J. Humberto Pérez-Cruz and A. Poznyak, “Control of nuclear
research reactors based on a generalized Hopfield neural net-
work,” Intelligent Automation and Soft Computing, vol. 16, no. 1,
pp. 39-60, 2010.

G. Y. Chen and L. S. Wang, “Attracting and quasi-invariant
sets of Cohen-Grossberg neural networks with time delay in
the leakage term under impulsive perturbations,” Abstract and
Applied Analysis, vol. 2015, Article ID 491801, 7 pages, 2015.

V. Lakshmikantham, D. D. Bainov, and P. S. Simeonov, Theory
of Impulsive Differential Equations, World Scientific, 1989.

G. T. Stamov, Almost Periodic Solutions of Impulsive Differential
Equations, vol. 2047 of Lecture Notes in Mathematics, Springer,
Berlin, Germany, 2012.

A. M. Samoilenko and N. A. Perestyuk, Impulsive Differential
Equations, World Scientific Publishing, Singapore, 1995.

X. Wang, Y. Huang, H. Wang, and S. N. Balakrishnan, “Variable
time impulse system optimization with continuous control and
impulse control;” Asian Journal of Control, vol. 16, no. 1, pp. 107-
116, 2014.

Y. Zhang, L. Guo, and C. Feng, “Stability analysis on a neutral
neural network model,” in Advances in Intelligent Computing,
vol. 3644 of Lecture Notes in Computer Science, pp. 697-706,
Springer, Berlin, Germany, 2005.

Z. K. Huang and Y. N. Raffoul, “Biperiodicity in neutral-type
delayed difference neural networks,” Advances in Difference
Equations, vol. 2012, article 5, 2012.



14

[36]

(37]

(38]

(39]
[40]

(41]

(42]

(43]

[44]

(45]

(48]

H. W. Xia, P. P. Zhao, L. Li, Y. M. Wang, and A. G. Wu,
“Improved stability criteria for linear neutral time-delay sys-
tems,” Asian Journal of Control, vol. 17, no. 1, pp. 343-351, 2015.
L. Zhang, Y. Ding, T. Wang, L. Hu, and K. Hao, “Stability of
neutral impulsive nonlinear stochastic evolution equations with
time varying delays,” Asian Journal of Control, vol. 16, no. 5, pp.
1416-1424, 2014.

J. Yan and J. Shen, “Impulsive stabilization of impulsive func-
tional differential equations by Lyapunov-Razumikhin func-
tions,” Nonlinear Analysis: Theory, Methods ¢ Applications, vol.
37, no. 2, pp. 245-255, 1999.

M. A. Arbib, Brains, Machines, and Mathematics, Springer, New
York, NY, USA, 1987.

S. Haykin, Neural Networks: A Comprehensive Foundation,
Prentice-Hall, Englewood Cliffs, NJ, USA, 1998.

K. Gopalsamy, Stability and Oscillations in Delay Differential
Equations Population Dynamics, vol. 74 of Mathematics and its
Applications, Kluwer Academic, Boston, Mass, USA, 1992.

A. Bellen, N. Guglielmi, and A. E. Ruehli, “Methods for linear
systems of circuit delay differential equations of neutral type;
IEEE Transactions on Circuits and Systems. 1. Fundamental
Theory and Applications, vol. 46, no. 1, pp. 212-215, 1999.

R. K. Brayton, “Small-signal stability criterion for electrical
networks containing lossless transmission lines,” IBM Journal
of Research and Development, vol. 12, no. 6, pp. 431-440, 1968.
J. K. Hale and S. M. V. Lunel, Introduction to Functional
Diﬁerential Equations, Springer, 1993.

D. Yue and Q.-L. Han, “A delay-dependent stability criterion
of neutral systems and its application to a partial element
equivalent circuit model,” IEEE Transactions on Circuits and
Systems II: Express Briefs, vol. 51, no. 12, pp. 685-689, 2004.

Z. M. Zhen, Functional Differential Equations, Anhui Education
Press, Hefei, China, 1994 (Chinese).

Y. L. Xu, “New results on almost periodic solutions for CNNs
with time-varying leakage delays,” Neural Computing and Appli-
cations, vol. 25, no. 6, pp. 1293-1302, 2014.

B. W. Liu, “Pseudo almost periodic solutions for neutral type
CNNs with continuously distributed leakage delays,” Neurocom-
puting, vol. 148, pp. 445-454, 2015.

Computational Intelligence and Neuroscience



