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Long non-coding RNAs (IncRNAs) are important factors
involved in biological regulatory networks. Accurately predict-
ing IncRNA-protein interactions (LPIs) is vital for clarifying
IncRNA’s functions and pathogenic mechanisms. Existing
deep learning models have yet to yield satisfactory results in
LPI prediction. Recently, graph autoencoders (GAEs) have
seen rapid development, excelling in tasks like link prediction
and node classification. We employed GAE technology for
LPI prediction, devising the FMSRT-LPI model based on
path masking and degree regression strategies and thereby
achieving satisfactory outcomes. This represents the first
known integration of path masking and degree regression stra-
tegies into the GAE framework for potential LPI inference. The
effectiveness of our FMSRT-LPI model primarily relies on four
key aspects. First, within the GAE framework, our model inte-
grates multi-source relationships of IncRNAs and proteins with
LPN’s topological data. Second, the implemented masking
strategy efficiently identifies LPN’s key paths, reconstructs
the network, and reduces the impact of redundant or incorrect
data. Third, the integrated degree decoder balances degree and
structural information, enhancing node representation.
Fourth, the PolyLoss function we introduced is more appro-
priate for LPI prediction tasks. The results on multiple public
datasets further demonstrate our model’s potential in LPI
prediction.

INTRODUCTION

Long non-coding RNA (IncRNA), defined as ncRNA molecules
exceeding 200 nucleotides in length.' Numerous studies have estab-
lished a close relationship between IncRNA and the development of
certain human diseases.”* Some IncRNAs are involved in biological
processes like X chromosome silencing, chromatin modification, and
nuclear transport, regulating gene expression across epigenetic, tran-
scriptional, and post-transcriptional levels.” This influences disease-
related proteins, contributing to the disease’s onset and progression.’
However, less than 1% of the identified genome comprises experi-
mentally validated disease-related IncRNAs, whose biological func-
tions warrant further exploration. Consequently, research on
IncRNA’s role in gene regulation, biological processes, and disease
progression is gaining importance. IncRNA-protein interaction
(LPI) prediction is a critical direction for IncRNA functional annota-
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tion and molecular structure analysis.” These approaches may unveil
mysteries in epigenetics, address genetic queries in human biology,
and aid in early disease detection.® Thus, developing an efficient
and precise LPI prediction model is imperative.

Initially, LPI prediction primarily depended on biochemical experi-
ments and analyses, necessitating costly equipment and substantial
time. It is intuitive that IncRNAs with similar sequences might interact
with identical proteins. This assumption led to sequence similarity
methods using alignment algorithms like BLAST’ or Smith-
Waterman'®"!
thereby inferring potential LPIs from confirmed ones.'” The gene co-
expression approach leverages IncRNA co-expression data, analyzing
IncRNA and protein co-expression patterns to infer potential LPIs.
Common techniques involve correlation analysis,13 cluster analysis,]4
and co-expression network construction.'” Additionally, research indi-
cates that the subcellular localization of IncRNA and proteins in cells
can aid in LPI prediction.'® Subcellular localization-based methods pre-
dict potential LPIs by analyzing the subcellular localization of IncRNA
and proteins.'” While these experimental and analytical methods can
infer potential LPIs more accurately, they are constrained by time and
financial resources. Consequently, this has fostered the application of
computational methods in LPI prediction tasks.

to compute IncRNA or protein sequence similarity,

Machine learning for association prediction initially emerged in recom-
mendation systems. A prevalent method predicts potential user-item
purchases (UTB) or rankings based on existing UTB and other relation-
'ships.18 Ensemble learning models like CatBoost,'” random forest,”**!
and XGBoost,”>*” which rely on feature splitting and multi-decision
tree integration, predict user-interest items. The RWR model calculates
item visits based on paths and recommends items to users based on visit
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similarity.”* Likewise, these methods are applicable for potential LPI
prediction. Liu et al. used matrix factorization and neighborhood infor-
mation to predict potential LPIs.””

Additionally, network-based methods have been developed for poten-
tial LPI prediction. Zheng et al. created a protein similarity network
from multi-source data like protein sequences, employing RF technol-
ogy and known LPIs for potential LPI prediction (LPI-PPSN).*® Shen
et al. assessed IncRNA-protein similarity using methods like fast kernel
learning (FKL), employing kernel ridge regression for potential LPI pre-
diction (LPI-MFFKL).”” Li et al. built a heterogeneous network from
IncRNA similarity, protein similarity, and IncRNA-protein networks
using RWR technology for potential LPI prediction (LPI-HN).*® Ge
et al. alternately updated IncRNA and protein node information in
the LPI bipartite network, determining potential LPIs from interaction
scores (LPI-BNI).”” Xie et al. restructured the IncRNA and protein score
network using LPN, IncRNA similarity, and protein similarity net-
works, predicting potential LPIs through second-order correlation
(LPI-IBNRA).” Building on this, Zhou et al. employed similarity kernel
fusion to integrate IncRNA and protein information for potential LPI
prediction (LPI-SKF).” Shen et al. utilized Kronecker products to amal-
gamate multi-source data like IncRNA and protein similarity networks
for semi-supervised potential LPI prediction (LPI-KTASLP).””> The
advent of machine learning technology has expedited LPI research,
significantly reducing reliance on costly equipment. However, the per-
formance of these models relies heavily on hand-designed features.

Deep learning technology has seen extensive use in LPI prediction
research in recent years. Deep learning autonomously mines in-depth
information, employing techniques like convolutional neural networks
(CNNs), recurrent neural networks, autoencoders (AEs), LSTM, and
others to extract IncRNA and protein sequence features and graph neu-
ral networks (GNNs) for structural or topological information. Wekesa
et al. combined structural and sequence features, utilizing LSTM and
attention mechanisms for potential LPI prediction (LPI-MALSTM).””
Tian et al. employed AE technology to extract IncRNA and protein
sequence features, using ensemble learning to infer potential LPIs
(LPI-DF).”* Zhang et al. utilized CNN technology for extracting
IncRNA and protein sequence features, subsequently predicting poten-
tial LPIs (LPI-CNN).>” Likewise, Zhou et al. used deep learning tools to
extract features from IncRNA and protein sequences and applied the
GBDT algorithm for potential LPI prediction (LPI-deepGBDT).*® Li
et al. integrated multi-source data using the FKL strategy and employed
a GCN”7 to extract node representations (LPI-FKLGCN).*® Jin et al. re-
structured the score matrix using a graph AE (GAE) and applied collab-
orative filtering to train the LPI predictor (LPI-GACEF).” Shen et al. uti-
lized a GCN and nuclear fusion technology to rebuild IncRNA and
protein score matrices, integrating them to predict potential LPIs.*’

Deep learning models efficiently and accurately predict potential
LPIs, yet their performance is constrained by inherent limitations.
Firstly, these models struggle with robust node representation extrac-
tion of IncRNA and proteins. Secondly, redundant or erroneous data
in datasets often diminish model performance. We propose the
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FMSRT-LPI model, utilizing the GAE framework and a Bernoulli dis-
tribution-based path random masking strategy, effectively mitigating
these issues and enabling accurate LPI prediction. Various experi-
ments have corroborated the performance of the FMSRT-LPI model
and the significance of its key modules. In summary, our contribu-
tions are as follows:

(1) We developed the FMSRT-LPI model for LPI prediction based on
the GAE framework and a Bernoulli distribution-compliant path
random masking strategy, yielding satisfactory results.

(2) Trained under the GAE framework, the FMSRT-LPI model as-
similates multi-source relationships of IncRNA and protein no-
des, along with topological information of LPN, learning robust
node representations.

(3) We introduce a random path masking strategy aligned with the
Bernoulli distribution, applied to the GAE framework, effectively
minimizing redundant or erroneous information in LPNs and
thus enhancing model performance.

(4) We introduced a degree decoder to improve node representation
and assist in accurately reconstructing the LPN. Additionally, a
new loss function, better adapted to the LPI prediction tasks,
was introduced.

RESULTS

This section begins with an introduction to the relevant statistical infor-
mation and evaluation metrics of the LPI datasets. The experimental
results section presents a comparative analysis of the proposed model’s
performance against various benchmark models. Multiple parameter
experiments were conducted to assess the impact of key modules and
the sensitivity of model performance to various parameters. Further-
more, case studies were developed to explore several potentially valu-
able LPIs. In the experiments, default settings include a masking rate
o of 0.4, a weight parameter § for both the edge and degree decoders
of 0.006, and a GAE output node dimension of 128. Furthermore, all
models partition the training and test sets at a 4:1 ratio. The study uti-
lized a range of standard indicators as common classification tasks,*'**
including AUC, AUPR, accuracy, precision, sensitivity, and F1-score.

Comparison with other models

Table 1 presents the performance metrics for various models applied
to Zhang’s dataset. Traditional machine learning algorithms,
including CF and matrix factorization, exhibit suboptimal perfor-
mance, potentially due to two factors. Firstly, these algorithms do
not incorporate features like IncRNA and protein sequences, leading
to inadequate informational input. Secondly, the limited number of
known LPIs results in a high rate of false negatives and false positives.
Ensemble learning approaches like XGBoost and RF, which utilize
features of IncRNA and proteins, partially enhance prediction accu-
racy. In Zhang’s dataset, the top five network-based methods demon-
strate comparable efficacy to the ensemble learning approaches. The
LPI-SKF’' and LPI-MFFKL*” models deploy kernel fusion strategies
within multi-source networks, markedly enhancing performance.
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Table 1. Results of multiple models on Zhang’s dataset

Strategy Method AUC AUPR SEN PRE Fl-score
Traditional CF" 0.836 0.542 0.633 0.459 0.532
Ensemble learning XGBoost”! 0.8452 0.8213 0.6979 0.7126 0.7047
Ensemble learning RF" 0.8531 0.835 0.7278 0.7236 0.7256
Ensemble learning RWR* 0.826 0.581 0.566 0.535 0.55
Ensemble learning LPI-HN?’ 0.838 0.548 0.648 0.494 0.56
Ensemble learning LPI-BNI*® 0.852 0.624 0.634 0.533 0.579
Network based LPI-IBNRA* 0.866 0.684 0.599 0.653 0.624
Network based LPI-KTASLP"! 0.8686 0.6148 - - -
Network based LPI-SKF* 0.909 0.685 0.623 0.643 0.633
Network based LPI-MFFKL*® 0.9063 0.695 - - -
Network based LPI-MALSTM™ 0.8517 0.8271 0.7166 0.7174 0.7165
Network based LPI-DF* 0.8739 0.8562 0.7199 0.7285 0.7238
Deep learning LPI-GACF” 0.936 0.822 0.669 0.832 0.742
Deep learning LPI-FKLGCCN™® 0.9502 0.5929 - 0.6041 0.5424
Deep learning LPI-KCGCN™ 0.9714 0.9216 0.6808 0.9858 0.8052
Deep learning FMSRT-LPI 0.9896 0.9805 0.994 0.9706 0.9823

SEN, sensitivity; PRE, precision.

The deep learning models LPI-MALSTM™ and LPI-DF** have at-
tained performance on par with those of LPI-BNL>’ LPI-IBNRA,*
and LPI-KTASLP.”” This can be ascribed to the deep learning models’
capacity for automatic extraction of deeper features, rendering them
equivalent to those utilizing multi-source network data. Additionally,
the LPI-GACF,”” LPI-FKLGCN,” and LPI-KCGCN" models inte-
grate topological information, yielding relatively satisfactory outcomes.
Building on this, the LPI-FKLGCN’® and LPI-KCGCN"’ models incor-
porate kernel fusion technology to further augment their performance.

Table 2 displays all models’ performance metrics on Zheng’s dataset.
Mirroring the earlier results, traditional machine learning algorithms
exhibit the poorest performance. Multi-source network-based models
perform better, and the incorporation of kernel fusion technology

further enhances their performance. Deep learning models, which
assimilate both topological and node-specific information, demon-
strate the best performance.

The FMSRT-LPI model demonstrated superior performance on both
Zhang’s and Zheng’s datasets. In Zhang’s dataset, the FMSRT-LPI
model outperformed the suboptimal LPI-KCGCN model by 1.72%
in AUC, 5.89% in AUPR, 31.32% in recall, and 17.70% in F1-score.
In Zheng’s dataset, the FMSRT-LPI model surpassed the LPI-
KCGCN model by 0.09% in AUC, 5.94% in AUPR, 24.22% in recall,
and 13.18% in F1-score. The FMSRT-LPI model’s precision index is
marginally lower than that of the LPI-KCGCN model. The results
confirm the FMSRT-LPI model’s efficiency in predicting potential
LPIs. The effectiveness of the FMSRT-LPI model may be due to its

Table 2. Results of multiple models on Zheng’s dataset

Strategies Methods AUC AUPR SEN PRE F1-score
Traditional CF" 0.8103 0.4267 - 0.3616 0.3222
Traditional LPI-NRLMF** 0.8287 0.401 - - -
Traditional LPI-PPSN*® 0.9098 - - - -
Traditional LPI-KTASLP?' 0.9152 0.7173 - 0.364 0.3488
Network based RWR* 0.9282 0.2813 - 0.2864 0.3397
Network based LPI-HN*’ 0.9315 0.2472 - 0.3913 0.3938
Network based LPI-BNI*® 0.9407 0.3336 - - -
Network based LPI-MFFKL*® 0.9669 0.7062 - - -
Network based LPI-FKLGCCN’® 0.9639 0.5212 0.1363 0.2362 -
Deep learning LPI-KCGCN™ 0.9907 0.9267 0.7377 0.9823 0.8426
Deep learning EMSRT-LPI 0.9916 0.9861 0.9799 0.9609 0.9744
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Table 3. Results of model using different GNN encoders (AUC %)

Table 4. Impact of diverse data fusion on model results

GNN encoders Zhang’s Zheng’s Datasets ~ Data fusion AUC AUPR  SEN PRE Fl-score
SAGE 97.86 + 0.34 97.45 + 0.34 Zhang’s  Testl 0.8964 09037  0.8634  0.8813  0.9084
GAT 96.38 + 0.39 97.16 + 0.74 Zhang's  Test2 09531 09569 09248  0.9406  0.9519
GCN 98.09 + 0.41 97.69 + 0.39 Zhang's  Test3 09594 09616 09316 09496  0.9635
Zhang's  Test4 09465 09461 09233 09431 09433
S ) Zhang’s ~ FMSRT-LPI 09896 09805 09940 09706  0.9823
use of GAE technology, which integrates multi-source features of o "
. . . . eng’s estl 09046  0.8976 08736  0.8837  0.8943
IncRNAs and proteins along with neighborhood topology. Employing g
a Bernoulli distribution to mask portions of the path can reduce the ~ 2hengs  Test2 09641 09513 09458 09418 09586
influence of superfluous or incorrect data. Furthermore, the model in- Zheng’s  Test3 0.9583 09586  0.9562 09454  0.9627
corporates a degree decoder to aid the edge decoder in reconstructing Zheng's  Test4 0.9479 09438  0.9468 09352  0.9487
the LPNs. Zheng’s ~ FMSRT-LPI 09916 09861  0.9799 09609  0.9744

Impact of different GNN encoders

The FMSRT-LPI model allows for various GNN encoders, including
SAGE, GAT, and GCN. To ascertain the influence of the GNN
encoder on performance, experiments were conducted on Zhang’s
and Zheng’s datasets, with results detailed in Table 3. It is evident
that regardless of the chosen GNN encoder, the model yields satis-
factory outcomes. However, the model exhibits marginally superior
performance when employing GCN as the encoder. Thus, GCN
may be selected as the default encoder when processing new
datasets.

Impact of data fusion

We conducted a set of experiments to evaluate the model’s perfor-
mance with various data fusions. In Table 4, the FMSRT-LPI model
fused sequence similarity, correlation, and expression features of
IncRNA, along with sequence similarity, correlation, and Gene
Ontology (GO) features of proteins, before splicing these features
together. “Test]” indicates the model splices only the sequence corre-
lation features of IncRNA and proteins. In this scenario, multi-source
similarity features are not fused. “Test2” signifies the removal of
sequence similarity features from the IncRNA and protein fusion fea-
tures. “Test3” indicates the removal of sequence correlation features
from the IncRNA and protein fusion features. “Test4” shows the
removal of IncRNA expression and protein GO features from their
respective fusion features.

Table 4 presents the model’s performance with various data fusions.
The model achieves optimal performance when fusing all IncRNA
and protein features. Removing features from either source signifi-
cantly reduces performance. Additionally, fusing any two features
of IncRNA and protein results in a minimal performance gap. The
model performs worse when only the correlation features of IncRNA
and protein are inputted. This demonstrates that integrating multi-
source data enhances the node representation of IncRNA and pro-
teins, effectively improving model performance.

Ablation experiment

We conducted a series of experiments to investigate how node fea-
tures and the topology of known LPNs influence model perfor-
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mance. In Table 5, “w/o GAE” denotes multi-source features fusing
IncRNA and proteins, inputted into an MLP for training. “w/o
fusion” signifies that the model eschews IncRNA and protein fusion
features, instead randomly generating node embeddings. Addition-
ally, we compare our findings with those from the LPI-KCGCN
model.

Table 5 displays the results of the ablation experiments. The lowest
performance occurs when the model solely utilizes multi-source fea-
tures of IncRNAs and proteins, disregarding known LPN topological
information. Performance marginally declines when the model em-
ploys random node embeddings and leverages known LPNs for po-
tential LPI prediction. This decline is more pronounced in Zheng’s
dataset. Based on the “Materials” section, Zhang’s dataset has a spar-
sity of approximately 84.44%, and Zheng’s dataset has a sparsity of
approximately 94.93%. Hence, in datasets with high sparsity, topolog-
ical information alone may be insufficient, but integrating IncRNA
and protein node features can mitigate this issue. The LPI-KCGCN
model achieves suboptimal performance, attributed to integrating
multi-source features with known LPN topology. The FMSRT-LPI
model outperforms others, likely due to its superior integration of
multi-source features and known LPN topology within the GAE
framework. Furthermore, the implemented path masking strategy
mitigates the effect of noisy data, thereby enhancing model
performance.

Table 5. Results of ablation experiment

Datasets ~ Models/metrics ~ AUC AUPR  SEN PRE F1-score
Zhang’s w/o GAE 09432  0.8913  0.7578 09248  0.8706
Zhang’s w/o fusion 09814 09540 0.8864 09367  0.9465
Zhang’s LPI-KCGCN 09714 09216 0.6808 0.9858  0.8052
Zhang’s FMSRT-LPI 0.9896  0.9805 0.9940 09706  0.9823
Zheng’s w/o GAE 09540 0.8966 0.7638 09155  0.8619
Zheng’s w/o fusion 09658  0.9383  0.8934 09293  0.9334
Zheng’s LPI-KCGCN 0.9907  0.9267 0.7377 09823  0.8426
Zheng’s FMSRT-LPI 09916  0.9861 09799 09609  0.9744
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Table 6. The IncRNAs predicted by the proposed model to be associated with proteins P53 and RABP, respectively

P53 RABP

MIR205HG confirmed H19 confirmed MALAT1 confirmed NORAD confirmed
NEAT1 confirmed GAS5 confirmed NEAT1 confirmed H19 confirmed
P21 confirmed MIR205HG confirmed HOTAIR confirmed BACE1-AS confirmed
MEG3 confirmed P53 confirmed XIST confirmed HULC confirmed
HOTAIR confirmed TP53TG1 confirmed PANDAR confirmed UCA1 confirmed
MALAT1 confirmed EPS unconfirmed ANRIL confirmed PCA3 unconfirmed
CCAT1 confirmed ROR confirmed KCNQ10T confirmed THOR confirmed
XIST confirmed PINT unconfirmed TUGL confirmed FENDRR confirmed
CCAT2 confirmed ATB confirmed CCAT1 confirmed ROR confirmed
UCA1L confirmed MALAT2 unconfirmed MEG3 confirmed MIR205HG unconfirmed

Parameter experiment

The model’s robustness was assessed by evaluating its parameter
sensitivity on Zhang’s and Zheng’s datasets. The experiment focused
on analyzing the effects of the masking ratio, decoder adjustment co-
efficient, and embedding size on model performance. Additionally, it
offers guidance for parameter selection.

Effect of

The masking ratio « dictates the extent to which the LPNs are masked,
influencing the model’s performance. Figure S1 illustrates the model’s
outcomes with various masking ratios . The results indicate that the
model’s performance remains stable when « ranges between 0.1 and
0.5. Model performance begins to deteriorate when o exceeds 0.5.
This suggests that suitable masking can mitigate the effects of redundant
or incorrect data, enhancing model performance. Overmasking risks the
loss of crucial information leading to a reduction in model performance.
Therefore, a smaller masking ratio, such as the default 0.3, is preferable.

Effect of

The adjustable weight parameter (3 specifies the degree decoder’s role in
reconstructing the LPNs. Figure S2 presents the model’s results for
various adjustment coefficients @. It is observed that the model’s perfor-
mance improves incrementally when (3 is within the range of [0, 0.006].
When (8 surpasses 0.006, there is a noticeable decline in model perfor-
mance. This indicates that the degree decoder can effectively aid the
edge decoder in reconstructing LPNs. However, an excessively high 8
will lead to an overemphasis on the degree decoder, increasing the pro-
portion of redundant information. Consequently, selecting smaller
adjustable parameters is advisable for efficient reconstruction of LPNs.

Effect of embedding size

Figure S3 depicts the model’s performance across various embedding
sizes. Evidentially, the embedding size is observed to influence the
model’s performance. The model performs consistently when the
embedding size is set at or below 128. At embedding sizes greater
than 128, the model’s performance varies significantly, yet remains
comparable across different datasets. Hence, a smaller embedding
size, such as 128, is sufficient for the model to attain satisfactory re-

sults. This also contributes to reduced computational time and mem-
ory usage.

Case study

To assess the FMSRT-LPI model’s efficacy in isolation scenarios, P53
protein** and poly(A)-binding protein (PABP)* were chosen for pre-
diction and analysis. P53 protein serves as a tumor suppressor by in-
hibiting the unchecked proliferation of abnormal cells. Investigating
P53 protein and its associated IncRNAs may reveal regulatory mech-
anisms beneficial to cancer treatment. PABP, a binding protein, typi-
cally attaches to poly(A) tails at both the 5" and 3’ ends of RNA. PABP
participates in the regulatory processes involving IncRNAs and other
RNA types. Research on PABP and its related IncRNAs has uncov-
ered potential regulatory mechanisms, which may aid in applications
like drug repositioning.

Prior to model training, P53 protein, PABP, and their corresponding
IncRNAs were excluded from the datasets. Subsequently, the FMSRT-
LPI model was trained using the remaining data. For model predic-
tion, P53 protein and PABP were reintroduced to the test set. The
FMSRT-LPI model calculated and ranked the scores for all
IncRNA-protein pairs with each of these two proteins. The top 20
IncRNAs were then selected and are documented in Table 6. The re-
sults confirmed that 17 IncRNAs, as predicted by the FMSRT-LPI
model, interact with protein P53 and 18 with PABP, according to
the real database.

Adopting a comparable approach, we assessed the model’s perfor-
mance on two IncRNAs: MALAT1*® and XIST.*” MALATI, XIST,
and their associated proteins were removed from the dataset prior
to training the model. The remaining data were then utilized to
train the FMSRT-LPI model. During prediction, MALAT1 and
XIST were reintegrated into the test set. The trained FMSRT-LPI
model was then used to calculate scores for IncRNA-protein pairs
associated with these two IncRNAs. Subsequently, the top 20 pro-
teins were identified and are listed in Table 7. The results revealed
that, for MALAT1 and XIST, 18 and 17 of the predicted proteins,
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Table 7. The proteins predicted by the proposed model to be associated with IncRNAs MALAT1 and XIST, respectively

MALAT1 XIST

SRPK1 confirmed CPSF1 confirmed Lamin B1 confirmed USP7 confirmed
SF2 confirmed hnRNPA1 confirmed YY1 confirmed WTAP confirmed
hnRNPC confirmed DNMT1 confirmed CIZ1 confirmed PCGF3 confirmed
FUS confirmed YB-1 confirmed SAF-A confirmed PTBP1 confirmed
LMNB1 confirmed SMAD2 confirmed FUS confirmed HNRNPU unconfirmed
EZH2 confirmed PARP1 confirmed hnRNP K confirmed CBX2 confirmed
HDAC9 confirmed ZC3H7B unconfirmed SMCIA confirmed YB-1 unconfirmed
HuR confirmed ELAVL1 confirmed RBFOX2 confirmed EIF4A3 confirmed
P53 confirmed HNRNPU confirmed SFPQ confirmed HDAC9 unconfirmed
ILF3 confirmed PTBP1 unconfirmed PSPC1 confirmed CNOT1 confirmed

respectively, were verified in the database. This demonstrates the
FMSRT-LPI model’s effectiveness in identifying potential LPIs in
isolation conditions.

DISCUSSION

Accurate LPI prediction aids in understanding IncRNA regulatory
mechanisms, discovering novel biomarkers, and drug repositioning.
While current network-based and deep learning methods more accu-
rately identify potential LPIs, they encounter two primary challenges.
First, the topological information and the information of the IncRNA
and the protein itself are not well absorbed at the same time, preclud-
ing the extraction of robust node representations. Second, these
methods struggle with managing redundant or erroneous data.

Consequently, our research introduces the GAE framework and a
probabilistic distribution-based path masking strategy culminating
in the FMSRT-LPI model designed for precise identification of poten-
tial LPIs. Operating within the GAE framework, the FMSRT-LPI
model concurrently processes multi-source IncRNA and protein in-
formation and LPI network topology, extracting robust node repre-
sentations. Additionally, we incorporate a Bernoulli distribution-
based path masking strategy and random walk technique to obscure
redundant paths in the LPI network, diminishing the impact of super-
fluous or incorrect data. A novel loss function is also introduced to
optimize the model for LPI classification tasks. Ultimately, we con-
ducted comparative, ablation, parameter studies, and case analyses
to validate the model’s performance and the significance of its key
components.

Overall, the FMSRT-LPI model accurately identifies potential LPIs,
enhancing understanding of IncRNA functions and disease mecha-
nisms. Future work will focus on exploring key IncRNAs and their
targets for significant diseases affecting human health, aiming to
inform treatment strategies.

MATERIALS AND METHODS
Our proposed LPI prediction model, FMSRT-LPI, utilizes the GAE
framework and a Bernoulli distribution-based random path masking

6 Molecular Therapy: Nucleic Acids Vol. 35 June 2024

strategy to address issues of inadequate node feature extraction and
data redundancy. Operating within the GAE framework, the
FMSRT-LPI model encompasses initial feature extraction, LPN con-
struction, and random path masking, as well as GNN encoder and
decoder modules. Subsequently, the model and its related modules
are detailed.

Materials

Our study evaluates the performance of the proposed model alongside
other comparative models using two publicly available datasets. The
first dataset, compiled by Zhang et al., encompasses 4,158 LPIs sourced
from the NPInter v.2.0 database.*® This dataset includes interactions
involving 27 proteins and 990 IncRNAs.*’ The second dataset, assem-
bled by Zheng et al., comprises 4,470 LPIs featuring 84 proteins and
1,050 IncRNAs. Detailed sequence information and additional data
for these interactions can be retrieved from the NONCODE’ and
SUPERFAMILY"' databases or accessed from previously published
studies (https://github.com/6gbluewind/LPI-KCGCN).

Model architecture

Figure 1 depicts the FMSRT-LPI model architecture, comprising four
primary steps. Step A involves fusing the sequence, similarity, and
expression information of IncRNA with the sequence, similarity, and
GO information of protein, integrating existing LPIs to construct an
initial LPN. In step B, a portion of the path in the LPN is masked
following the Bernoulli distribution. Step C selects a GNN encoder to
extract features from the masked LPN. Step D utilizes a degree decoder
and edge decoder to collaboratively reconstruct the LPN, obtaining node
representations within the graph. Subsequently, the inner product of the
IncRNA-protein pair is computed to determine the existence of an LPL

Initial node representations

We gather three-dimensional data encompassing sequence similarity,
nucleotide sequences, and IncRNA expression alongside similar data
for protein sequence similarity, nucleotide sequences, and GO. The
average fusion strategy”” is applied to amalgamate these multi-source
datasets, thereby constructing the initial features of IncRNA and
proteins.
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Figure 1. The FMSRT-LPI model’s architecture comprises four primary modules
(A) LPN construction, (B) LPN partial masking, (C) node embedding extraction on LPN, and (D) LPN reconstruction.

Sequence similarity matrix

Assuming sp represents protein sequence and s/ represents IncRNA
sequence in the dataset, the sequence similarity between IncRNAs
and proteins is calculated as follows, respectively:

SW(SZ,‘, Slm)

= and Equation 1
/SW (sl L) /SW (sl sLn) (Eq )

SL(li7 lm)

SW(spt7 spj)

\/SW(spt, spj) \/SW(sp,, spj)

(Equation 2)

I

sp(ppi) =

where SW(-, -) refers to the Smith-Waterman algorithm."

Sequence correlation matrix

Pse-PSSM”” and CT** technologies are employed to represent protein
and IncRNA sequences, respectively. The sequences of IncRNA and
protein are denoted as ¢l and cp, respectively. Radial basis function
technology is utilized to compute the relationship matrix between
proteins and IncRNAs:

Cu(li,1) = exp(— a|/ch — cl,*),and (Equation 3)
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Cp (Ptij) = exp(— allepr — CP,'||2)- (Equation 4)

IncRNA expression correlation matrix

IncRNA expression profile data are sourced from the NONCODE
database,”® and radial basis function technology is then applied to
compute the IncRNA relationship matrix.

Protein GO correlation matrix

Protein-related GO data, gathered from the GOA database,” are uti-
lized in the calculations to enhance the initial protein features.”®
Assuming that the GO data for a protein are denoted as gp, the relation-
ship matrix of the protein is calculated using the Jaccard coefficient:

GCp <pt7pj) = M>

= (Equation 5)
‘gPr Ugp;

where gp; N gp; denotes the intersection of terms for proteins p, and p;
and gp; U gp; represents the union of terms for proteins p; and p;.

Fusion of multi-source relationships

Generally speaking, similarity data from a single source often cannot
fully characterize IncRNA or proteins. Integrating similarity data
from multiple sources provides complementary information, thereby
enhancing IncRNA or protein representation. Common data fusion
methods encompass summation, inner product, and Hadamard prod-
uct. Additionally, multi-source data for both IncRNAs and proteins
originate from similarity networks and exhibit a certain degree of ho-
mology. Therefore, our research employs simple summation averaging
to fuse the multi-source similarity data of IncRNAs and proteins.

Masking strategy

Appropriate masking within a GAE can mitigate the effects of redun-
dant or erroneous information on model performance. The common
strategy masks certain LPIs based on a probability distribution, fol-
lowed by reconstructing the LPN. This study introduces a masking
strategy that randomly masks parts of the path in accordance with a
probability distribution. Compared to the standard masking strategy,
this approach of masking portions of the path effectively truncates
the graph’s higher-order structure, compelling the model to capture
the graph’s critical path. Let G = (Vi, Vp, E) denote the initial LPN.
Gexisted = (VL, Vp, Eesisted) represents the remaining graph, with E,,,;eq
being the set of all edges on the masked path, and V = V; U Vp,
Eexisted = E — Epmaskea- And we adopt the Bernoulli distribution and
a random walk strategy to complete the E,, 44 collection:

Epasked = Randomly(S7 ls,ep),and (Equation 6)

S ~ Bernoulli(e), (Equation 7)

where S denotes the set of root nodes for the random walk, L, sig-
nifies the path length, and «, ranging from [0,1], represents the mask-
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ing rate. Initially, nodes are sampled on the LPN based on the Ber-
noulli distribution and the masking rate «. Subsequently, the
masked path is determined via a random walk, and edges along this
path are masked in the original LPN.

Indeed, masking edges connecting nodes of lower degrees can lead to
information loss. However, the masking strategy is applied indepen-
dently in each training round, with certain paths being re-masked
each time. Consequently, sparse nodes experience minimal impact
throughout the entire training process. As a result, the model’s perfor-
mance remains unaffected.

GNN encoder

GNNss are capable of mining the structural information of LPNs and
extracting robust node representations. In this research, GCN,”’
GraphSAGE,”® GIN,”” and GAT"® are selected as encoders to delve
into the structural information of LPN. Using GCN as an example,
message propagation is conducted on the LPN, aggregating and up-
dating node representations of IncRNA and protein:

7l = J(ZZZ’IWI), (Equation 8)

where Z' represents the node representation matrix on the I-th GCN
layer and W' represents the corresponding trainable matrix. o( -) rep-
resents the sigmoid activation function. A represents the normalized
IncRNA-protein adjacency matrix, which can be calculated as

A = Diag(A+E)7%-A-Diag(A+E)7%, (Equation 9)
where A represents the original IncRNA-protein adjacency matrix.
(A + E) is defined as the adjacency matrix with self-loops, and
Diag(A + E) is defined as the degree matrix of (A + E).

Dual decoders

We introduce a decoder architecture where edge decoders and degree
decoders work together. The edge decoder is the most important part,
and its purpose is to reconstruct the missing LPIs in LPN by calculating
the scores of IncRNA-protein pairs. The edge decoder can be defined as

h(zi,z,) = 0(MLP(z ° z,)), (Equation 10)

where z;and z, symbolize the node representations of IncRNA and pro-
tein as extracted by the GNN encoder, respectively. The above equation
outlines that, initially, the Hadamard product of the IncRNA-protein
pair is computed, followed by its input into the MLP, and ultimately,
the sigmoid function calculates the pair’s score. The inference process
requires only the calculation of IncRNA-protein pair prediction scores
using the trained model to classify these pairs.

Additionally, the degree decoder compares node information pre-
and post-masking, compelling the training model to align closely
with the pre-masking topology. The degree decoder is defined as
follows:
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go(d;) = MLP(d;), (Equation 11)

where d; denotes the degree of the node i.

Optimization

The FMSRT-LPI model primarily reconstructs the LRN via collabora-
tive efforts of the edge and degree decoders. Consequently, the model’s
optimization objective comprises two components: (1) the loss
incurred by the edge decoder and (2) the regression loss of the degree
decoder. To tailor the model for LPI prediction tasks, the PolyLoss
function®” is employed to calculate the loss for the edge decoder:

Ledge = - log(Plabel) +7)(1 - Plabel)a (Equation 12)

where Py, represents the predicted probability of the true label of
InRNA-protein pairs.

For the degree decoder, we utilize mean-squared error to compute the
loss between a node’s degree in the masked graph G, and its pre-
dicted degree:

Ldeg ree — (Equation 13)

1
Vi D lgo(d) — deg reepa(v)|I7,
where degree,,,,s,(v) denotes the degree of node v in the masked graph
Gmusked~

Consequently, the optimization objective is defined as

L= Ledge + IBLdeg rees (Equation 14)

where § symbolizes an adjustable weight.

DATA AND CODE AVAILABILITY

Our code and data are publicly available in the GitHub repository:
https://github.com/2014402680/FMSRT-LPI.
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