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Abstract

Proteins interact with each other through binding interfaces that differ greatly

in size and physico-chemical properties. Within the binding interface, a few

residues called hot spots contribute the majority of the binding free energy and

are hence irreplaceable. In contrast, cold spots are occupied by suboptimal

amino acids, providing possibility for affinity enhancement through mutations.

In this study, we identify cold spots due to cavities and unfavorable charge

interactions in multiple protein–protein interactions (PPIs). For our cold spot

analysis, we first use a small affinity database of PPIs with known structures

and affinities and then expand our search to nearly 4000 homo- and heterodi-

mers in the Protein Data Bank (PDB). We observe that cold spots due to cavi-

ties are present in nearly all PPIs unrelated to their binding affinity, while

unfavorable charge interactions are relatively rare. We also find that most cold

spots are located in the periphery of the binding interface, with high-affinity

complexes showing fewer centrally located colds spots than low-affinity com-

plexes. A larger number of cold spots is also found in non-cognate interactions

compared to their cognate counterparts. Furthermore, our analysis reveals that

cold spots are more frequent in homo-dimeric complexes compared to hetero-

complexes, likely due to symmetry constraints imposed on sequences of homo-

dimers. Finally, we find that glycines, glutamates, and arginines are the most

frequent amino acids appearing at cold spot positions. Our analysis emphasizes

the importance of cold spot positions to protein evolution and facilitates pro-

tein engineering studies directed at enhancing binding affinity and specificity

in a wide range of applications.
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1 | INTRODUCTION

Protein–protein interactions (PPIs) play a key role in
diverse biological functions including muscle contraction,
signal transduction, cell metabolism, macromolecular

Abbreviations: CH interactions, charge hydrophobic interactions;
PDB, Protein Data Bank; SC interactions, same charge interactions;
PPIs, protein-protein interactions, ΔASA, the difference in the
accessible surface area upon binding.
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assembly, and other cellular processes.1 Each PPI is char-
acterized with a particular binding affinity (KD) that is
compatible with PPI functional role in the cell. As such,
PPIs that are responsible for cellular life/death decisions,
such as for example, toxin/antitoxin interactions, bind to
each other with extremely high affinities.2,3 PPIs that are
involved in signaling usually possess medium binding
affinities, allowing them to interact with their partners
on the intermediate time scale. Transient and multi-
specific interactions are characterized with weak binding
affinities as quick dissociation of one protein from
another is required for the correct functioning of such
complexes.4

Proteins interact with each other through surface
patches, termed binding interfaces, that are distinguish-
able from non-interface protein surface.5,6 PPI binding
interfaces differ greatly in size, geometry, and physico-
chemical properties.7–12 Molecular interactions across the
binding interface, such as hydrophobic burial, hydrogen
bonding, van der Waals, and electrostatic interactions
largely determine PPI binding affinity. Multiple studies
attempted to predict binding affinity from various struc-
tural features13–21 and revealed that each single structural
feature contributes weakly to PPI binding affinity. Only
taking many features together, one can explain the more
than 10 orders of magnitude span in KD values observed
in nature.22

Multiple works showed that various positions at the
binding interface contribute differently to the binding
free energy.23–28 A small number of positions referred to
as hot spots could contribute as much as three quarters of
the binding free energy.24 Hot spot positions are usually
conserved among species,29 located at the center of the
binding interface and are most frequently occupied by
large amino acids such as tryptophan, tyrosine, and argi-
nine.25 Furthermore, hot spots are often clustered form-
ing hot regions,30–32 within which mutations are coupled
to each other.33

While hot spots have been extensively studied, little
attention has been given to alternative, cold spot posi-
tions, that is, positions that are occupied by suboptimal
amino acids and present imperfections in the binding
interface design.34 Yet, cold spot positions are important
in protein evolution as they may support function of low-
affinity and transient PPIs. Furthermore, they might play
a crucial role in determining binding specificity, provid-
ing a way to discriminate against undesired binding part-
ners. In addition, studies of cold spot positions could
assist in designing experiments that aim to optimize
protein-based therapeutics.

In our previous work, we introduced a concept of cold
spots and examined a few PPI structures that contained
cold spot positions.35–38 From these examples we

suggested that cold spots in PPIs could occur via two dis-
tinct scenarios.34 In the first scenario, a wild type amino
acid at a cold spot position does not directly interact with
the partner protein, resulting in a cavity. Upon mutation
to a larger amino acid, new favorable intermolecular
interactions are created, increasing PPI affinity. In the
second scenario, an unfavorable interaction is present at
the cold spot position in the wild-type PPI; removal of
such an unfavorable interaction through mutation results
in affinity enhancement, sometimes by several orders of
magnitude. We further postulated that cold spot fre-
quency and location might correlate with PPI binding
affinity but have not substantiated our hypothesis with a
high-throughput cold spot analysis.34 Thus, cold spot fre-
quency among various PPIs, their spatial distribution and
structural context remained largely unknown.

To close this knowledge gap, we developed new soft-
ware that recognizes cold spot positions from PPI struc-
ture without expensive ΔΔGbind calculations and thus
can be used for high-throughput PPI analysis. Using this
software, we identify cold spots in thousands of PPIs, first
using a small database of PPIs with known structures
and affinities and then in a large database of hetero- and
homo-dimeric complexes with known structures. We find
that cold spots are common in PPIs with all binding affin-
ities, more frequently located at the periphery of the
binding interface and do not form clusters. Additionally,
we find that non-cognate complexes contain a higher
number of cold spots compared to their cognate counter-
parts. We also observe that cold spots are occupied most
frequently by glycines, glutamates, and arginines, while
only arginines are frequent at hot spot positions. We fur-
ther explain how identification of cold spots could greatly
assist in various strategies for drug design.

2 | RESULTS

To investigate cold spot frequency and distribution
among various PPIs, we searched for imperfections in
packing and in charge distribution in multiple binding
interfaces. To identify imperfections in packing, we
developed an algorithm that searches for cavities by plac-
ing random dots in the binding interface and identifying
those dots that are not within van der Waals radius from
any protein atom (Figure 1a). The dots that fell into
empty spaces were clustered into separate cavities. Clus-
ters of at least 10 dots were considered as cold spots due
to imperfections in packing. Such cavities could be acces-
sible or inaccessible to solvent yet all of them belonged to
the PPI binding interface. In addition to identifying cavi-
ties, we developed an algorithm that searches for unfa-
vorable interactions across the binding interface that
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belong to two common types: (1) charge-hydrophobic
(CH) interactions where a charged residue is buried in
the hydrophobic environment and (2) same charge
(SC) interactions where two oppositely charged residues
are coming in close proximity to each other. In CH
interaction, substitution of the charged residue with a
hydrophobic one usually results in binding affinity
enhancement, giving rise to a single cold spot (Figure 1b).
In SC interaction, either of the charged residues could be
replaced to improve affinity, thus giving rise to two cold
spots (Figure 1c).

We first tested our program for cold spot identifica-
tion on a small affinity database of 133 PPIs with avail-
able structures in both bound and unbound states and
measured binding affinities ranging from 10�5 to
10�14 M.39 Our analysis of the affinity database showed

that out of 133 complexes, 123 (92%) contained cold spots
due to imperfections in packing, demonstrating that cavi-
ties are very frequent in PPIs. In comparison, only
40 complexes (30%) contained cold spots due to buried
CH interactions, and only 33 complexes (25%) due to SC
interactions, indicating that unfavorable charge interac-
tions are notable but less frequent than cavities in PPIs
(Figure 2). The number of cold spots due to CH and SC
interactions did not exceed 5 per complex. In compari-
son, a maximum of eight cold spots per complex due to
cavities were observed (see Supporting Information).

Using the same database, we next divided the data-
base into two groups of similar size, high-affinity com-
plexes (KD < 10�8 M) and low-affinity complexes
(KD > 10�8 M) and examined whether high-affinity com-
plexes contained fewer cold spots compared to low-
affinity complexes. Interestingly, no correlation was
observed between complex KD and the number of cold
spots due to cavities, CH interactions, SC interactions,
and due to all the three scenarios (Figure S1). However,
we observed that the total number of cold spots was cor-
related with the difference in the accessible surface area
upon binding, ΔASA (Figure S2A), suggesting that larger
interfaces are likely to have more non-optimized posi-
tions. Further analysis showed that among different types
of colds spots, only cold spots due to cavities show strong

FIGURE 2 Frequency of cold spot occurrence. Frequency of

the three types of cold spots in the affinity database. Complexes

that contain at least one cold spot due to cavity, CH, and SC

interactions were considered for the count

FIGURE 1 Three types of cold spots in protein complexes.

(a) Cold spots due to cavities. A structure of a complex between

Ribonuclease (green) and Barstar (cyan), showing cold spot cavities

in magenta (PDB ID 1AY7). (b) Cold spots due to CH interactions.

The left figure shows Subtilisin (green) bound to Chymotrypsin

Inhibitor-2 (cyan) with a cold spot residue shown in red.

Hydrophobic residues around the cold spot are shown in gray. The

right figure zooms into the cold spot (PDB ID 2SNI). (c) Cold spots

due to SC interactions. The left figure shows Carboxypeptidase A1

(green) bound to Metallocarboxypeptidase inhibitor (cyan) with

cold spots shown in red (PDB ID 2ABZ). The right figure zooms

into the cold spots, showing two positively charged residues in close

contact with each other
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correlation with ΔASA (Figure S2b–d). To investigate
whether PPIs with certain functions contain a higher
number of cold spots, we made use of the functional cate-
gorization in the affinity database39 (see Section 6 for
details) and analyzed cold spots in antigen–antibody
complexes, G protein complexes, enzyme-containing
complexes, and other receptor-containing complexes.
Our data show no significant difference in cold spot num-
ber among these functional classes of PPIs, except for
slightly higher number of cold spots due to CH interac-
tions in enzyme-containing complexes (Figure S3). Thus,
all functional classes could contain PPIs with different
level of evolutionary optimality. Yet, enzyme-containing
complexes might exhibit less optimized interfaces more
frequently, as burial of a charged residue might be a pre-
requisite for catalysis.

While we did not observe direct correlation between
interaction KD and the number of cold spots, we postu-
lated that location of a cold spot might be important in
determining free energy of binding, with more central
cold spots being more deleterious to binding compared to
peripheral cold spots. To check this hypothesis, we
divided binding interfaces in two areas, interface core
and interface periphery according to their distance from
the center of the binding interface and each area contain-
ing approximately the same number of atoms (Figure 3).
Subsequently, each cold spot was assigned to either inter-
face core or interface periphery (see Section 6 for details).
Our analysis shows that 62% of the cold spots were
located at the periphery of the interface. Similar results
were observed for different types of cold spots where

cavities and SC interactions occurred in the interface
periphery in 68% and 70% cases, respectively (Figure 4).
In contrast, only 37% of cold spots due to CH interactions

FIGURE 3 Binding interface of a PPI divided into core and periphery Left: Side view of the complex. Right: top view of one of the

proteins in the complex, showing the periphery (yellow) and the core (red) of the binding interface. For each atom in the binding interface, a

Periphery Index (PI) was calculated by dividing atom-to-surface distance by the maximum atom-to-surface distance for the binding interface

(see Section 6 for details). Atoms with PI higher than 0.68 were assigned to the core of the binding interface and atoms with PI less than 0.68

were assigned to the periphery of the interface

FIGURE 4 Frequency of peripheral cold spots in the affinity

database. Frequency of peripheral cold spots due to cavities, CH

and SC interactions in all complexes (black), high-affinity

complexes (dark gray) and low-affinity complexes (light gray). Cold

spots were assigned as peripheral if their PI was <0.68
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were located in the periphery of the binding interface.
We next compared cold spot occurrence in the core and
in the periphery for high- and low-affinity PPIs. We
found that 67% of the cold spots were located in the
periphery for high-affinity complexes while only 57% for
low affinity complexes (p value 3.93e�05). Decrease in
frequency of peripheral cold spots with decreased affinity
was also observed for cavities and CH interactions when
analyzing them separately. Here, 73% and 40% of cold
spots were located in the periphery for high-affinity com-
plexes while only 58% and 21% for low-affinity complexes
for cavities and CH interactions, respectively (p-values of
.001 and .013, respectively). In contrast, no difference
was found between high- and low-affinity complexes for
SC interactions that occurred predominantly at the
periphery of the interface in both groups.

In order to check whether cold spots cluster together,
we calculated pairwise distances between two cold spots
in the same complex (see Section 6 for details). We
observed that only 5% of cold spots were found within
6 Å from each other, while 65% of cold spots were located
more than 12 Å apart (Figure 5). Similar results were
observed when analyzing separately pairwise distances
for the three different classes of cold spots (Figure S4).

Thus, the majority of cold spots do not cluster together
but spread randomly throughout the protein interface.

In summary, the above results demonstrate that cold
spots are rather frequent in PPIs independent of their
binding affinity, they do not form clusters and show dif-
ferent spatial distribution in high- and low-affinity com-
plexes, with higher affinity complexes exhibiting fewer
centrally located colds spots compared to low-affinity
complexes.

3 | COLD SPOTS IN COGNATE AND
NON-COGNATE INTERACTIONS

While our results showed no correlation between the
number of cold spots and PPI affinity, we wondered
whether this result was due to a relatively small number
of cold spots per PPI. We thought that the number of cold
spots could be used to distinguish between structurally
similar cognate complexes that have evolved for high-
affinity interactions and non-cognate complexes that bind
each other only due to structural similarity. Since no
database of cognate and non-cognate complexes exists,
we analyzed a few exemplary cases of such PPIs.40–47

First, we looked at interactions between basic pancreatic
trypsin inhibitor (BPTI) interacting with serine proteases
such as trypsin, chymotrypsin, and mesotrypsin (PDB ID
2PTC, 1CBW, and 2R9P, respectively). No cold spots were
discovered in the cognate BPTI/trypsin complex that has
been highly optimized for binding (Figure 6a). In con-
trast, the non-cognate complex of Chymotrypsin/BPTI
contained two cold spots, one due to cavity near position
15 and the other one in the periphery of the interface
(Figure 6b). The non-cognate Mesotrypsin/BPTI complex
contained four cold spots due to SC interactions
(Figure 6c).

Second, we looked at pairs of colicin/immunity com-
plexes that exhibit ultra-high affinity for cognate inter-
actions and several orders of magnitude lower affinity
for non-cognate interactions. We analyzed the structure
of colicin E9 DNase domain with its cognate immunity
protein IM9 (PDB ID 1EMV) and the structure of the
corresponding non-cognate PPI between E9 DNase and
IM2 (PDB ID 2WPT). In the cognate complex, we did
not observe any cavities or CH/ SC interactions, which
can act as cold spots. But in the non-cognate complex,
we observed two distinct cavities and a CH interaction
that could act as cold spots (Figure 7). Examination of
15 pairs of cognate and non-cognate complexes contain-
ing various PPIs revealed that 12 non-cognate com-
plexes contained a higher number of cold spots
compared to the corresponding cognate complexes,
while the remaining three contained the same number

FIGURE 5 Histogram of pairwise distances between cold

spots. Histogram includes cold spots due to all three scenarios. Cα–
Cα distances were analyzed for cold spots due to CH and SC

interactions. Center–center distances were analyzed for cold spots

due to cavities
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of cold spots (Table 1, p-value of 0.0027). This result
agrees with our general understanding that binding
interfaces of cognate complexes exhibit higher evolu-
tionary optimality relative to non-cognate interfaces.
Note that the appearance of even one additional cold
spot could decrease binding affinity of this PPI by sev-
eral orders of magnitude.34

4 | COLD-SPOT IDENTIFICATION
ON THE PDB SCALE

To further extend our cold spot analysis, we identified
cold spots in all available nonredundant protein–protein
complex structures in the PDB. To avoid inaccuracies in
cold spot identification, we limited our dataset to

FIGURE 6 Comparison of cold spots in cognate and non-cognate complexes of BPTI-serine protease complex structures. (a) The

structure of cognate complex between BPTI (cyan) and bovine trypsin (green) (PDB ID 2PTC) showing no cold spots. (b) The structure of the

non-cognate complex between BPTI (cyan) and bovine alpha-chymotrypsin (green) (PDB ID 1CBW). Two cold spots due to cavities are

shown in magenta. (c) The structure of the non-cognate complex between BPTI (cyan) and human mesotrypsin (green) (PDB ID 2R9P). Four

cold spots due to SC interactions are shown in magenta

FIGURE 7 Comparison of

cold spots in cognate and non-

cognate complexes of Colicin

DNase/Immunity proteins. The

left figure shows the cognate

complex of colicin DNase E9

(cyan) with Immunity protein

9 (green) (PDB ID 1EMV) with

no cold spots observed. The right

figure shows the non-cognate

complex of colicin DNase E9

(cyan) with immunity protein

2 (green) (PDB ID 2WPT). Two

cold spots due to cavities and

one cold spot due to CH

interaction is shown in magenta
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complexes with structures solved to high resolution,
without hetero atoms in the binding interface, and con-
taining binding partners that are larger than 40 residues.
Our structural dataset thus included a total of 3,826 pro-
tein complexes in which 1,507 structures belonged to
heterodimeric complexes and 2,319 structures—to homo-
dimeric complexes. Our analysis showed that 87% of PPIs
in our structural dataset contained at least one cavity that
can act as cold spot (Figure 8a). In comparison, 38% of
PPIs contained cold spots due to CH interactions and
30% due to SC interactions, similarly to the results

observed for the small affinity database. Among identi-
fied cold spots, 66%, 46%, and 76% lied in the periphery
of the binding interface for cavities, CH, and SC interac-
tions, respectively with 65% of the total number of cold
spots located in the periphery of the interface (Figure 8b).
Further analysis showed that on average, a PPI contained
4.6 ± 3.73 cold spots per complex with 8.3% of PPIs exhi-
biting no cold spots and some containing as many as
18 cold spots (Figure 9).

We next explored whether there is any difference
between colds spot occurrence in hetero- and homo-com-
plexes. Our analysis showed that 85% of heterocomplexes
and 88% of homocomplexes contained at least one cavity
which can act as cold spot (Figure 10). Cold spots due to
SC interactions were present in 24% of hetero-complexes
and 34% of homo-complexes. Finally, cold spots due to
CH interactions were present in 35% of heterocomplexes
and 39% of homocomplexes. Thus, in all three scenarios,
homodimers contained a higher number of cold spots
compared to heterocomplexes (p-values of .011,
7.63e�21, and 4.81e�17 for cold spots due to cavities, SC
interactions and CH interactions, respectively).

Finally, we examined amino acid composition at cold
spot positions. First, we calculated the frequency of each
amino acid that participates in CH and SC interactions
(Figure 11a,b). We observed that negatively charged
amino acids are found more frequently in CH interac-
tions compared to positively charged amino acids with
glutamate occupying the largest fraction of cold spots.
Similarly, in cold spots due to SC interactions, we also
observed that negatively charged amino acids are more
frequent compared to positively charge amino acids, but
arginine appears with the highest frequency while lysine
appears least. Second, we calculated frequency of amino
acids, appearing next to a cavity that has been assigned
as a cold spot. Since there are several residues

TABLE 1 Comparison of number of cold spots in cognate and

non-cognate complexes

Cognate complexes Non-cognate complexes

PDB CH SC Cavity PDB CH SC Cavity

2PTC 0 0 0 1CBW 0 0 2

1EMV 0 0 0 2WPT 1 0 2

3L3T 0 0 0 1CA0 0 0 2

2PTC 0 0 0 2TGP 0 0 0

2PTC 0 0 0 2R9P 0 4 0

3BZD 0 0 1 2AQ3 0 0 2

1BRS 2 0 2 1AY7 2 0 3

2VIR 0 0 1 2VIS 0 0 1

2JB0 1 0 3 3GKL 1 3 1

3L3T 0 0 0 5NX1 0 0 2

1EFN 0 0 1 1AVZ 0 1 0

3L3T 0 0 0 1BRC 0 0 4

1P2C 1 0 1 1MLC 3 0 0

2PTC 0 0 0 3U1J 0 0 2

3L3T 0 0 0 4U30 0 0 1

FIGURE 8 Frequency of

cold spot occurrence and cold

spot location in the structural

dataset. (a) Frequency of the

three types of cold spots.

Complexes that contain at least

one cold spot due to cavity, CH,

and SC interactions were

considered for the count.

(b) Frequency of peripheral cold

spots showing the total number

of cold spots, cold spots due to

cavities, CH, and SC

interactions. Cold spots were

assigned as peripheral if their PI

was <0.68
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surrounding a cavity, we selected the residue with the
closest Cα to the center of the cavity and with a side
chain protruding toward the center of the cavity as such
a residue could be mutated to eliminate the cavity and
enhance affinity. Not surprisingly, we observed that small
amino acids such as Gly, Ala, and Ser appear most com-
monly at cold spots due to cavities constituting 24%, 10%,
and 9% of cold spots cavities, respectively (Figure 11c).

5 | DISCUSSION

Previous studies identified that various positions in the
binding interface contribute differently to binding free
energy with cold spot positions having potential to bring
affinity enhancement upon mutations. This study exam-
ined the frequency and the spatial distribution of cold
spots resulting from three types of unfavorable interac-
tions: cavities, SC, and CH interactions. We found that
cold spots are rather frequent in PPIs with an average
PPI containing four cold spots. Especially frequent are
cold spots due to cavities, which are present in �90% of
all PPIs. Such positions are usually occupied by small
amino acids in the wild-type complex; mutating them to
larger amino acids could eliminate the cavity, enhancing
binding affinity. The frequent occurrence of cold spot
cavities in PPIs implies that the affinity of most PPIs
could be easily improved through protein engineering
and design. In fact, this strategy has been already pur-
sued by a number of studies where affinity of a PPI was
increased by filling up a cavity at the binding
interface.36,38,48

Large-scale analysis of PPI structures showed that
most cold spots are located at the periphery of the bind-
ing interface. This finding is even more prominent in
high-affinity complexes that might be more evolution-
arily optimized compared to low-affinity complexes. The
preference for cold spots to be located in the interface
periphery agrees with our general understanding of bind-
ing interface architecture, with binding hot-spots fre-
quently occurring in the binding interface center.25 The
predominantly peripheral location of cold spots might be
the reason why cold spots do not occur in clusters unlike
binding hot spots.25 This geometry of hot-spot/cold spot
distribution is important for protein evolution, where
low-affinity complexes could be first created with central
hot spot residues that dock the complex in a particular
orientation, surrounded by cold spot positions. Evolution
could then work to introduce affinity enhancing muta-
tions and to eliminate a large number of cold spots,
reaching nearly optimal interactions with minimal num-
ber of cold spots in some complexes.49 Yet, some cold
spots do occur in the core of the interface. For example,
in a complex between α-chymotrypsin and BPTI, cold
spot position was experimentally observed at the very
central binding interface position 15, where multiple
mutations to hydrophobic amino acids lead to affinity
improvement.49

Previous studies have shown that three amino acids,
tryptophan, arginine, and tyrosine have been found most
frequently at hot spot positions.25 Predominance of these
amino acids at hot spots could be explained by their large
hydrophobic surface areas and an ability to participate in

FIGURE 9 Histogram of the total number of cold spots per PPI

in the structural database

FIGURE 10 Frequency of cold spots in hetero- and homo-

complexes. Percentage of complexes that contain at least one cold

spot due to cavity, CH, and SC interactions in hetero-complexes

(gray) and homo-complexes (black)
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hydrogen bond interactions. In comparison, the majority
of cold spots are formed by a glutamic acid and an argi-
nine at CH and SC cold spots, respectively. The high fre-
quency of arginine in SC cold spots is not surprising
since arginine is found with high frequency in protein–
protein interfaces50,51 and its long side chain increases its
probability of interacting with another arginine or lysine
across the binding interface (Figure 1c). The preference
of glutamate in CH interactions might be due to its high
frequency in protein interfaces.52,53 Additional explana-
tion might be relatively high occurrence of cation/pi
interactions in protein structures.54 Such interactions
were excluded from our count of CH cold spot positions,
thus making negatively charged amino acids appear more
frequently as cold spots. On the other hand, lysine is
found least frequently among all charged amino acids in
both SC and CH interactions. In addition, lysine appears
rarely in hot-spots.25 This finding could be explained by a
generally low propensity of lysines to be found in
protein–protein interfaces.52 Not surprisingly, we also
observed that small amino acids such as glycine and ala-
nine are found most frequently in cold spots due to cavi-
ties, while these amino acids do not occupy hot spot
positions.

Our analysis showed that cold spots occur more fre-
quently in homocomplexes compared to heterocom-
plexes. The most likely reason for this finding is that
binding interfaces of homocomplexes are symmetrical
with every single residue appearing twice in the binding
interface. It is more difficult to optimize all intermolecu-
lar interactions when a constraint of symmetry is
imposed, thus leaving some positions “stuck” in subopti-
mal interactions. No symmetry constraint has been
imposed in heterocomplexes, allowing them to evolve
more optimal interfaces. In fact, it has been shown that
the density of intermolecular hydrogen bonds per inter-
face residue is higher for heterocomplexes compared to
homocomplexes.55 In addition, several studies reported

that homodimers exhibit larger binding interfaces com-
pared to heterodimers,50,53,55–57 adding another possible
explanation why homocomplexes contain a larger num-
ber of cold spots. The relatively small difference between
occurrence of cold spots in the two groups could be due
to additional constraints in heterodimeric PPIs such as
constraints for solubility of individual proteins and/or
constraints due to interactions with multiple binding
partners.58

In this study, we did not observe a direct correlation
between the number of cold spots and binding affinity.
This is likely due to the fact that binding interfaces of
PPIs are highly different in shape and sizes, making them
difficult to compare. Furthermore, other types of interac-
tions that were not examined in this study are important
in determining PPI binding affinity.59 However, cold
spots were found more frequently in non-cognate com-
plexes compared to cognate complexes. Non-cognate
complexes usually exhibit same interaction mode and a
very similar binding interface area compared to their cog-
nate counterparts. Hence, most of the intermolecular
interactions are preserved from cognate to non-cognate
complexs. Yet, several residues that differ could create
unfavorable interactions in non-cognate complexes,
resulting in cold spots due to cavities, CH, or SC interac-
tions. In some instances, a hot-spot in a cognate complex
could be converted into a cold-spot in the non-cognate
complex.49 Even one such cold spot could weaken affinity
of this PPI by several orders of magnitude, especially if
located in the core of the binding interface, where ener-
getic contribution to affinity is generally high.35,60

Our high-throughput cold spot analysis thus explains
some principles of PPI evolution. In addition, cold spot
identification could be useful in designing drugs that tar-
get PPIs. For example, identifying cavities at binding
interfaces could allow scientists to target such cavities
with small molecules that serve as molecular glue. Stabi-
lization of PPIs that act against disease or result in

FIGURE 11 Amino acid composition of cold spots. Cold spots due to CH interactions (a), SC interactions (b), and cavities (c)
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degradation of a particular disease-associated protein is
an attractive therapeutic strategy. One example of a PPI
stabilizer is a drug Tafamidis that stabilizes transthyrec-
tin dimeric interface and is used to treat transthyrectin
amyloidosis.61 Another example is forskolin that stabi-
lizes interaction between the C1 and C2 subunits of ade-
nylyl cyclase and is used to treat hypertension and
respiratory disorders.62 A variety of other natural prod-
ucts and synthetic compounds that stabilize PPIs have
been already discovered and are being pursued as leads
for drug development.63,64 In addition to targeting cavi-
ties at binding interfaces, one can utilize unfavorable CH
and SC interactions when designing protein-based thera-
peutics.38,65 Such an approach is especially useful when
engineering drugs from natural protein effectors that
bind to their targets with suboptimal affinities; affinity of
such PPIs could be enhanced by mutating cold spot resi-
dues to more optimal choices and hence enhancing PPI
affinity and specificity.66

In conclusion, we show that cold spots are universal
in PPIs, presenting imperfections of binding interface
design. Such imperfections could be corrected through
multiple choices of mutations, giving rise to affinity
enhancement. The presence of cold spots in the majority
of PPIs is needed to keep PPI affinity in the desired range
that would support the PPI function in the cell. Some
cold-spots might arise due to inability to satisfy all con-
straints in multispecific and homodimeric interactions.
Other cold spots might arise from the requirements of
folding or protein function in the unbound form. Cold
spot positions could serve as great sites for enhancing
binding affinity or specificity toward one species or one
particular homolog. Thus, computational identification
of cold spots would greatly assist the efforts of engineer-
ing high-affinity binders for various biotechnical
applications.

6 | METHODS

6.1 | Database preparation

6.1.1 | Affinity dataset

Affinity dataset was built from the Kastritis database.39

The database contains 144 nonredundant protein–protein
complexes that have high-resolution structures available
for both bound and unbound states and KD measure-
ments for each PPI. From this database, we excluded
11 PDB files that (a) include heteroatoms within 2 Å from
the binding interface, (b) Lack the N-terminal tail close
to the binding interface, (c) contain several binding inter-
faces close to each other complicating independent analy-
sis of each interface. We thus were left with 133 PDB files

in our affinity dataset. The database was also divided into
two groups: high-affinity complexes (KD < 10�8 M) and
low-affinity complexes (KD > 10�8).

6.1.2 | Structural dataset

Structural database was built from the whole Protein
Data Bank (PDB) by extracting nonredundant x-ray
structures of protein–protein complexes. From the struc-
tural database we excluded PPI structures that (1) were
solved to resolution of worse than 2.5 Å; (2) Included het-
eroatoms within 2 Å of the binding interface; (3) con-
tained short peptides of 40 residues or less as one of the
chains; and (4) contained missing atoms in the binding
interface region. The dataset was divided into heterodi-
meric complexes that were extracted directly from the
PDB and homodimeric complexes that were downloaded
from the database of annotated biological assemblies that
distinguishes biological interfaces from crystal contact
interfaces.67 For our analysis, we downloaded homodi-
meric complexes with 15% or less error probability for
biological assembly. In complexes where there is more
than one biological assembly, we used the complex with
the minimum QSbio error probability for the specific
PDB ID.67 After all exclusions, our structural database
contained 1,507 hetero complexes and 2,319 homo
complexes.

6.1.3 | Binding interface identification

Hydrogens were added to all PDB files with the MolProb-
ity software68 with asparagines, histidines, and gluta-
mines allowed to flip. For each PPI, we first identified
atoms that belong to the binding interface. The binding
interface atoms were defined as all atoms on one chain
that were within 4 Å from the second chain in the
complex.

6.1.4 | Cavity identification

Cavities were defined as empty spaces within the binding
interface. Random dots were placed within the binding
interface of the protein complex and the dots, which were
placed in an empty space and can accommodate a sphere
of more than 1.4 Å, were retained to distinguish cavities.
To cluster the dots and define different cavities, we
applied the DBSCAN algorithm.69 In this algorithm, the
epsilon value (maximum distance between two points)
was set to 2 and minimum point value was set to 10 dots
per cluster, which corresponds to a volume higher than a
water molecule.
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6.1.5 | Defining unfavorable CH interactions

For each PPI, we first identified all charged buried atoms
(4 Å from the surface of the protein) in the binding inter-
face. We considered the charged oxygen atoms in the car-
boxylic side chains of aspartic acid and glutamic acid as
negatively charged atoms while the charged nitrogen
atoms in the amine side chains of lysine and arginine as
positively charged atoms. For each buried charged atom,
we searched for hydrophobic atoms belonging to a differ-
ent residue within 4.5 Å distance from the charge. Such
an interaction was defined as a charge-hydrophobic unfa-
vorable interaction unless it belonged to one of the four
exceptions listed below:

1. The charged atom participated in a favorable hydro-
gen bond. When the identified charged atom formed
hydrogen bond(s) with other neighboring atoms and
the total energy of the hydrogen bond was lower than
�2 kcal/mol, the charged atom was excluded from the
unfavorable interaction count. Hydrogen bond energy
was calculated according to70 with hydrogen bond
equilibrium distance of 2.8 Å and a well depth of
8 kcal/mol.

2. The charged atom participated in a favorable pi–
cation interaction.
We defined pi–cation interaction when the charged
atom was within a distance of 6 Å from the center of
the aromatic ring and if it was located at an angle of
45� or less from the normal of the plane of the aro-
matic ring.54,71

3. The charged atom was within 3.5 Å from an atom
with the opposite charge.

4. The charged atom participated in a favorable anion–
aromatic interaction.
We defined an anion–aromatic interaction if the
charged atom of the negatively charged side chain is
situated within 4 Å from the ring edge of an aromatic
group.72

The charged residue that exhibited unfavorable CH
interaction(s) was considered a cold spot residue.

6.1.6 | Defining unfavorable SC interactions

We next identified charged atoms in the binding interface
that were situated within 4.5 Å from another charge of
the same sign belonging to a different amino acid. Similar
to CH interactions, we considered the charged oxygen
atoms in the carboxylic side chains of aspartic acid and
glutamic acid as negatively charged amino acids while
the charged nitrogen atoms in the amine side chains of

lysine and arginine as positively charged atoms. Such an
interaction was considered to be unfavorable with two
exceptions stated below:

1. The charged residue participates in favorable hydro-
gen bonds. Similar to CH interactions, when the iden-
tified charged atom formed hydrogen bond(s) with
other neighboring atoms with a total energy lower
than �2 kcal/mol, the charged atom was excluded
from SC interaction count. Out of the two charged res-
idues that form SC interactions, if only one charged
residue participates in a favorable hydrogen bond,
only that residue is excluded from the cold spot count.

2. The charged residues are found within 3.5 Å from
atoms with an opposite charge. If the SC
interaction(s) was unfavorable, both residues that con-
tain the charge atoms were considered as cold spots.

6.1.7 | Dividing binding interface into core
and periphery

For each atom in the binding interface, a periphery index
(PI) was calculated. For this purpose, we first calculated
atom-to-surface distance, that is, the distance between
this atom and the closest atom on the surface of the
protein–protein complex that is not part of the interface.
To calculate PI for a particular atom, its atom-to-surface
distance was divided by the maximum atom-to-surface
distance for the binding interface. Atoms with PI higher
than 0.68 were assigned to the core of the binding inter-
face and atoms with PI less than 0.68 were assigned to
the periphery of the interface, such that both groups
would contain approximately the same number of atoms.
Each cold spot due to CH or SC interaction was then
assigned with a PI according to the location of the
charged atom belonging to the cold spot residue
(Figure 3). To classify colds spots due to cavities, the dis-
tance between the center of each cavity and the closest
atom on the surface of the protein that is not a part of the
interface was calculated. To calculate PI, the distance
between the center of each cavity and the closest atom on
the surface was divided by the maximum atom-to-surface
distance for the binding interface. Cavities with PI smal-
ler than 0.68 were classified as peripheral while cavities
with PI higher than 0.68 were defined as core (Figure 3).

6.1.8 | Cold spots cluster analysis

We calculated pairwise distances between cold spots to
analyze whether they are clustered in the same region. In
these calculations, we used the position of the Cα atom of
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the cold spots due to CH and SC interactions and the
position of the center of the cavity—for cold spots due to
cavities. Pairwise distances between cold spots were ana-
lyzed for all types of cold spots together and for each type
of cold spots separately.

6.1.9 | Dividing the dataset into different
functional classes

Affinity database was divided into three main classes of
complexes: antigen–antibody, enzyme-containing, and
other complexes in which sub classes were introduced
into the latter two. The other class was divided into three
subgroups as G proteins, receptors containing, and mis-
cellaneous. We made use of this categorization and
divided our dataset into four classes: antigen–antibody, G
proteins, enzyme-containing complexes, and other recep-
tor containing complexes.

6.1.10 | Calculating p values

We calculated p values using one-tailed unpaired T test
for Figures 4 and 10. For the figure S3, we used the two-
tailed unpaired T test.
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