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A B S T R A C T   

This study facilitates university student profiling by constructing a prediction model to forecast 
the classification of future students participating in a survey, thereby enhancing the utility and 
effectiveness of the questionnaire approach. In the context of the ongoing digital transformation 
of campuses, higher education institutions are increasingly prioritizing student educational 
development. This shift aligns with the maturation of big data technology, prompting scholars to 
focus on profiling university student education. While earlier research in this area, particularly 
foreign studies, focus on extracting data from specific learning contexts and often relied on single 
data sources, our study addresses these limitations. We employ a comprehensive approach, 
incorporating questionnaire surveys to capture a diverse array of student data. Considering 
various university student attributes, we create a holistic profile of the student population. 
Furthermore, we use clustering techniques to develop a categorical prediction model. In our 
clustering analysis, we employ the K-means algorithm to group student survey data. The results 
reveal four distinct student profiles: Diligent Learners, Earnest Individuals, Discerning Achievers, 
and Moral Advocates. These profiles are subsequently used to label student groups. For the 
classification task, we leverage these labels to establish a prediction model based on the Back 
Propagation neural network, with the goal of assigning students to their respective groups. 
Through meticulous model optimization, an impressive classification accuracy of 90.22% is 
achieved. Our research offers a novel perspective and serves as a valuable methodological 
reference for university student profiling.   

1. Introduction 

In recent years, university student profiling has experienced dynamic growth, both nationally and internationally [1]. However, a 
closer examination reveals several significant shortcomings that warrant attention. A key challenge lies in the limitations associated 
with the data sources. In pursuit of efficient data acquisition and processing, researchers have increasingly turned to questionnaire 
surveys as a valuable tool in educational informatics research [2]. Nonetheless, many studies still rely heavily on specific learning 
platforms or environments, resulting in a somewhat one-dimensional data collection that falls short of providing a comprehensive view 
of students’ multifaceted attributes [3–5]. 
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Furthermore, in terms of research methodologies, some scholars remain entrenched in traditional statistical techniques, neglecting 
the potential of emerging technologies such as machine learning. This approach limits the depth of insights obtained from complex 
student datasets [6]. Moreover, most studies overlook cross-cultural and cross-regional factors, casting doubt on the universality of 
student profiles across diverse cultural and geographical contexts. Additionally, many studies overly emphasize quantitative data, 
often neglecting the exploration of softer metrics such as students’ psychology, emotions, and social interactions that could add a more 
profound humanistic dimension to their findings [7]. 

In summary, the field of student profiling requires refinement in several crucial areas, including data acquisition, research 
methodologies, and expansion of the dimensions of analysis. Our investigation delves into the construction and categorization of 
student educational profiles [8–10]. To provide beneficial insights and predictions in areas such as students’ learning tasks, occu-
pational effectiveness, and future contributions, this study offers a more valuable student analysis for institutions such as universities. 
We conduct an in-depth analysis of multidimensional data, including students’ learning behaviors, hobbies, and social activities. 
Questionnaires based on the research questions are used to collect this diverse dataset. To achieve a differentiated group classification, 
the K-means clustering algorithm is employed to categorize the university student population into the following groups: diligent 
learners, morally upright individuals, discerning minds, and practical individuals. This process helps reveal the potential strengths and 
areas of interest for each student category, thereby better supporting educational institutions and students in selecting suitable aca-
demic disciplines and task domains. Furthermore, to rapidly assess the potential value of university students and facilitate strategic 
planning for training and learning programs by businesses and educational institutions, we construct a university student population 
classification prediction model based on a Back Propagation (BP) neural network using the K-means clustering results as a foundation. 
The model aims to accurately predict the categories of students who would complete future surveys. This predictive approach enables a 
swift understanding of the potential contributions and impacts that students may bring to their professional and academic careers, 
providing a tool for businesses, recruiting agencies, and higher education institutions to gain a profound insight into students’ potential 
and value. 

2. Related work 

2.1. Group profiling techniques 

The concept of user profiling revolves around the strategic utilization of advanced information technology to gather user data. By 
employing data mining techniques, this approach delves deeply into user characteristics, ultimately providing precise and detailed 
descriptions of various user attributes [11]. In the context of analyzing student data with heightened precision, adopting a 
user-profiling strategy is highly recommended for constructing a comprehensive profile of the university student population. 

For instance, Constantinides et al. [12] harness interaction logs from news readers, and apply user modeling techniques to construct 
personalized user profiles. Meanwhile, Asif et al. [13] employ data-mining methodologies to investigate the academic performance of 
university students, resulting in the identification of two distinct student cohorts: those with lower and higher achievement. Yuan et al. 
[14] introduce the non-parametric Bayesian model EW4, which is specifically designed to model users’ mobile behaviors and gain 
insights into user interests and intentions. These existing studies illustrate the diverse applications and benefits of user-profiling 
strategies in various domains, including education. 

2.2. Classification prediction models 

In the realm of data mining, although clustering methodologies hold a prominent place, classification techniques are equally vital 
to researchers. Clustering groups samples based on their similarities, whereas classification derives classification rules from known 
sample characteristics, creating decision formulas and discriminant criteria. In the context of classification prediction research, Shen 
et al. [15] comprehensively analyze comparing decision trees, neural networks, and logistic regression to examine the various types 
and mechanisms of credit card fraud. They evaluate the accuracy of fraud detection. Thomassey et al. [16] introduce a forecasting 
system that combines clustering and decision trees and assess its effectiveness using real-world data. Angiulli [17] introduce an 
innovative Nearest Neighbor Condensation algorithm, named FCNN, that specifically is designed for the classification of large datasets. 
Additionally, Şen et al. [18] utilize an extensive dataset from Turkey and implement a centralized placement test algorithm to identify 
factors correlated with future academic achievements. These existing studies illustrate the wide-ranging applications of classification 
techniques in diverse domains and highlight their significance in data mining research. 

2.3. Student group profiling research 

Within the domestic context, practical examples in which higher education institutions have applied user profiling techniques to 
create profiles for their university student cohorts are limited. Thus, a further investigation of this methodology is necessary. Re-
searchers must use all university resources to systematically gather student data and extract the embedded latent characteristics. As 
university students continually strive for comprehensive personal development, higher education institutions must refine their service 
systems to guide students toward holistic growth. Group profiling techniques can categorize students with similar attributes into 
specific cohorts, thereby providing valuable insights for universities in areas such as assistance, mentorship, and support. These in-
sights can positively influence decisions related to educational management [19]. Group-profiling techniques are expected to gain 
widespread acceptance in university management by simplifying the inherent complexities of the process. Looking ahead, researchers 
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must further enhance their models and strategies to optimize the construction of student cohort profiles. This ongoing refinement 
facilitates the more effective use of user profiling techniques in higher education institutions and ultimately benefit both students and 
the institutions themselves. 

2.4. Design of the overall framework for this study 

Fig. 1 illustrates the study’s overall framework that comprises two tasks: clustering and classification. For the clustering task, we 
initially design questionnaires and collect multidimensional data from college students based on the classification objectives of the 
student population, considering multiple dimensions. Subsequently, we apply the K-means clustering algorithm to cluster the data and 
construct a comprehensive profile of the college student population based on various dimensional features. To swiftly predict the 
categories of college student groups, in the classification prediction task, we use clustering results as a foundation. We obtain category 
labels for the college student population and subsequently establish a BP neural network classification prediction model. This organic 
integration of clustering and classification tasks has significant implications for educational resource planning, student career guid-
ance, improving university graduation rates, cultivating outstanding talents, and providing methodological frameworks for ques-
tionnaire surveys. 

3. Methods of constructing university student group profiles 

3.1. Design philosophy of group profiling 

We meticulously outline the procedural steps for the development of university student cohort profiles, as illustrated in Fig. 2. The 
construction of the university student population profile is divided into three main stages: data collection, label generation, and visual 
presentation. First, in the datafication stage, we establish explicit research objectives centered on classifying the university student 
population. Then, during the questionnaire design phase, we carefully formulate several questions across multiple dimensions to 
capture valuable data from student responses and lay the foundation for a comprehensive feature architecture underpinning the cohort 
profiles. During the labeling stage, we harness a clustering model based on the K-means algorithm. By inputting the relevant data 
attributes, we successfully derive an optimal clustering outcome, identifying four distinct student groups. Building on this robust 
foundation, we leverage user-profiling technology to conduct an in-depth analysis. This analysis elucidates the unique attributes that 
characterized each of the four groups, culminating in the creation of distinct cohort profiles. Finally, in the visualization phase, we 
enhance the intuitive presentation of these profiles through a visual representation that underscores the pivotal feature distribution 
across the four profile categories. This systematic approach enables us to construct and visually represent comprehensive university 
student cohort profiles, offering valuable insights into the diverse attributes and characteristics of the student population. 

3.2. Questionnaire design and data collection 

3.2.1. Questionnaire design 
To explore the university student population, we employ a questionnaire survey as the primary method of data collection. In terms 

of dimensional design, we draw inspiration from the role creation approach of Mulder and Yaar [20], which mainly includes the 
dimensions of “goals, behaviors, and attitudes” to explore user profiles. We use the individual cognition and experience of university 
students as the basis for segmentation, employing a three-dimensional perspective to delve into the study of user profiles to gain a more 
comprehensive understanding. This inspiration allows us to design multiple dimensions to explore potential information about the 
university student population more deeply. In the design of specific question content, we further reference the VALS2 model based on 

Fig. 1. Overall framework diagram.  
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Maslow’s hierarchy of needs theory and motivation theory [21]. The VALS2 model is the mainstream method used for market seg-
mentation. By borrowing from the VALS2 model, we consider factors such as user values, hobbies, behavior patterns, and attitude 
beliefs, and used them as references for constructing the user scale to ensure that our questionnaire content aligned closely with the 
characteristics and needs of the university student population. The design of such dimensions and questions allows for a more 
comprehensive understanding of the study, minimizing the duplication of previous research and maintaining a focused and unique 
perspective on the university student population. 

3.2.2. Main components of the questionnaire 
During the questionnaire design process, we devise a series of questions spanning multiple dimensions that enable a comprehensive 

exploration of students’ multifaceted attributes and leverage data analysis tools to construct a portrait of the university student cohort. 
As illustrated in Fig. 3, the survey is divided into five sections. The first section encompasses the demographic details of the students, 

Fig. 2. Workflow diagram for group profiling construction.  

Fig. 3. Primary composition of the questionnaire.  
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including their gender, grade level, and study major. The second section focuses on academic circumstances and covers aspects such as 
academic performance and attitudes toward learning. The third section delves into students’ values and qualities, incorporating their 
perspectives on life and attitudes toward team collaboration. The fourth section examines the students’ political awareness, partic-
ularly their stance on the core values of socialism. Lastly, the fifth section focuses on students’ interests and hobbies, encapsulating 
their motivations for participating in activities and modes of interaction with peers. 

To frame the questions, we adopt a format akin to a Likert scale with a total of 22 items. The survey is crafted and disseminated 
through online platforms such as Wenjuanxing. Targeting university students as the respondent group, questionnaires are randomly 
distributed and accompanied by clear guidelines. 

3.2.3. Demographic feature analysis 
We successfully collect 2492 responses from university students. As shown in Table 1, the male-to-female ratio among the collected 

samples is approximately 1:1. The sample comprises students from various academic years, with first-year students constituting the 
predominant group. Furthermore, the collected samples span various academic disciplines, encompassing fields such as literature, 
management, education, natural sciences, engineering, and the arts. Notably, nearly half of the university students who participated in 
the survey are members of the Communist Youth League, whereas the proportion of those who are Communist Party members is 
relatively smaller. 

3.2.4. Data preprocessing workflow 
In the data preprocessing stage, we import the collected questionnaire data into the SPSS software for analysis and eliminate invalid 

data entries (such as incomplete questionnaires that were not filled out in their entirety). Given that the scales and magnitudes of the 
various variables within the data do not show significant discrepancies, we do not standardize the feature attributes of each sample’s 
selected options. 

3.3. Validity analysis of group profile survey results 

The results reveal a balanced gender ratio among university students, with the samples encompassing a diverse range of academic 
years and major fields, including literature, natural sciences, engineering, and the arts. The extensive distribution characteristics, 
coupled with a large sample size (2492 samples) and the random distribution of questionnaires, contribute to the excellent repre-
sentativeness of the study. To assess the questionnaire’s validity and reliability, we utilize the Kaiser-Meyer-Olkin (KMO) and Bartlett’s 
tests. The KMO test shows a value of 0.838, which is higher than the commonly accepted threshold of 0.7. This indicates that our 
questionnaire is well-suited for factor analysis. Moreover, Bartlett’s test result yields an approximate chi-square value of 11,688.101 
with a significance level (p-value) of less than 0.001; thus, the null hypothesis is rejected. The result shows a significant correlation 
among the questionnaire items, suggesting their suitability for factor analysis and confirming the strong validity and reliability of our 
questionnaire’s structure. Therefore, the robustness of the questionnaire’s design is affirmed. 

Table 1 
Demographic variables statistics table.  

Demographic Variables Frequency Analysis 

Name Option Frequency Percentage 

Gender Male 1298 52% 
Female 1194 48% 

Grade Freshman 738 30% 
Sophomore 633 25% 
Junior 556 22% 
Senior 478 19% 
Others 87 4% 

Major Literature 268 11% 
Management 269 11% 
Education 362 15% 
Science 487 20% 
Engineering 351 14% 
Medicine 281 11% 
Arts 219 9% 
Others 255 10% 

Student Leaders Yes 1158 47% 
No 1334 54% 

Only Child Yes 1230 49% 
No 1262 51% 

Place of Origin City 1123 45% 
Rural 1369 55% 

Political Status Communist Party Member 107 4% 
Communist Party Activist 517 21% 
Communist Youth League Member 1137 46% 
General Public 731 29%  
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4. Clustering model 

4.1. K-means clustering algorithm 

4.1.1. Steps of the K-means clustering algorithm 
We employ the K-means algorithm to cluster the gathered dataset [22,23]. The specific steps of the algorithm are as follows:  

(1) k objects from the dataset are randomly selected to serve as the initial clustering centroids ci(i = 1,2, ...k). Each centroid has d 
dimensions and is denoted as cij(j = 1,2, ...d).  

(2) The Euclidean distance from each data point to the clustering centroids is computed. Based on the computed distances, each 
data point is assigned to the nearest centroid, resulting in the formation of new clusters.  

(3) For each cluster, the centroid is recalculated by taking the mean value of all data points within that cluster, thereby determining 
the new centroid location.  

(4) Steps 2 and 3 are repeated until the centroids no longer change or a predefined number of iterations is reached. 

4.1.2. Determination of the optimal number of clusters 
Numerous studies employ the elbow method to ascertain the optimal number of clusters. The pivotal metric of the elbow method is 

the Sum of Squared Errors (SSE), which represents the squared sum of the distances between each data point and its corresponding 
cluster center [24], 

SSE =
∑k

i=1

∑

p∈Ci

⃒
⃒
⃒
⃒
⃒
p − mi|

2  

where Ci represents the ith cluster, p is the sample point within cluster Ci, and mi is the centroid of cluster Ci (the mean of all samples in 
Ci). The SSE signifies the clustering error of all samples and serves as an indicator of the quality of the clustering results. 

We employ the K-means clustering method to categorize college students across four dimensions. By incrementally increasing the 
cluster count k, we refine the categorization of the collected questionnaire samples, thereby enhancing the degree of intra-cluster 
cohesion. However, when k is less than the actual number of clusters, augmenting k significantly bolsters the cohesion within the 
clusters, resulting in a sharp decline in the SSE [25,26]. However, once k reaches the true number of clusters, the benefit of increasing k 
gradually diminishes and the rate of the SSE reduction decelerates, ultimately stabilizing. Hence, we utilize the elbow method to 
determine the optimal number of clusters, represented by the “elbow” point, as depicted in Fig. 4. We observe a pronounced 
enhancement in clustering efficacy when four or five clusters are selected. Through a discriminant analysis of the clustering outcomes, 
we ultimately determined that k = 4 is the most suitable cluster count. 

4.2. Group profile feature analysis based on clustering algorithm 

Based on the clustering results, we construct detailed profiles of the four distinct student groups and designated names for each 
group. Owing to the questionnaire’s item structure, which employs a Likert scale format, the item values increase incrementally from 1 
to 5, representing a gradient from mild to strong intensities. For instance, the three questions in Table 2 aim to investigate students’ 
academic statuses: Question 13 evaluates academic performance, where 1 signifies below average and 5 indicates excellent; Question 
14 measures academic motivation, where 1 indicates low motivation and 5 signifies high motivation; Question 15 appraises study 
attitudes, where 1 symbolizes a lack of seriousness and 5 represents utmost seriousness. Beyond the basic demographic data, we also 
statistically analyze the scores derived from the students’ selections by calculating both the mean and standard deviation of the scores, 

Fig. 4. Cluster analysis of group characteristics: SSE values for different k.  
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thereby offering a profound description of the unique characteristics inherent to each group. 
Through an in-depth statistical analysis of the scores associated with the options selected by the students, we compute the mean and 

standard deviation for each item. The specific statistical data are presented in Table 3. The following is an analysis of the characteristics 
of each clustered group accompanied by the designated nomenclature. 

Cluster 1: Students in this group have a higher score in the academic performance dimension. Upon further examination of 
Question 22 within the interest and hobbies dimension, we discern that these students have a proclivity towards participating in 
academic contests and entrepreneurial innovation competitions. They are called “Diligent Learners.” 

Cluster 2: Although students in this category have average scores in the academic performance dimension, they excel in the 
personal character dimension. Moreover, a significant number of students from this cluster are keen to participate in volunteer ser-
vices. They are called “Earnest Individuals.” 

Cluster 3: Students in this cluster have the highest scores across all four primary dimensions (academic performance, personal 
character, political thought, and interests and hobbies). This suggests that they possess commendable comprehensive qualities and 
have established a correct worldview, life philosophy, and set of values. They are called “Discerning Achievers.” 

Cluster 4: Students in this category consistently score higher in the personal character and political thought dimensions, indicating 
their emphasis on personal character cultivation, guided by socialist values, and heightened political awareness. They are called 
“Moral Advocates.” 

We distinguish the four student groups in terms of their significant characteristic disparities across multiple dimensions including 
academic performance, personal character, political ideology, and interests and hobbies. To present these inter-group differences more 
intuitively, we visualize the characteristics of each student group, and the specific visual representations are displayed in Table 4. 

4.3. Practical use and significance of constructing group portraits of college students 

Based on the classification of university student groups, we can provide educational planning guidance and career advice tailored 
to each cluster:  

1. Diligent Learners: 

Students should be encouraged to maintain their enthusiasm for learning and provided with more opportunities for subject 
competitions and innovation, and entrepreneurship competitions to broaden their perspectives and practical skills. Future career 
choices related to their subject competitions and innovation, and entrepreneurship competitions, such as fields in science and tech-
nology innovation, and engineering should be recommended. Additionally, active participation in internships and projects is advised 
to enhance practical skills.  

2. Practical Individuals: 

Table 2 
Partial question topics and options.  

Question Option 

13. Your current academic performance in your class 1 being poor, 5 being excellent 
1 2 3 4 5 

14. Your motivation for studying in university 1 being very weak, 5 being very strong 
1 2 3 4 5 

15. How do you evaluate your attitude towards studying? 1 being not serious at all, 5 being very serious. 
1 2 3 4 5  

Table 3 
Statistical mean and variance of option features.  

Descriptive Statistics Cluster 1 Cluster 2 Cluster 3 Cluster 4 

Question 13 3.02 ± 1.428 3.02 ± 1.398 3.42 ± 1.161 3.06 ± 1.361 
Question 14 2.99 ± 1.408 2.97 ± 1.426 3.55 ± 1.175 3.02 ± 1.375 
Question 15 3.02 ± 1.432 2.94 ± 1.385 3.54 ± 1.169 2.98 ± 1.36 
Question 17 2.49 ± 1.139 2.47 ± 1.112 3.11 ± 1.031 2.45 ± 1.113 
Question 18 2.5 ± 1.113 2.55 ± 1.109 3.12 ± 0.905 2.54 ± 1.094 
Question 9 3.01 ± 1.412 3.14 ± 1.416 4.06 ± 1.112 3.01 ± 1.415 
Question 24 3.53 ± 1.634 2.85 ± 1.392 7.57 ± 1.305 7.55 ± 1.101 
Question 33 5.89 ± 1.004 2.28 ± 1.026 6.11 ± 1.083 2.87 ± 1.556 
Question 10 2.93 ± 1.382 3.13 ± 1.433 4.28 ± 1.127 3.16 ± 1.406 
Question 21 4.05 ± 1.408 3.9 ± 1.38 4.81 ± 1.132 4 ± 1.402 
Question 23 3.09 ± 1.432 3.04 ± 1.465 3.83 ± 1.371 3.02 ± 1.461 
Question 25 2.95 ± 1.385 2.99 ± 1.399 2.27 ± 1.222 3.02 ± 1.404 
Question 30 2.49 ± 1.12 2.48 ± 1.12 3.17 ± 0.955 2.47 ± 1.141  
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Educational institutions can emphasize the importance of personal character and volunteer services, encouraging participation in 
social activities beyond academics to cultivate practical problem-solving skills. Career paths in social services, social work, and 
nonprofit organizations as well as positions in management and leadership should be recommended to leverage personal character and 
leadership strengths.  

3. Discerning Minds: 

They should be provided with more in-depth subject knowledge and interdisciplinary learning opportunities to encourage in-depth 
research in multiple fields. Career choices in areas with higher demands for comprehensive skills, such as law, international relations, 
humanities, and social sciences should be recommended. Active participation in social activities is encouraged to become influential 
societal leaders.  

4. Morally Upright Individuals: 

Educational institutions should emphasize the cultivation of personal character and political ideology, encourage a deep under-
standing of socialist core values, and demonstrate a sense of social responsibility in their studies. Career choices aligned with socialist 
core values, such as political science and public administration should be recommended. Involvement in social affairs is encouraged to 
become agents of social change. 

Therefore, although existing studies examine the educational profiles of university students, they primarily focus on mining 
learning context data, with some studies discussing aspects of students’ social interactions. Additionally, existing studies often suffer 
from data singularity, clutter, and redundancy, resulting in insufficient comprehensiveness and accuracy when constructing educa-
tional profiles. In contrast, our innovative method for constructing university student group profiles provides a novel approach in 
terms of methodology and data acquisition, thus offering a multidimensional assessment of students and constructing a more 
comprehensive and detailed university student group profile. 

5. Establishing a university student group classification prediction model 

We provide a detailed description of how the student questionnaire selection is transformed into feature vectors. Using the K-means 
clustering method and attributes such as academic performance, interests, morality, and political thought, we categorize the university 
student population into four groups: Diligent Learner, Morality Cultivator, Discerning Thinker, and Practical Realist. Drawing on these 
clustering results, we construct a classification prediction model for university student groups based on the BP neural network [27–29]. 

Table 4 
Description and visualization of college students’ user personas.  

User Profile Types Diligent Learning Earnest Individuals Discerning Achievers Moral Advocates 

Key Features Passionate About 
Learning 
Excellent Academic 
Performance 
Strong Learning 
Motivation 

Average Academic 
Performance 
Enthusiastic About 
Volunteering Activities 
Focus on Developing 
Hobbies and Interests  

High Comprehensive 
Quality in Various Aspects 

Emphasis on Personal 
Character Cultivation 
Guided by Socialist 
ValuesHigh Political 
Awareness 

Gender 
Distribution 

Male 49.4% 49.7% 57.7 51.4% 
Female 50.6% 50.3% 42.3% 48.6% 

Grade Distribution Freshman 24.8% 25.5% 39.6% 28.3% 
Sophomore 25.3% 24.1% 26.2% 25.9% 
Junior 24% 23.4% 19.6% 22.3% 
Senior 21% 22.7% 12.6% 20.6% 
Others 4.8% 4.3% 1.9% 3% 

Major Distribution Literature 12.6% 14.5% 5.6% 10.7% 
Management 13.1% 12.9% 6.2% 11.1% 
Education 13.5% 12.7% 16% 15.6% 
Science 12.1% 11.4% 36.7% 17.4% 
Engineering 11.1% 13.3% 20.8% 11.3% 
Medicine 12.9% 12.7% 5% 14.4% 
Arts 11.3% 10.8% 4.5% 8.7% 
Others 13.4% 11.7% 5.3% 10.7% 

Place of Origin 
Distribution 

City 46.1% 52.3% 35% 47.2% 
Rural 53.9% 47.7% 65% 52.8% 

Political Affiliation 
Distribution 

Political Status 3.7% 4.5% 3.7% 5.3% 
Communist Party 
Member 

23.4% 23.2% 16% 20.6% 

Communist Youth 
League Member 

43.2% 43.4% 49% 46.6% 

General Public 29.7% 28.9% 31.3% 27.5%  
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The algorithm used in the model, namely the BP neural network, is a type of multi-layer feed forward network trained using the BP 
algorithm. From the clustering analysis, the student groups are segmented into the four categories. Correspondingly, we assign 
category labels to the 2492 samples. These four categories are numerically represented by the numbers 1, 2, 3, and 4. 

For each sample, the result of a single-choice question is mapped to an element of the feature vector, as listed in Table 5. After 
determining the features for single-choice questions, we also incorporated multiple-choice questions into the feature vector in the 
following manner. Question 8 delves into the motivations for students to join the Communist Party of China and offers five choices. If a 
student selects the first, second, and fifth options, the corresponding feature vector would be (1, 1, 0, 0, 1). Additionally, this study 
encompasses three multiple-choice questions: Questions 8, 16 (which examines sources of academic motivation and comprised eight 
options), and 22 (which pertains to preferences for participation in activities, with eight options). The detailed feature-handling 
process for the multiple-choice questions is presented in Table 6. 

We divided the dataset into two subsets: 2400 samples were allocated to the training set to train the classifier, and the remaining 92 
samples were used to form the test set. After constructing the BP neural network model, we evaluated it using the test set. The 
architectural design of the college student group-classification model is illustrated in Fig. 5. 

In the BP neural network model, the transformed feature vectors from single and multiple-choice questions are selected as the input 
for the model, resulting in a 34-dimensional input vector for the neural network. The number of nodes in the hidden layer can be 
adjusted based on the practical requirements. The number of nodes in the output layer is set to four. In the model’s output segment, we 
define the following classification labels: (1,0,0,0) represents Class 1, (0,1,0,0) represents Class 2, (0,0,1,0) represents Class 3, and 
(0,0,0,1) represents Class 4. Therefore, the output is a 1 × 4 vector, with the specific class representations listed in Table 7. 

5.1. Model setting and parameter selection 

To construct the classification model, we opted for the BP neural network as the foundational framework. This model comprises 
input, hidden, and output layers [30,31]. Fig. 6 depicts the structural design of the classification model based on the BP neural 
network. During the model training process, we adjust the hyper-parameters to optimize model performance. Specifically, we employ 
the gradient descent method [32] to optimize the weights and thresholds of neural network nodes and select the cross-entropy loss 
function as the optimization objective [33–35]. In the process of tuning hyper-parameters, we focus on key parameters such as the 
learning rate and number of hidden nodes. First, in terms of choosing the learning rate, we conduct meticulous adjustments. The 
learning rate governs the magnitude of the weight updates in each iteration, and values that are either high or low may lead to a decline 
in performance. Through multiple experiments and in-depth analysis, we adjust the learning rate to 0.07, striking an optimal balance 
between the training speed and accuracy [36–38]. Second, we set the number of hidden nodes, which is a critical parameter that 
influences the complexity and learning capacity of the neural network model. Through iterative experiments and a comprehensive 
assessment of model performance, we set the number of hidden nodes to 17 to ensure model effectiveness while avoiding overfitting, 
and set the overall iteration count of the model to 10,000, with the loss function value outputted every 1000 iterations to monitor the 
training progress. Based on the training progress, we further adjust the parameters to ensure a continuous decrease in the loss function. 
During the last iteration, the change in the loss function is approximately 0.01, indicating that the variation is sufficiently small. 
Throughout the entire training process, we ensure that the model not only converges to the appropriate solution during the learning 
process but also generalizes to unseen data, preventing overfitting. Ultimately, we conclude that the model has an accuracy of 90.22%, 
indicating that our model demonstrates outstanding performance in this research task. 

5.2. Comparison analysis with other classification models 

After conducting performance tests on the model, we explore whether this BP neural network-based classification model out-
performs other classification methods in terms of performance. To answer this question, we introduce mainstream multiclass algo-
rithms, including XGBoost [39] and the Naive Bayes classifier [40], for comparison. Considering the stochastic nature of the model 
training process, we perform ten training runs for each algorithm and calculated the average accuracy. Table 8 presents the final 

Table 5 
Single-choice question option feature examples.  

Number Question 9 Question 10 … Question 13 Question 14 Question 15 Category 

1 4 5 … 4 4 4 3 
2 4 5 … 4 4 3 3 
3 5 5 … 5 5 5 4 
4 5 5 … 3 3 3 2 
5 5 5 … 3 3 3 3 
6 5 5 … 4 2 3 3 
7 3 5 … 5 3 3 4 
8 3 4 … 3 3 3 3 
9 5 5 … 4 3 3 3 
10 5 5 … 4 4 3 4 
11 5 5 … 5 5 5 4 
… … … … … … … …  
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Table 6 
Multiple-choice question option data examples.  

Sample Question 8 Question 16 Question 22 

1 1 1 1 1 1 1 1 1 1 1 0 0 0 1 1 1 1 0 0 
2 0 0 1 0 0 1 0 1 1 0 0 0 1 0 1 0 0 0 0 
3 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 0 
4 1 1 0 1 0 0 0 0 0 0 1 0 0 1 1 1 1 0 0 
5 1 1 1 0 0 0 0 0 1 0 0 0 0 1 0 1 1 0 0 
6 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 
7 1 1 1 1 1 0 0 0 0 0 0 1 0 1 1 0 1 0 0 
8 1 0 0 1 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 
9 0 1 0 1 0 0 0 0 1 1 0 0 0 0 1 0 1 0 0 
10 1 1 1 1 1 0 0 1 1 0 0 1 0 0 1 0 1 0 0 
11 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 
12 1 1 1 0 0 1 0 1 0 0 0 0 0 1 1 0 1 0 0 
13 1 1 1 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 
14 0 1 0 0 0 1 1 1 0 1 0 0 0 1 1 1 0 0 0 
… …       …           …  

Fig. 5. Overall framework design of the classification model.  
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training and comparison results. 

6. Conclusion 

This study initially utilizes the K-means clustering model to develop detailed and accurate profiles of university student groups. 
These profiles enable the formation of tailored educational programs and career guidance for distinct student cohorts, significantly 
contributing to the educational sector. The study integrates the K-means clustering algorithm with the BP neural network model, 
thereby improving the analysis of survey data. This integration overcomes the limitations inherent in traditional methods that often 
fail to fully utilize questionnaire data. The methodology demonstrates versatility across various analytical domains, including 
corporate client credibility assessment, key user segment identification in electronic products, employee satisfaction measurement, 
and evaluation of primary and secondary students’ academic standing, offering fresh perspectives and methodologies for future survey 
research. 

Nonetheless, the study has certain limitations that can be addressed in future research. First, our sample is predominantly drawn 
from specific colleges or regions, potentially introducing geographical and cultural biases that limit the generalizability of the findings. 
Second, the reliance on survey data may compromise objectivity and accuracy due to respondent subjectivity and memory biases. 
Third, K-means clustering and BP neural network models may not fully capture complex data patterns and uncertainties, possibly 
overlooking subtle but important information. Future research could broaden the sample base to enhance representativeness, diversify 
data collection methods to reduce biases, and utilize more sophisticated analytical techniques such as deep learning and natural 

Table 7 
Classification indicators.  

Model Output Category Category Name 

（1,0,0,0） 1 Diligent Study Type 
（0,1,0,0） 2 Pragmatic Type 
（0,0,1,0） 3 Discerning Type 
（0,0,0,1） 4 Moral Cultivation Type  

Fig. 6. Structure design of classification model based on BP neural network.  

Table 8 
Performance comparison of BP neural network and other classifi-
cation algorithms.  

Classification methods Average accuracy 

BP Neural Network 90% 
XGBoost 65% 
Naive Bayes Classifier 89%  
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language processing. Moreover, fostering interdisciplinary collaborations and promoting the application of student profiling tech-
nologies in educational management, guidance, and career planning could enhance the impact of this research. 
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