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Abstract

Objective: Calibrated horizontal measurements (e.g., mm) from endoscopic procedures could be 

utilized for advancement of evidence-based practice and personalized medicine. However, the size 

of an object in endoscopic images is not readily calibrated and depends on multiple factors, 

including the distance between the endoscope and the target surface. Additionally, acquired 

images may have significant non-linear distortion that would further complicate calibrated 

measurements. This study used a recently developed in-vivo laser-projection fiberoptic 

laryngoscope and proposes a method for calibrated spatial measurements.

Method: A set of circular grids were recorded at multiple working distances. A statistical model 

was trained that would map from pixel length of the object, the working distance, and the spatial 

location of the target object into its mm length.

Result: A detailed analysis of the performance of the proposed method is presented. The analyses 

have shown that the accuracy of the proposed method does not depend on the working distance 
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and length of the target object. The estimated average magnitude of error was 0.27 mm, which is 

three times lower than the existing alternative.

Conclusion: The presented method can achieve sub-millimeter accuracy in horizontal 

measurement.

Significance: Evidence-based practice and personalized medicine could significantly benefit 

from the proposed method. Implications of the findings for other endoscopic procedures are also 

discussed.

Keywords

Horizontal calibrated measurements; Image distortion; Laser calibration; Flexible endoscopy; 
Laser projection endoscope; High-speed videoendoscopy; Instrumental voice assessment

1. Introduction

The ability to perform measurements is an important cornerstone and prerequisite of any 

quantitative research. Measurements allow us to quantify inputs and outputs of a system, and 

then to express their relationships using concise mathematical expressions and models. 

Those models would then enable us to understand how a target system works and to predict 

its output for changes in the system parameters. Conversely, models could be utilized to 

determine the proper parameters of a system for achieving a certain output. Putting these in 

the context of voice science research, variations in the parameters of the phonatory system 

could be attributed to individual differences. Thus, accurate models would enable us to 

account for individual differences during the diagnosis and to make reliable predictions 

about the likely outcome of different treatment options. Analysis of the vocal fold vibration 

using high-speed videoendoscopy (HSV) could be an ideal candidate for constructing 

computational models [1–3]. Such patient-specific models could advance personalized 

medicine in the fields of laryngology and speech-language pathology. Additionally, previous 

works have suggested vibratory characteristics and kinematic measures from laryngeal 

videos can be utilized for direct evaluation of treatment outcome [4,5]. Reduction in post-

treatment lesion size could be another objective measure for direct evaluation of a treatment 

outcome. Realization of such direct evaluation criteria could provide the required scientific 

evidence behind the efficacy of different interventions, and answer a recent call for 

evidence-based practice in the clinical assessment of voice [6,7]. Performing spatially 

calibrated measurements could provide significant benefit for these applications. Accurate 

mapping of laryngeal diseases [8], studying the developmental aspects of vocal folds [9], the 

sex differences in the vocal fold morphology [10,11], and the effects of singing on the 

morphology of the vocal folds [12,13], are just few other examples among many possible 

applications that would significantly benefit from calibrated spatial measurements.

Unfortunately, conventional images cannot be used for calibrated spatial measurements. 

Specifically, multiple factors may act as confounding variables for the length of an object in 

its image. To make a distinction between the actual length of an object and its length on the 

image, they will respectively be called mm length and pixel length for the rest of this paper. 

Everybody has experienced the inverse relationship between the pixel length of an object 
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and its distance from the camera. Furthermore, the imaging system may exhibit specific non-

linear distortions such that the pixel length of an object would depend on its spatial location 

[14]. Due to such factors, we cannot readily measure the mm length of an object from its 

pixel length. However, the existence of some auxiliary information on the images could 

alleviate this. The auxiliary information could come from some properly designed fiducial 

markers that are projected to the field of view (FOV). Laser source emits spatially coherent 

light and therefore can be used for creating fiducial patterns with specific topological 

properties. The created pattern could then be delivered by clipping the laser projection 

component to an endoscope [9,15–19], or by employing a surgical endoscope [20]. It is 

noteworthy that optical coherence tomography is another imaging modality that could 

provide calibrated measurement capabilities [21–23].

Two main approaches of parallel laser markers and multiple laser points have been used for 

creating the laser-fiducial markers in the field of voice [24]. The projection of the parallel 

laser markers is the simplest approach. Two-point laser projection [15,16,25], two-line laser 

projection [26], and multiple line laser projection [9] are some examples of this category. 

The multiple-laser-points projection is more sophisticated and involves the projection of 

many laser points on the FOV [8,20,27,28]. Each method has its own merits. The parallel 

laser projection category benefits from the simplicity of its optical design and subsequent 

measurement methodology. Detection of the laser markers on the image is the only required 

step for measurement in those systems. After that, the distance between the laser markers 

may be used similarly to a scale on a map and calibrated horizontal measurements may be 

achieved using a simple caliper. The main assumption of this method is that all pixels in the 

image have the same mm sizes which could be violated if different objects of the image have 

different distances from the camera, or if different locations of the image have different pixel 

size representations [14]. Violation of this assumption will lead to measurement errors. 

Conversely, multiple-laser projection systems benefit from the presence of laser points in all 

parts of the image. Not only this information helps with vertical measurements [24] and 3D 

reconstruction of the envelope of the FOV [19], but it also means that with a high probability 

some laser points would be near to, or on the target surface. Therefore, the above-discussed 

problems would be resolved. However, systems from this category require more 

sophisticated optical hardware and processing software design. Horizontal measurements 

from these systems depend on a calibration step, where the confounding factors of pixel-to-

mm conversion scale are determined and accounted for.

The main purpose of this paper is to present the method for horizontal calibration and 

subsequent horizontal measurements using a recently-developed multiple-laser point 

transnasal fiberoptic endoscope [20]. The rest of this paper is organized as follows. The 

Materials and Methods section presents details of the algorithm and the recordings used for 

development and evaluation of the proposed method. The Experiments and Results section 

consists of four experiments that evaluate the performance of the algorithm in different 

conditions and scenarios, followed by relevant discussions of the results. The implications of 

the results are put into research and clinical contexts in the Discussion section.
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2. Materials and Methods

Assuming a perpendicular imaging angle, the mm length of an object can be measured 

accurately. Accurate estimation of the mm length of an object from the pixel length of the 

object’s image is the primary goal of calibrated horizontal measurement. Assuming an 

optical system that is symmetrical around its optical axis, the relationship between an object 

and its image can be determined. Let ho denote the mm length of an object and hi denote the 

pixel length of the object’s image. Also, let O be the intersection point between a ray of light 

from the object and the lens of the camera (Figure 1) expressed in the polar coordinates (ρ, 

φ). We would have [29],

ℎi = A1ρcosφ + A2ℎ0 + B1ρ3cosφ + B2ρ2ℎ0(2 + cos2φ) + 3B3 + B4 ρℎo
2cosφ

+ B5ℎo+3 + HOT
(1)

where Aj and Bj are constants, and HOT represents the higher-order terms. Readers 

interested in more detailed analysis of image formation may refer to [29] and its references.

Equation 1 shows a non-linear and complex relationship between pixel and mm lengths. 

Using the thin-lens assumption and small-angle approximation [29] Equation 1 can be 

approximated with a much simpler model known as the Gaussian optics [29]. In this model, 

the ratio of pixel length to mm length is a constant number, which is called the magnification 

factor of the system (m). Equation 2 shows this:

m = ℎi
ℎo

(2)

In the Gaussian optics, magnification factor and the working distance have an inverse 

relationship [29], and therefore the working distance would be a confounding factor for 

calibrated horizontal measurements.

Flexible fiberoptic endoscopes employ wide-angle lenses to maximize their FOV sizes. 

However, wide-angle lenses violate the small-angle approximation of the Gaussian optics. 

This leads to a more complex relationship between pixel and mm lengths. Specifically, this 

deviation introduces significant non-linear distortion into recorded images. Recently, 

Ghasemzadeh et al. [14] studied the distortion of a flexible laryngoscope and showed that 

when the imaging axis is perpendicular to the target surface, the distortion is symmetrical 

around the optical axis, and points with similar distances from the FOV center experience 

similar distortions. Considering this symmetry, Equation 1 may govern the image formation 

in flexible endoscopy. Additionally, that study showed the pixel length of an object 

significantly depends on its spatial location within the FOV [14]. Therefore, the spatial 

location of the target object is another confounding factor for horizontal measurements. 

Circular grids can exploit this symmetry efficiently; thus, the proposed method uses circular 

grids to account for the effect of working distance and the spatial location of the target 

object.

To demonstrate this, a circular grid with the spacing of 0.5 mm was recorded at working 

distances of 2.87 mm and 2.24 mm. Figure 2 shows the recorded images. The circles had a 
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constant distance of 0.5 mm from each other. However, in fig 2–A we see as we go from the 

center toward the periphery the distance between consecutive circles decreases from 30 

pixels to 20 pixels. This clearly demonstrates the dependence of horizontal measurements on 

the spatial location. Comparing fig 2–A and 2–B we see the effect of working distance, 

where the distance between the two smallest circles increases from 30 pixels to 35.5 pixels 

when the working distance decreases from 2.87 mm (fig 2–A) to 2.24 mm (fig 2–B).

2.1. Recording instrumentation and setup

The data acquisition system consisted of a custom-built laser-projection flexible endoscopy 

system [20] attached to a high-speed monochrome Phantom v7.1 camera (Vision Research 

Inc., Wayne, NJ). The laser-projection endoscope was based on the surgical fiberoptic 

endoscope, Fiber Naso Pharyngo Laryngoscope Model FNL-15RP3 (PENTAX Medical, 

Montvale, NJ). The surgical channel of the endoscope was used for housing of the optical 

components of the laser projection system and delivering the laser pattern on the FOV. A 

diffraction-based design was used to create a 7×7 grid pattern from a 520 nm green-laser 

beam [20].

The proposed calibration and subsequent horizontal measurement methods were developed 

and then evaluated based on different sets of benchtop recordings. The employed setup 

consisted of an adjustable arm for precise tuning of the distance between the distal tip of the 

endoscope and the target surface (i.e., working distance) [14, 24]. A digital height gauge 

with an accuracy of 0.001″ (0.025 mm) was used for measurement of the working distance. 

All recordings were carried out at a spatial resolution of 288×280 pixels and speed of 100 

frames per second. Considering that images were taken from static surfaces, this frame rate 

was irrelevant, where 100 fps was an adequate rate for our purpose [14].

2.2. Datasets

This study used four different sets of recordings. Set 1 contained 65 recordings from circular 

grids (Figure 2) at different working distances. This set was used for training and testing of 

the model converting a pixel length to its mm length. The working distance was gradually 

increased from 2 mm to 32 mm. This range covers the working distances applicable to 

laryngeal flexible endoscopy. At each working distance, a recording was done. This process 

was repeated three times to reduce measurement error. For each recording, the grid was 

adjusted subjectively inside the FOV such that the largest visible circle had a uniform 

distance from the border of the FOV. Considering the limited spatial resolution, grids 

became significantly blurry after a certain working distance. Hence, three different circular 

grids with the spacing of 0.5 mm, 1 mm, and 2 mm were used for working distances in the 

range of [2, 10], [10, 20], [20, 32] mm. The presence of the laser points was saturating some 

of the black pixels belonging to the grids. This could affect accurate detection of the grid. 

Also, the laser points were not necessary for the purpose of this set; therefore, the laser 

source was turned off during these recordings.

The proposed method requires an accurate estimation of the distance between the tip of the 

endoscope and the target surface (i.e., the working distance). Previously, it was shown that a 

statistical model can be trained to decode the working distance from locations of the laser 
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points [24]. Set 2 had 72 recordings and was used for the training of the model that estimates 

the working distance. For this set, the laser source was turned on, and the light source was 

turned off and recordings were done from a white paper. The working distance was 

gradually increased from 2 mm to 35 mm and at each working distance, a recording was 

done. The recording process was repeated four times to reduce measurement error.

The proposed method relies on an accurate estimation of a central angle (i.e., an angle that 

has its apex on the center of a circle). However, flexible endoscopy images exhibit 

significant nonlinear distortions [14]. Set 3 was recorded to investigate possible effects of 

the introduced nonlinear distortion on central angle measurements. This set was based on a 

custom-designed grid. A circular grid was divided into 24 equal sectors, which created 24 

central angles in 15° increments (Figure 3–A). The grid was recorded at four working 

distances of 6.16 mm, 13.20 mm, 19.54 mm, and 26.44 mm. At each recording distance, the 

grid was adjusted subjectively inside the FOV such that the largest visible circle had a 

uniform distance from the border of the FOV. This process insured that the center of the grid 

was at the center of the FOV. This characteristic governs that estimated angles from the 

image are central angles. The laser source was turned off during these recordings.

Set 4 was recorded for evaluating the accuracy of the proposed method. Line segments with 

known mm lengths were recorded at fifteen arbitrary locations in the FOV with arbitrary 

rotations. To provide a comprehensive evaluation, a wide range of lengths and working 

distances were used. Specifically, 5 mm, 10 mm, 15 mm, and 20 mm line segments were 

recorded at a working distance of 20.18 mm. These recordings were used to investigate the 

possible effect of object length on the accuracy of the method. Additionally, a 5 mm line 

segment was recorded at working distances of 5.12 mm, 9.98 mm, 14.98 mm, and 20.18 

mm, which covers the common range of administration of fiberoptic laryngeal endoscopy. 

These recordings were used to investigate the possible effect of working distance on the 

accuracy of the method. The laser source was turned on during these recordings. Figure 3(C) 

presents an example from Set 4.

Table 1 presents a summary of each data set.

2.3. Segmentation and preprocessing

Accurate detection of circular grids is a prerequisite of the proposed calibration method. An 

automatic two-stage method was developed for the segmentation of the circles from Set 1. 

To take advantage of the full 72-dB dynamic range of the camera, recordings were imported 

into MATLAB (MathWorks, Natick, MA) directly in the native 12-bit format from the 

proprietary Vision-Research .cine (Vision Research Inc., Wayne, NJ, USA) files without any 

conversion or compression. To reduce the noise of images, frames of the recordings were 

averaged over time and then a Gaussian filter with a size of 2 pixels was applied. The Center 

and radius of the FOV were estimated using the method described in [24]. A strip parallel to 

the x-axis centered at the center of the FOV with a width of 9 pixels was selected. The strip 

was averaged over the rows, and then locations of its local minima were detected. Detected 

locations were paired based on their distances from the center of the FOV. The average of 

each pair was used as the coarse estimation of the x-coordinate of centers of circles. Half of 

the difference between each pair was used as the row-wise estimation of radii of circles. This 
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process was repeated for a strip parallel to the y-axis averaged over the columns. The 

average of each pair was used as the coarse estimation of the y-coordinate of centers of 

circles. Half of the difference between each pair was used as the column-wise estimation of 

radii of circles. The final coarse estimation of the radius of each circle was computed as the 

average of its row- and column-wise radii. A grid search over all combinations of the three 

estimated parameters ±1 pixel with the resolution of 0.25 pixels was used for fine-tuning of 

the estimated parameters. Specifically, for each case, the target parameters were used to 

create a ring mask with a width of 1 pixel. The mask was then applied to the gradient of the 

image, and the summation of the results was used as the cost function. The set of parameters 

that minimized the cost function was selected as the final estimation of the center and radius 

of each circle. Figure 4 shows the process, with the results on an example image.

The segmentation of the laser points for Set 2 was based on the method described in [24]. 

Target objects in Set 3 were 24 radial lines, which were detected using the Hough transform 

[30]. Figure 3–B shows the grid after segmentation. The actual horizontal measurements on 

laryngeal images will rely on the manual segmentation of the target object. To better reflect 

this, a graphical user interface was developed for manual segmentation of line segments 

from Set 4.

2.4. Horizontal calibration method

Working distance and spatial location of the target object are the main confounding factors 

of horizontal measurements. Circular grids provide an effective way for the spatial sampling 

of the location inside the FOV. This information can be utilized for determining the 

dependence of horizontal measurements on the spatial location. Additionally, the grids can 

be recorded at multiple working distances. This information may be utilized for determining 

the dependence of horizontal measurements on the working distance. To that end, all circles 

from Set 1 were segmented. Obviously, depending on the working distance different 

numbers of circles will fall inside the FOV, and hence will be recorded. The segmentation 

process of all 65 recordings resulted in 612 different data points. Let w, rp(w), and rmm(w) 

denote the working distance, pixel radius, and mm radius of a circle, respectively, recorded 

at w mm. Then, a statistical model can be trained using w and rp as the predictor variables 

and rmm as the outcome variable. Let ℱM, N, denote a polynomial model in two variables, w 

and rp, with maximum degrees of M and N, respectively. Equations 3,4 show the model, 

where al,k are some constants determined during the training process:

rmm = ℱM, N w, rp (3)

ℱM, N w, rp = ∑
k = 1

M
∑
l = 1

N
al, k ⋅ wk ⋅ rpl (4)

To select the best model, polynomial models with different degrees were evaluated using 10-

fold cross-validation. The cost function was defined as the mean absolute error (MAE) over 

all testing samples from all 10 folds. The ℱ5, 5 resulted in the MAE of 0.025 mm, which was 
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the lowest value. This model will be referred to as the non-uniform model in the rest of this 

paper. Figure 5–A presents the trained non-uniform model.

To highlight the effect of spatial location on horizontal measurements, a second model was 

trained where all pixels in the FOV had similar pixel sizes. This scenario mimics horizontal 

measurement from a parallel-laser projection system. Let, Rp(w) and Rmm(w) denote the 

pixel radius and mm radius of the largest circle visible in the FOV recorded at the working 

distance of w mm. The uniform pixel size γ(w) is defined as

γ(w) = Rmm(w)
Rp(w) . (5)

The uniform pixel size was computed for all recordings in Set 1. Then, a statistical model 

was trained using the working distance as the predictor variable and γ as the outcome 

variable. Investigating the relationship between working distance and γ revealed a linear 

model. This model is shown in Figure 5–B and it will be referred to as the uniform model in 

the rest of this paper.

2.5. Horizontal measurement method

The application of the uniform model is simple and quite similar to the estimation of a 

distance on a printed map. The pixel size (γ) allows the conversion from pixel length into 

mm length. Considering the dependence of γ on the working distance, the following steps 

were followed for horizontal measurements using the uniform model. The working distance 

was estimated from the positions of the laser points [24]; then the appropriate value of the 

pixel size was computed from the uniform model. The pixel length of the target object was 

measured on the image; then the pixel length was multiplied with the multiplicative factor of 

pixel size to estimate its mm length.

The application of the non-uniform model is more involved, and it is described under two 

categories of radial and general measurements. A radial measurement is defined as the 

length of an object that has one of its ends on the FOV center. The non-uniform model was 

trained using circles centered at the FOV center. Therefore, the model can estimate the mm 

radius of a circle centered at the FOV center, which would be equivalent to a radial 

measurement. Thus, the following steps were followed for horizontal radial measurements 

using the non-uniform model. The working distance was estimated from the positions of the 

laser points [24]. Then, the pixel length of the target radial object was measured on the 

image. The values of working distance and pixel length were fed into the trained non-

uniform model (eq. 3), and the mm length of the object was estimated.

A general measurement needs to be expressed in terms of radial measurements before the 

application of the non-uniform model. Figure 6 shows this process. The main goal is to 

determine the length of the line segment AB in mm. We can construct the triangle AOB on 

the image, where O is the FOV center. Referring to Figure 6, OA and OB each has one of 

their ends at the FOV center, and hence they constitute radial measurements, and their mm 

lengths can be computed using the non-uniform model. At the same time, we can measure 
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the angle α from the image. Let A yA
xA and B yB

xB be on the image then, we can determine the 

angle between OA and the positive x-axis (θA) as follows,

θA = tan−1 yA
xA

(6)

where tan−1 denotes the four-quadrant inverse tangent function. The angle between OB and 

the positive x-axis (θB) can also be measured, similarly. Finally, the angle α can be 

computed as,

α = θA − θB (7)

Now, we can apply the law of cosines for determining the mm length of the line segment 

AB:

AB2 = OB2 + OA2 − 2 ⋅ OA ⋅ OB ⋅ cos(α) (8)

2.6. Estimation of the working distance

Referring to Equations 3 and 5, we see that accurate estimation of the working distance is a 

prerequisite of both uniform and non-uniform methods. The method for estimating the 

working distance has been presented in [24]. The method is described very shortly here, 

followed by an improvement over the previous approach. The position of a laser point is a 

function of the working distance, once the effect of rotation and displacement of the FOV 

are compensated for [24]. Therefore, we may train a statistical model that could decode the 

working distance from the position of a laser point. In [24], this was achieved by converting 

the position of the laser point from the Cartesian coordinate system into the polar coordinate 

system. Then, the radius component (r) of the position of the laser point was used for the 

training of the model. Equations 9, 10 show the model (G), where rij is the radius computed 

from the laser point i at the working distance wj, and βi1, βi2, βi3, βi4 are some constants 

determined during the training process:

wj = G rij (9)

G rij = βi1eβi2rij + βi3eβi4rij (10)

The original model also assumed that the data were mapped into a standard template by 

applying a chain of rotation, translation, and scaling operations on the recorded images. 

Flexible endoscopes have a fiducial marker (see, e.g., protrusion on right side of circle in 

Figures 4 and 6) that helps with the orientation of the recorded images. The rotation 

operation was parametrized in terms of the angle between the positive x-axis and the line 

connecting the fiducial marker to the FOV center. The rotation operation brings this angle to 

a fixed and standard value across all recordings [24]. This value will be further termed 

standard angle. In essence, the standard angle it is the angle between the fiducial marker and 
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the x-axis of the image after undergoing the rotation operation. For example, the standard 

angle of Figure 6 is zero degrees. First, we show that the performance of the original method 

depends on the value of this angle; then we propose an improved version to alleviate this 

problem.

Ten-fold cross-validation over Set 2 was used to evaluate the effect of different standard 

angles on the accuracy of estimation of the working distance. To that end, the standard angle 

of the method proposed in [24] was varied between 0° and 180° in 5° increments, and then 

the segmented laser points from the training set were used to create the model. It has been 

shown that laser points from the top row (Figure 7–A) degrade the accuracy of 

measurements [24]; therefore laser points from the top row were discarded for this analysis. 

The trained model was then applied to the testing set, and measurement errors from the 

remaining 42 laser points were computed. MAE over all 10 folds is shown in Figure 7–B.

Investigation of Figure 7–B shows that the accuracy of the original method highly depends 

on the choice of the standard angle. Principal component analysis (PCA) is a mapping that is 

robust to linear transformations of the data points, including their rotation. Consequently, we 

propose a slight improvement over the original method. Let pij yij
xij be the cartesian 

coordinates of the laser point i (1≤i≤49) at the working distance wj. We can store pij for a 

specific value of i and all values of j (1≤j≤n) into a 2×n data matrix Pi, where n is the 

number of working distances in the dataset. Let μix and μiy denote the average values of Pi 

over the first and the second row, respectively. Now, we can center the data and construct the 

matrix Qi. Equations 11–13 show these definitions. 1n is a column vector containing 1 in all 

of its n rows.

μix = ∑j = 1
n xij

n
(11)

μiy = ∑j = 1
n yij

n
(12)

Qi = Pi −
μix
μiy

⋅ 1n
T

(13)

Now the direction capturing most of the variance of the data (ui) can be computed as,

ui = arg max
u = 1

uT ⋅ QiQi
T ⋅ u (14)

The first principal component (vi) would be the projection of the data points on the direction 

ui and is computed as,

vi = uiT ⋅ Qi (15)
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Now, the first principal component may be used to train the vertical calibration model. Let 

vij denotes the j component of the vector vi (i.e. projection of the point pij in direction ui). 

Equations 16–17 are repeated for each laser point i.

wj = Gi vij (16)

Gi vij = βi1eβi2vij + βi3eβi4vij (17)

Ten-fold cross-validation over Set 2 was used to evaluate the effect of different standard 

angles on the accuracy of the improved model. The standard angle was varied between 0° 

and 180° in 5° increments and for each value. The training set was used to estimate μix, μiy, 

ui, and parameters of the model (βi1, βi2, βi3, βi4). The trained model was then applied to the 

testing set and measurement errors were computed. Figure 7–B shows the computed MAE 

of the proposed method over all 10 folds. This figure shows the robustness of the improved 

method to variations in standard angle. Experiment 1 in the next section presents the 

performance of the proposed improved method in more detail.

3. Experiments and results

3.1. Experiment 1

This experiment was based on Set 2. The accuracy of the improved vertical measurement 

model (eq. 16–17) was compared with the original method [24] using 10-fold cross-

validation. The original method used the value of 30° for the standard angle. At this angle, 

the grid becomes a square that is parallel to the x-y axis, which facilitates the labeling of the 

laser points. The same standard angle was also used for the proposed improved version. 

Recordings from Set 2 were split into training and testing sets. Both models were trained 

using the training set. The trained models were then applied to the testing set and 

measurement errors were computed. First, the effect of different laser points on the error was 

investigated. MAE was computed for each laser point averaged over all working distances. 

Figure 8–A shows the result. Based on this figure we see different laser points exhibit 

different performances in the original method, where the top-row laser points (refer to 

Figure 7–A) produce inferior results. Conversely, all laser points exhibit comparable 

performances in the improved PCA method. A second analysis was conducted to test the 

effect of working distance on the accuracy of both methods. For this analysis, the magnitude 

(i.e., absolute value) of error from laser points at different working distances were computed. 

Additionally, laser points from the top row were discarded from the original method and 

only the remaining 42 laser points were used. However, all 49 laser points were used for the 

analysis of the improved PCA method. Figure 8–B shows the results. The lines represent the 

linear model fitted on the individual data points. We can use the slope of regression lines to 

compare the dependence of the magnitude of error of different methods on the working 

distance. Slopes of original and PCA methods were 0.008 mm/mm and 0.001 mm/mm, 

respectively. Therefore, we may conclude that the performance of the improved PCA 

method is less dependent on the working distance.
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3.2. Experiment 2

This experiment was based on Set 1. The accuracy of the uniform model for radial 

measurement was evaluated using 10-fold cross-validation. To that end, Set 1 recordings 

were split into training and testing sets. The uniform model was trained using the largest 

enclosed circles of the training set. The trained uniform model was then evaluated for 

estimating mm radii of all circles from the testing set, in addition to smaller circles (those 

that were not used during the training process) of the training set. Figure 9 presents scatter 

plots of the magnitude of errors over all 10 folds relative to the radial length of the target 

circle and the working distance.

Investigating scatter plots of Figure 9 reveals that the measurement error of the uniform 

model depends on the working distance and the length of the target object. However, the 

relationship seems to be non-linear. Additionally, our analysis showed that neither of the 

variables had a normal distribution. Therefore, both parametric and non-parametric tests 

were used to quantify the effect of working distance and length of the object on the 

magnitude of the error. Table 2 reports values of Pearson’s r, Kendall’s τ, and Spearman’s ρ. 

Based on Table 2, we see a moderate positive correlation between the magnitude of error 

and length of the target object and a strong positive correlation between the magnitude of the 

error and the working distance.

The non-uniform model was trained using the training set, and then its performance for 

estimating the mm radii of circles was evaluated using the testing set. Figure 10 presents 

scatter plots of the magnitude of errors over all 10 folds relative to the radial length of the 

target circle and the working distance.

Table 3 quantifies the effect of radial length of the object and working distance on the 

magnitude of error from the non-uniform model. Based on Table 3, we see the magnitude of 

error has very week associations with the working distance and length of the target object.

Comparing results of tables 2 and 3 highlights a primary advantage of the non-uniform 

method over its uniform counterpart. Specifically, the non-uniform method has a stable and 

relatively constant error for a wide range of working distances and target lengths. 

Additionally, comparing Figures 9 and 10, we see the non-linear method reduces 

measurement error significantly. To better quantify this, the range of working distance was 

divided into separate intervals. Average and standard deviation of error, and magnitude (i.e. 

absolute value) of the error for both, uniform and non-uniform methods, were calculated in 

each interval. Table 4 presents the results. Based on this table we see another advantage of 

the non-uniform approach. The average value of error in the non-uniform method is almost 

zero; therefore, measurement error using the non-uniform approach has a random nature. 

Thus, multiple radial measurements can reduce the error significantly. Conversely, the 

average error in the uniform approach is not zero, indicating the systematic nature of the 

error. Finally, based on Table 4 the error of the uniform method is on average 395-times 

higher than the non-uniform approach. This result confirms a recent finding suggesting the 

presence of significant errors in horizontal measurements if nonlinear distortion of fiberoptic 

endoscopy is not compensated [14].
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3.3. Experiment 3

This experiment was based on Set 3. Equation 8 is at the core of general calibrated 

measurements using the non-uniform model and relies on the angle α. Experiment 3 was 

conducted to investigate the accuracy of the estimation of α from an image. This experiment 

is especially important, given the presence of non-linear distortion in flexible endoscopy 

[14]. Angle differences between adjacent lines from Set 3 (Figure 3) were estimated, and 

then they were subtracted from their true value (i.e. 15°). Figure 11 presents boxplots of this 

error for different working distances. Running a one-way analysis of variance (ANOVA) did 

not indicate any significant effect of working distance. Therefore, all measurement errors 

were combined into a single group. The overall angle estimation error had the value of 

−0.03° ± 0.6° (average±std). Consequently, central angles can accurately be estimated from 

acquired images. This result may seem contradictory with a previous finding, suggesting 

significant errors in the estimation of angles from flexible endoscopes [31], and hence 

requires further explanation. The proposed method relies on central angles; however, the 

work of [31] was based on a general angle. Considering the radial nature of the non-linear 

distortion, lines passing through the center do not experience bending and curving. 

Therefore, the central angles can be measured very accurately.

3.4. Experiment 4

This experiment was based on Set 4. Specifically, Set 4 was used to compare the accuracy of 

uniform and non-uniform models for general horizontal measurements. Both models were 

trained with all data points from Set 1. Additionally, Set 4 was recorded in the presence of 

laser points. Therefore, the required working distance was estimated using the improved 

PCA method (Equations 16–17).

To investigate the effect of working distance on general horizontal measurement in the 

uniform model, measurement errors from a 5 mm line segment recorded at working 

distances of 5.12 mm, 9.98 mm, 14.98 mm, 20.18 mm were computed. One-way ANOVA 

with a trimming level of 0.2 and 1000 bootstrap samples [32] was non-significant (p=0.61). 

Figure 12–A presents boxplot of errors for different working distances. To investigate the 

effect of length of the target object on general horizontal measurement in the uniform model, 

measurement errors from 5 mm, 10 mm, 15 mm, 20 mm line segments recorded at the 

working distance of 20.18 mm were computed. One-way ANOVA with a trimming level of 

0.2 and 1000 bootstrap samples [32] was non-significant (p=0.22). Figure 12–B presents 

boxplot of errors for target objects with different lengths. Considering these non-significant 

results, all measurement errors were combined into a single group. The overall measurement 

error was −0.8±0.69 mm, and the magnitude of error was 0.86±0.6 mm for the uniform 

method.

A similar approach was followed for the non-uniform method. Figure 13 presents boxplot of 

errors for this analysis. The effects of working distance (p=0.64) and length of the target 

object (p=0.43) were non-significant. Considering these non-significant results, all 

measurement errors were combined into a single group. The overall measurement error for 

the non-uniform method was −0.2±0.29 mm, and the magnitude of error was 0.27±0.24 mm.
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Comparing boxplots and average errors of both methods indicate that errors from the 

uniform approach on average is three times higher than the non-uniform method. These 

results demonstrate the advantage of the proposed non-uniform approach. Investigation of 

boxplots of Figure 12 may indicate a general trend for errors of the uniform method. 

Specifically, the measurement error seems to increase with the working distance and length 

of the target object. In experiment 2 we saw a strong and positive correlation between 

uniform method error and these two parameters, which confirms this subjective observation. 

However, the objective analysis of ANOVA failed to detect a significant trend. Experiment 2 

relied on the detection of circular shapes. This specific geometry enabled us to achieve sub-

pixel resolution on measuring the length of target objects (i.e. radii of circles). However, 

experiment 4 was based on the detection of lines, which has the resolution of a pixel. 

Investigation of the performance of the non-uniform method also supports this. Specifically, 

the non-uniform method showed very week correlations in experiment 2 (Table 3). 

Therefore, we may expect to see a negligible trend for experiment 4, which subjective 

observation of Figure 13 confirms.

4. Discussion

The phonatory mechanism of the larynx is the primary voice production system in humans. 

It can be modeled as a dynamic system that takes air stream as the input and produces an 

acoustic signal in the output. The parameters of this dynamic system (e.g. vocal fold length, 

glottal configuration, stiffness, etc.) determine the relationship between its input and output. 

If we could measure and determine the input, the output, and the parameters of the system 

on calibrated scales, we would be able to express and model this dynamic system using 

mathematical equations. The method for measuring the input and output of this system, in 

particular for clinical voice assessment, has a long history [33]. The calibrated measurement 

of parameters of the phonatory system would help in achieving a more comprehensive 

physical model of voice production. This paper presented a method that can measure spatial 

parameters of the phonatory mechanism on a calibrated scale (i.e. mm). It is expected that 

prospective horizontal measurements would improve our understanding from the function of 

normal and disordered phonatory mechanisms. Additionally, it could enable us to derive 

computational models tuned to each patient and hence make reliable predictions about the 

likely outcome of different treatment options. This computational approach would advance 

precision and personalized medicine in the fields of laryngology and speech-language 

pathology. Calibrated horizontal measurements could also allow us to make direct evaluation 

of therapy efficacy (e.g. post-therapy reduction in the lesion size). The results of such 

prospective studies would advance evidence-based practice in the field of voice. Last but not 

least, calibrated measurements would allow us to better understand the sex differences and 

variations in the kinematics and morphology of the vocal folds [10,11] as well the effect of 

singing [12,13].

This paper provided the method for horizontal calibration and measurements from a laser-

projection transnasal fiberoptic HSV system, followed by a detailed analysis of its 

performance in different conditions and scenarios. Flexible endoscopy images have 

significant non-linear distortions, which leads to the dependence of the pixel length of an 

object on its spatial location [14]. A previous study established the radial symmetry of this 
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distortion [14]; hence, the proposed calibration protocol was based on circular grids. It is 

noteworthy that the radial nature of the distortion of flexible endoscope is also supported by 

the fact that the shape of circular grids is retained in the acquired images (refer to section 

2.3). The proposed non-uniform method has the potency of capturing and quantifying the 

effects of both working distance and spatial location simultaneously. To demonstrate the 

efficacy of the proposed method, its performance was contrasted with a uniform approach, 

which assumed the independence of the pixel size of an image from its spatial location. Such 

uniform model is the basis of most existing methods for horizontal measurements, including 

all parallel laser projection systems [24].

The conducted experiments revealed several significant advantages for the non-uniform 

approach over its alternative uniform counterpart. Specifically, analysis of Figures 9 and 10 

showed that the accuracy of radial measurements (experiment 2) using the non-uniform 

method was less dependent on the length of the target object and the working distance. For 

example, based on Table 4 we see the average magnitude of error in the non-uniform case 

does not change significantly when working distance increases from 5 mm to 30 mm. 

However, the average magnitude of error in the uniform case shows an increase of 600%. 

The average±std magnitude of error in uniform approach over the range of tested working 

distance was 0.68±0.45 mm. The average±std magnitude of error in the non-uniform 

approach over a similar range of working distance was 0.03±0.03 mm which further 

highlights the advantage of the proposed non-uniform method.

Evaluation of both methods in general measurement scenario (experiment 4) showed trends 

similar to radial measurements. Specifically, Figure 12 indicates that the accuracy of the 

uniform approach degrades with an increase in the length of the target object, whereas 

Figure 13 does not show any trends for the non-uniform approach. When the length of the 

target object increases, it spans a wider spatial location in the FOV. Considering that non-

linear distortion of flexible endoscopy is spatially-dependent [14], this may translate into a 

larger distortion of the final image. Therefore, we may expect to see a length-dependent 

error for the uniform approach. It is noteworthy that this dependence did not reach the 

significance level, which could be attributed to the small sample size and low spatial 

resolution of images. Average±std magnitude of errors in the general measurement scenario 

resulted in 0.27±0.24 mm for non-uniform and 0.86±0.6 mm for uniform method, which is 

318% higher than the non-uniform method.

Flexible endoscopes often get very close to the target object and in that sense, their typical 

working distance is very short. To compensate for this short working distance, flexible 

endoscopes rely on wide-angle lenses. Wide-angle lenses can significantly increase the size 

of the FOV at the expense of significant non-linear distortion in the acquired images. The 

above-mentioned 318% reduction in the error demonstrates the effectiveness of the proposed 

method for handling and compensating the introduced non-linear distortion of flexible 

endoscopy. Considering that other endoscopic procedures (e.g. colonoscopy, 

gastroendoscopy, etc.) also rely on flexible endoscopes, and the importance of calibrated 

measurements for medicine in general, the significance of the proposed method seems to go 

beyond laryngology and could easily be applied to other endoscopic procedures.
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5. Conclusions

This work was motivated by the importance of performing calibrated (i.e. mm) spatial 

measurements of the vocal folds and the surrounding laryngeal structures during phonation. 

Such measurements would improve our understanding of the normal and disordered 

phonatory mechanisms and enable us to derive more accurate computational models. It is 

expected that evidence-based practice and precision medicine would benefit significantly 

from this line of research. Unfortunately, the size of a target object in laryngeal images may 

depend on confounding factors, which prevents calibrated spatial measurements. This study 

investigated the effects of two confounding factors, namely the working distance and the 

spatial location of the target object. To that end, a set of circular grids were recorded at 

multiple working distances. These grids provided an efficient way of quantifying the effect 

of both factors. The information from these recordings was then used to train a statistical 

model that would take the spatial location and the working distance of the target object as 

the input, and estimate the calibrated length of the target object as the output. A laser 

projection fiberoptic endoscope was used to estimate the working distance from the 

positions of the laser points. The performance of the proposed method was investigated in 

different scenarios. The method was also compared with a uniform model approach, where 

the effect of spatial location is not considered. The overall measurement error from the 

proposed method was −0.2±0.29 mm, and the magnitude of error was 0.27±0.24 mm. These 

errors were more than three times lower than the uniform model approach.
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Figure 1. 
Relationship between the length of an object (ho) and its image (hi) in an axially 

symmetrical optical
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Figure 2. 
Effects of working distance and spatial location on horizontal measurements: (A) working 

distance of 2.87 mm, (B) working distance of 2.24 mm.
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Figure 3. 
The data for evaluation of central angle measurement: (A) the custom-designed grid, (B) 
segmented radial lines, (C) an example of a line segment with the projected laser points.
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Figure 4. 
Segmentation of a circular grid: (A) strips parallel to axes with their respective summations 

(the red × marks denote the detected local minima), (B) final segmented circles after the 

fine-tuning stage.
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Figure 5. 
Models for horizontal measurements: (A) non-uniform model and (B) uniform model.
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Figure 6. 
Expressing a general measurement in terms of radial measurements.
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Figure 7. 
(A) indexing of the laser points, (B) mean absolute error (MAE) of original and the proposed 

PCA method for different values of standard angle.
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Figure 8. 
Performance of estimating the working distance: (A) measurement accuracy of different 

laser points, (B) effect of working distance.
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Figure 9. 
Performance of uniform model for radial measurements: (A) effect of object length, (B) 
effect of working distance.
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Figure 10. 
Performance of non-uniform model for radial measurements: (A) effect of object length, (B) 
effect of working distance.
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Figure 11. 
Boxplot of angle estimation error computed from set3.
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Figure 12. 
Performance of uniform model for general measurements: (A) effect of working distance, 

(B) effect of object length.
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Figure 13. 
Performance of non-uniform model for general measurements: (A) effect of working 

distance, (B) effect of object length.
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Table 1.

Summary of the datasets used in this study.

Dataset Data number Purpose Recording specs

Set 1 65 Training the model for conversion from pixel into mm Circular grids

No laser light

Set 2 72 Training the model for estimation of the working distance White paper

With laser light

Set 3 4 Checking validity of central angle measurement from endoscopic images 15° sectors

No laser light

Set 4 105 Evaluating accuracy of horizontal measurements Line segments

With laser light
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Table 2.

Correlation coefficients of uniform model for radial measurement error. The symbol ε denotes a p<0.0001.

Pearson’s Kendall’s Spearman’s

Parameter r p τ p ρ p

Radial length 0.59 ε 0.56 ε 0.69 ε

Working distance 0.76 ε 0.57 ε 0.74 ε
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Table 3.

Correlation coefficients of non-uniform model for radial measurement error. The symbol ε denotes a 

p<0.0001.

Pearson Kendall Spearman

Parameter r p τ p ρ p

Radial length 0.16 ε 0.12 ε 0.17 ε

Working distance −0.14 ε −0.08 0.003 −0.13 0.001
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Table 4.

Accuracy of radial measurements from uniform and non-uniform models in different ranges of working 

distance.

Working distance 
interval (mm)

Non-uniform Uniform

Error Magnitude of error Error Magnitude of error

mean (mm) std (mm) mean (mm) std (mm) mean (mm) std (mm) mean (mm) std (mm)

(0, 5) 0.003 0.039 0.029 0.026 −0.192 0.077 0.192 0.075

[5, 10) −0.012 0.049 0.04 0.031 −0.351 0.151 0.352 0.15

[10, 15) 0.02 0.028 0.025 0.024 −0.489 0.217 0.492 0.21

[15, 20) −0.005 0.02 0.015 0.015 −0.692 0.303 0.693 0.299

[20, 25) 0.001 0.031 0.022 0.022 −0.955 0.352 0.956 0.347

[25, 30) −0.001 0.039 0.029 0.026 −1.159 0.476 1.162 0.47
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