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A B S T R A C T

Motor imagery (MI)-based brain-computer interfaces (BCIs) using electroencephalography (EEG) 
have found practical applications in external device control. However, the non-stationary nature 
of EEG signals remains to obstruct BCI performance across multiple sessions, even for the same 
user. In this study, we aim to address the impact of non-stationarity, also known as inter-session 
variability, on multi-session MI classification performance by introducing a novel approach, the 
relevant session-transfer (RST) method. Leveraging the cosine similarity as a benchmark, the RST 
method transfers relevant EEG data from the previous session to the current one. The effective
ness of the proposed RST method was investigated through performance comparisons with the 
self-calibrating method, which uses only the data from the current session, and the whole-session 
transfer method, which utilizes data from all prior sessions. We validated the effectiveness of 
these methods using two datasets: a large MI public dataset (Shu Dataset) and our own dataset of 
gait-related MI, which includes both healthy participants and individuals with spinal cord in
juries. Our experimental results revealed that the proposed RST method leads to a 2.29 % 
improvement (p < 0.001) in the Shu Dataset and up to a 6.37 % improvement in our dataset when 
compared to the self-calibrating method. Moreover, our method surpassed the performance of the 
recent highest-performing method that utilized the Shu Dataset, providing further support for the 
efficacy of the RST method in improving multi-session MI classification performance. Conse
quently, our findings confirm that the proposed RST method can improve classification perfor
mance across multiple sessions in practical MI-BCIs.
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1. Introduction

Motor imagery (MI)-based brain-computer interfaces (BCIs) have emerged as a promising bridge between brain activity and 
external devices [1,2]. The MI paradigm involves imaging movement without physical execution, which leads to activations in the 
motor areas of the brain analogous to actual movement [3]. Because there are no gaze restrictions, MI-BCIs have been developed to 
provide practical interfaces for healthy individuals and those with physical impairments, allowing users to control devices by 
expressing their intentions related to movement. While various modalities have been employed to develop MI-BCIs, electroenceph
alography (EEG) was widely used due to its non-invasive, portable, and cost-effective attributes. Representative EEG-based MI-BCI 
applications include drone control [4], wheelchair navigation [5], and robotic exoskeleton control [6,7].

However, there remains a limitation that can adversely affect performance due to the non-stationarity of EEG signals [8]. Factors 
like intra-subject variability (often caused by changes in the users’ state) and instrumental artifacts (resulting from electrode position 
changes or impedance variations) [8,9] contribute to significant variability in EEG data distribution between sessions of different days 
or times of the day (i.e. inter-session variability), where sessions refer to each distinct EEG acquisition process. Even for the same user, 
these session-specific variations can affect the performance of classifiers. Since they are trained on a given session’s data, a different 
session with shifted data distributions can make the initially trained model suboptimal, which adversely affects classifier performance 
across sessions [10]. Therefore, a calibration process of training the classifier for each new session is required to ensure optimal 
performance [8].

To address this limitation, research was conducted with EEG processing algorithms to extract features and apply machine learning 
techniques. The most widely used feature extraction method is the common spatial pattern (CSP), a spatial filter that maximizes the 
variance between two classes in EEG signals. Various machine learning models have been employed with these CSP features to 
overcome inter-session variability. However, these traditional machine learning techniques are limited to their general lack of per
formance [11]. Over the past 2–3 years, advancements in computing power, driven by the development of graphics processing units 
(GPUs), have increased interest in deep learning [12,13]. Unlike traditional methods that require manual feature extraction, deep 
learning can extract complex features from EEG data without prior feature assumptions [14]. Therefore, deep learning-based domain 
adaptation techniques have emerged to tackle non-stationary EEG data by calibrating the distribution. These methods leverage an
notated EEG data from previous sessions (i.e., source domain) to enhance deep learning model performance on unlabeled EEG data 
from new sessions (i.e., target domain) [15]. However, domain adaptation can be limited by their reliance on domain information, 
which leads to obscure decision boundaries, and their insufficient handling of relationships and dependencies among samples can 
restrict their effectiveness in capturing overall data variability [16]. Another method that is typically used to overcome 
non-stationarity is the instance transfer technique. Contrary to the domain adaptation, this method assigns weights or filter samples of 
the source domain according to defined criteria [17]. Therefore, the advantage of the instance transfer method is that it does not alter 
the inherent features or attributes of the EEG signals [18].

In this context, instance transfer techniques have been used to incorporate labeled trials from previous datasets to boost the 
informative trials in the target dataset [19]. However, directly transferring source data without selection carries the risk of negative 
transfer [20]. An instance selection approach based on active learning has been developed to overcome this issue, which selects data 
similar to the target subject’s training data [21–23].

Furthermore, cosine similarity, a metric capable of computing both the magnitude and orientation of EEG features, has been 
applied in BCI applications to measure similarity [24]. While previous studies that have utilized cosine similarity have shown 
improvement in inter-subject transfer, there has been limited investigation into its application across multiple sessions. Addressing 
these variations is crucial for improving MI-BCI systems, as it directly impacts the consistency and reliability of performance over time 
[25].

In order to tackle this issue, we propose a cosine similarity-based session-transfer method to negate negative transfer and improve 
multiple-session MI classification. We utilize a CNN-based model to extract features from raw EEG data. Then, the cosine similarity 
function was employed to compute the similarity between the features of previous sessions’ data with the current session. Previous 
data with a similarity coefficient above an empirically chosen threshold are selected as relevant data and transferred to improve multi- 
session classification performance.

Hence, the contributions in this paper can be summarized as follows: 1) We introduce a relevant session-transfer method based on 
cosine similarity to improve classification performance by selecting instances for multi-session MI tasks; 2) We validate the effec
tiveness of our method using a large public MI dataset comprising 25 participants, each with 5 session data; 3) We also demonstrate the 
feasibility of our method using our own gait-related MI dataset, which includes both healthy participants and individuals with spinal 
cord injuries (SCI).

The remainder of the paper is structured as follows: In Section 2, we review relevant studies in MI-BCI. Section 3 details our 
approach to the inter-session scenario using cosine similarity-based session transfer and presents the experimental evaluation of the 
proposed method. The experimental results are presented in Section 4. In Section 5, we analyze these results, discuss the effectiveness 
of our method, and explore potential future research directions and limitations of our work. Finally, we summarize the significance of 
our findings in Section 6.

2. Related works

As the issue of variability due to the non-stationarity of EEG in MI-BCI has gained attention, many research groups have explored 
the use of widely employed CSP features alongside various machine learning methods. For instance, Arvaneh et al. applied CSP filters 
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and linear discriminant analysis (LDA) classifier, incorporating a Kullback Leibler-based data space adaptation method to linearly 
transform EEG data and reduce distribution differences between the source and target spaces [10]. Bamdadian et al. proposed a spatial 
filter-based adaptive extreme learning machine (ELM) that updates the initial classifier from the calibration session using EEG data 
from the evaluation session [8]. Moreover, variations of the CSP algorithm, such as the filter bank common spatial pattern (FBCSP), 
have enhanced robustness by optimizing frequency bands. Demonstrations were conducted by Zhang et al., who used FBCSP with a 
progressive adaptation model leveraging recordings from previous sessions [26].

With the rapid development of deep learning, various methods have been adapted to reduce distribution discrepancies between 
source and target domains in MI-BCI systems. While these methods have primarily addressed inter-subject variability in MI [16,
27–29], recent studies have also focused on mitigating inter-session variability. For instance, Zhang et al. proposed a Siamese deep 
domain adaptation framework for cross-session MI classification based on mathematical models from domain adaptation theory to 
enhance performance across different sessions [14]. Similarly, Hong et al. introduced a dynamic joint domain adaptation network 
using an adversarial learning strategy to learn domain-invariant feature representations. This approach improved MI task classification 
in the target domain by effectively leveraging information from the source session [30].

In addition to domain adaptation, instance transfer methods have emerged as effective strategies for addressing non-stationarity 
between sessions. For example, Zhang et al. progressively adapted a model with session-to-session transfer in an MI-BCI system 
[26]. To reduce the deterioration, a previous study has also evaluated recalibration strategies for detecting movement intentions, 
where they also reported a significant boost in performance when combining past sessions’ data [31]. This strategy was similarly 
successful in an offline study for the competition of the Cybathlon BCI event, where previous session data were combined with new 
session data for robust control [32]. Furthermore, studies have focused on enhancing MI [33] and motor attempt detection [19] for 
stroke rehabilitation through session-to-session transfer strategies, showing that adaptive EEG data transfer can significantly improve 
BCI performance in both patients and poor-performing participants.

Building on these approaches, cosine similarity has also been explored as a means to improve MI classification. Xu et al. proposed a 
regularized CSP algorithm utilizing cosine similarity to transfer selected source subject’s covariance matrices, resulting in notable 
improvements in cross-subject MI classification [34]. Additionally, Li et al. employed cosine similarity in a graph convolutional 
network (GCN) to update the adjacency matrix, achieving better MI classification performance [35]. Despite their successful in 
cross-subject scenarios, these methods have not been applied to address the inter-session variability in MI task classification. Therefore, 
our proposed work aims to utilize cosine similarity and selectively transfer instances to improve multi-session MI classification.

3. Materials and methods

3.1. Dataset

For this study, a publicly available dataset for left- and right-hand MI tasks was initially utilized for investigation. Then, our own 
collected dataset focused on gait-related MI, encompassing two healthy participants and two individuals with spinal cord injury, was 
employed.

3.1.1. Shu dataset
This public MI-BCI dataset [36] comprises EEG recordings from 25 healthy participants (age 20–24, 12 females). Each participant 

underwent a total of 5 sessions, with an interval of 2–3 days between sessions. The MI tasks involved 100 trials of two tasks: grasping 
with the left and right hand. Participants were given video cues to indicate the start of a 4-s imagination period for each respective 
movement. The trials were recorded using a 32-channel EEG cap (Wuhan Greentech Technology Co., China) with a sampling frequency 
of 250 Hz, while ensuring that the electrode impedance remained below 20 kΩ. Baseline correction and removal of bad trials were 
performed to avoid unwanted artifacts. Additionally, the EEG data were band-pass filtered using a finite impulse response (FIR) filter 
with a frequency range of 0.5–40 Hz. The study for collecting this multiple independent session data received approval from the 
Shanghai Second Rehabilitation Hospital Ethics Committee (approval number: ECSHSRH 2018-0101) and was in accordance with the 

Fig. 1. (a) Experimental environment of the MI experiment. (b) Shows the experimental protocol to collect our gait-related MI dataset.
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Declaration of Helsinki.

3.1.2. Gait-related MI dataset
We collected our gait-related MI EEG dataset, which includes 2 healthy participants (H1 and H2; all males, age 25 and 29 years) and 

2 individuals (S1 and S2; all males, age 46 and 53 years) with spinal cord injuries (SCI). Both individuals with SCI experienced 
complete lower extremity sensory and motor deficiencies, classified as grade A according to the American Spinal Injury Association 
(ASIA) impairment scale. None of the healthy participants had a history of motor or psychological diseases. Before the experiment, 
participants were informed about the approved protocol by the Institutional Review Board (approval number: 2021-046) of the Korea 
Institute of Science and Technology (KIST), and written consent was obtained from each participant according to the Declaration of 
Helsinki.

During the experiment, participants were seated in front of a monitor to perform the required tasks as shown in Fig. 1a. The 
experimental protocol comprised repeated MI tasks referred to as ‘trial’. Fig. 1b depicts the overall procedure for conducting each trial. 
A sufficient description of the MI tasks to be performed in each trial ensured that the participants understood the task before starting. 
First, participants were provided with a mouse and instructed to single-click it when they were ready to begin. Once clicked, a fixation 
cross was displayed for 3 s, accompanied by a beep. Then, a random visual cue lasting 2 s was presented, indicating one of three gait- 
related MI tasks (Gait: upwards arrow, Rest: box, or Sit: downwards arrow). Each MI task consisted of 30 trials, resulting in a total of 90 
trials within one session. Participants were instructed to mentally imagine the corresponding movement for each task for a duration of 
5 s. After completing the MI task, a final beep signaled the end of the current trial and prepared participants for the next one.

In order to record the EEG signals, we used a 31-channel electrode arrangement based on the international 10–20 system, applied 
with ActiCap, and connected to the BrainProduct amplifier (Brain Products, Germany). The reference and ground electrodes were 
positioned on AFz and FCz, respectively. EEG data were recorded at a sampling rate of 500 Hz, and a notch filter at 60 Hz was applied 
to reduce power noise.

3.2. Signal processing

The concept of session-transfer involves using data from previous sessions for training and classifying the target session. As 
demonstrated in previous literature, adaptively transferring data across sessions has been shown to lead to improved performance 
[37–39]. Building on this idea, we extend the concept by selectively transferring relevant previous data with a high cosine similarity 
score [40] concerning the target session, which results in a more robust performance. The overall schematic of our proposed method is 
shown in Fig. 2. Further details regarding the proposed method, including preprocessing steps, feature extracting process, and 
comparative evaluation methods, are described below.

3.2.1. Preprocessing in each dataset
In the Shu Dataset, the data have already undergone preprocessing with band-pass filters, and noise rejection above 100 μV has 

been applied [36]. For our experimental dataset, the EEG data was down-sampled from 500 Hz to 250 Hz. A band-pass filter ranging 
from 1 to 40 Hz, based on a finite impulse response filter, was applied to reject artifacts [41]. The Z-score normalization procedure was 
then conducted. Data augmentation was performed using a sliding window method for both datasets. Since the length of the MI data 
was 4 s and 5 s for the Shu Dataset and our dataset, respectively, we employed a window size of 3 s with a shift of 0.5 for the Shu 
Dataset, and a window size of 4 s with a shift of 0.5 for our experimental dataset.

Fig. 2. Overall schematic of our proposed RST method. Features are extracted via MM-CNN from the current (Xc) and previous (Xp) session’s 
windows of EEG data. For each feature exp (k) from the previous session, comparisons are made with the current session’s features, followed by 
averaging similarity values across all n current features. Samples exceeding the predefined threshold α are subsequently updated into the 
training dataset.
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3.2.2. Design of CNN model for feature extraction
Computing or analyzing raw EEG data is challenging due to its high dimensionality and the presence of unwanted noises (i.e., low 

SNR) [42,43]. Therefore, it is necessary to extract representative features from the recorded brain activities. We employed a 
multi-model (MM)-CNN, which has been validated in our previous study [44]. The MM-CNN comprises three parallel robust archi
tectures that have been proven effective in previous works, namely, ShallowConvNet [45], DeepConvNet [45], and EEGNet [46]. The 
model is trained equivalently with the cross-entropy loss function, and the output of each model’s fully connected layers is concat
enated. This concatenated output is then passed through a fully connected layer followed by a Softmax activation [47] for classifi
cation. It is well-recognized that the convolutional layers of a CNN provide a rich representation of the given data [48,49]. In our study, 
we utilized only the flattened outputs of the convolutional layers of each model as features for each EEG window.

3.2.3. Cosine similarity computation
From the acquired features corresponding to each EEG session, the similarity function can be applied in order to sort out the 

relevant data. We used the cosine similarity function [40], which measures the similarity between two non-zero vectors A and B in an 
inner product space: 

cosine similarity= cos(A,B) =
A ·B

‖A‖ ‖B‖
(1) 

The cosine similarity has been used in various fields, such as natural language processing, face recognition, and also in classification 
of signals [50–52]. A higher similarity results in a similarity coefficient closer to 1, while dissimilar data outputs values closer to − 1. In 
order to compute the similarity between previous sessions and the current session’s training data, features from each of the sliding 
windows of raw data were extracted and split by each respective class. Then, each of the previous session’s features was computed 
against all the current session’s features in each corresponding class. Therefore, the computed number of similarity coefficients for 
each of the previous session’s features was equal to the total number of extracted features from the current session. Subsequently, the 
mean of the coefficients for each previous feature was used for comparison, where relevant data were defined as the corresponding 
data from the previous features that had the mean value of the cosine similarity above a certain threshold (α).

Given a window of raw current data’s training set xc ∈ Xc, the MM-CNN learns the embedding function Eθ = X→Rd that transfers a 
given window sample to its feature space of e(i)xc = Eθ(xc) according to the corresponding ith class (i.e. MI task). Features are then 
extracted from the previous sessions’ data Xp with the function Eθ, therefore obtaining e(i)xp = Eθ

(
xp
)
, where xp is a window of raw 

previous data (xp ∈ Xp). The features of previous data e(i)xp (k) are computed against the current session’s features with the similarity 
function according to each class by (1): 

simk = cos
(

e(i)xp
(k), e(i)xc

(j)
)
, for j=1,…, n (2) 

where simk = {sim1, sim2,⋯, simn} correspond to the similarity values regarding the previous feature e(i)xp (k), and n denotes the number 
of samples from the current session of the corresponding class. The raw data corresponding to the ith class of a previous feature was 
selected as relevant when the computed average value (simavg) of the cosine similarities against the current features is above a 
threshold α. Therefore, the relevant data can be defined as: 

R(i) =

⎧
⎪⎪⎨

⎪⎪⎩

r

⃒
⃒
⃒
⃒
⃒

1
n
∑n

j=1
cos

(
e(i)xp

(k), e(i)xc
(j)

)
> α,

for k = 1,…, l and r ∈ xp

⎫
⎪⎪⎬

⎪⎪⎭

(3) 

where l denotes the number of samples from the previous sessions of the corresponding class. In Fig. 2 we show an example highlighted 
in red of how if the average similarity for feature exp exceeds the predefined threshold α, the corresponding data xp(k) is deemed 
relevant and subsequently added to the training dataset. As no previous research has reported a predefined optimal threshold for this 
scenario, we tested α with values {0,0.1,0.2,0.3,0.4,0.5}. Negative coefficients were excluded, as negative cosine similarity indicates 
dissimilarity [40]. The value yielding the best performance was chosen as the empirically defined optimal threshold.

3.2.4. Performance evaluation
Due to the non-stationarity of EEG data, the inter-session variability necessitates new training data for calibration in every session 

[38,53]. Even with this calibration process implemented for each new session, unstable performance is still observed throughout 
multi-session data. Therefore, we apply a session-transfer technique based on the hypothesis that the data from previous sessions will 
be useful in the generalization of a classification model. The training and classification process was performed on the predefined 
MM-CNN, including its fully connected layers.

a) Self-calibrating (SC): Only the set of data acquired in the current session is utilized as training data.
b) Whole session-transfer (WST): The entirety of the data from previous sessions is used with the training data from the current 

session.
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c) Relevant session-transfer (RST): The relevant data selected by (3) from previous sessions corresponding to each class are 
concatenated to the training process of the current session.

In order to validate our proposed method, a 10-fold cross-validation was conducted. EEG data were randomly divided into 10 
subsets without overlap for the corresponding target session. For each evaluation, one subset was used as the test set, and the rest of the 
9 subsets were used as the training set. This process was repeated 10 times, therefore allowing each data to be sorted as the test set. The 
accuracy, Kappa value, and F1-score across all 10 repetitions were averaged and designated as the measured performance. Model 
training was conducted with the Adam optimizer with a batch size of 64 for an epoch of 300, and the learning rate was set to 1× 10− 4 

and stopped early to prevent overfitting. The amount of time taken for our session-transfer methods to train the model during each 
session was also recorded. This was also averaged from the repetitions of the 10-fold cross-validation for comparison.

Statistical analysis of the repeated measures of classification accuracy and training time for each participant according to the type 
of training method was performed after the preceding Shapiro-Wilk normality test and Levene’s test to confirm the normality and 
variance distribution of the data. The repeated measures (RM) ANOVA test was performed to analyze classification accuracy, while 
Mauchly’s test of sphericity was conducted to verify that the variance of the differences between the levels of the within-subjects factor 
is equal. The paired t-test with Bonferroni correction was performed as a post-hoc evaluation. For training time, the paired Wilcoxon 
signed rank test was performed to compare each session-transfer method. All statistical analyses were conducted using R (R Core Team, 
2022).

4. Results

This section presents the experimental results obtained with our proposed RST method. We first investigated the optimal threshold 
value, which is the threshold that yields the best accuracy, to define relevant features, and subsequent RST results were based on the 
empirically defined optimal threshold. We then compared the performances of both session-transfer techniques against the SC method 
with the available datasets.

4.1. Accuracy for the Shu dataset

To optimize the performance of utilizing relevant data from past sessions, we conducted simulations for each result of RST with a 
range of defined thresholds. Fig. 3 indicates the averaged accuracies and the ratio of relevant data per threshold across each run of the 
10-fold cross-validation. The threshold of 0.1 showed the best performance at 79.47 ± 0.6 %, with a relevant data ratio of 0.62 from 
previous sessions, and was thereby selected as the optimal threshold for the RST method. Compared to the threshold of 0, which had 
the largest ratio of relevant data of 0.68, there was a difference of 0.42 % in performance.

The overall performance of the SC and session-transfer methods was evaluated. Fig. 4 depicts the averaged accuracy for the three 
methods. The proposed RST method exhibited the highest performance at 79.67 ± 7.9 %, which was significantly better than the SC 
method at 77.39 ± 8.8 % (p < 0.001) and the WST method at 78.66 ± 8.6 % (p < 0.01). While the WST method also showed higher 
accuracies compared to the SC method, the RST method consistently showed the best performance across all sessions compared to the 
SC and WST methods. Table 1 shows the accuracy, Kappa value, and F1-score of the RST method against the SC and WST methods. The 
most significant improvement compared to the SC and WST method was observed in Session 4 with an increase of 5.48 %, and 1.96 %. 
These results demonstrate that the RST method delivers robust performance across multiple sessions when compared to these basic 
methods.

Furthermore, the time taken to train the models was also investigated in each WST and RST method. The training time for the RST 
method was consistently shorter than the WST method (Fig. 5). Statistical analysis exhibited a significant decrease in time for our 
proposed method, where the averaged time taken for the WST method was 65.32 s and the RST method was 50.18 s.

Fig. 3. Averaged accuracies and the ratio of relevant data per threshold for the Shu Dataset. The highest accuracy can be found with the threshold 
of 0.1.
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Fig. 4. Results from the Shu Dataset with the averaged accuracy across the 25 participants for comparison between SC, WST, and RST. The error 
bars plot the standard error for each method. Statistical analysis was conducted using RM ANOVA, followed by a paired t-test with Bonferroni 
correction for post-hoc evaluation (*p < 0.05, **p < 0.01, ***p < 0.001).

Table 1 
Comparison in evaluation metrics per session compared to the RST method in the Shu dataset. The highest values are highlighted in bold.

Sessions

Session 2 Session 3 Session 4 Session 5

Accuracy Kappa F1-score Accuracy Kappa F1-score Accuracy Kappa F1-score Accuracy Kappa F1-score

SC 78.60 
(2.5)

0.56 
(0.05)

0.80 
(0.04)

76.81 
(1.8)

0.53 
(0.03)

0.77 
(0.03)

78.41 
(2.1)

0.56 
(0.04)

0.73 
(0.03)

78.77 
(1.4)

0.57 
(0.03)

0.75 
(0.03)

WST 78.27 
(1.5)

0.56 
(0.03)

0.78 
(0.22)

76.42 
(1.9)

0.52 
(0.04)

0.74 
(0.03)

81.94 
(1.1)

0.63 
(0.02)

0.81 
(0.02)

77.99 
(2.2)

0.56 
(0.04)

0.76 
(0.03)

RST 78.10 
(1.6)

0.56 
(0.03)

0.80 
(0.03)

78.23 
(1.3)

0.57 
(0.03)

0.78 
(0.02)

83.90 
(2.2)

0.68 
(0.05)

0.83 
(0.02)

79.46 
(1.2)

0.59 
(0.03)

0.79 
(0.02)

Fig. 5. Training time for the Shu dataset according to each session where the session-transfer methods have been applied. Statistical significance 
was assessed using the paired Wilcoxon signed-rank test (***p < 0.001).
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4.2. Accuracy for the gait-related MI dataset

The same process was employed to determine the optimal threshold for our gait-related MI data. Fig. 6 shows the results from our 
simulations, which also showed the best performance at a threshold of 0.1, consistent with the Shu Dataset. The average accuracy for 
the threshold 0.1 was 71.41 ± 2.6 %, with a corresponding relevant data ratio of 0.83. In contrast, the threshold of 0 had the highest 
ratio of 0.86 but achieved lower accuracies at 69.84 ± 2.5 % than the threshold of 0.1.

A comparison of the three methods for our dataset is shown in Fig. 7. While the SC method showed an average accuracy of 66.20 ±
9.4 %, the WST method achieved 70.49 ± 9.0 %, and the RST method reached 72.57 ± 9.8 %. Overall, the WST method established an 
increase of 4.3 %, whereas the RST method outperformed the other methods, with an increase of 6.4 % compared to the SC method and 
2.1 % compared to the WST method. The most notable improvement was observed with S1, where the RST method exhibited an 
increase of up to 10.2 % compared to the SC method.

Table 3 represents the overall average accuracy, Kappa value, and F1-score between sessions for our proposed method compared 
with the SC and WST methods. The most significant improvements for all evaluation metrics occurred in Session 4 against the SC 
method and Session 3 when compared with the WST method. These results confirm that the RST method can be effectively applied in a 
multi-classification scenario, even with participants who have SCI.

The averaged training time for each WST and RST method was also investigated, as shown in Fig. 8. A shorter training time when 
utilizing the RST method was shown except for Session 2, where the WST method was faster by 1.4 s.

5. Discussion

In this study, we proposed the Relevant Session-Transfer (RST) method to address inter-session variability and improve classifi
cation accuracy in multiple-session MI-based BCIs. Our hypothesis was that selecting relevant data could improve classification ac
curacy compared to both the conventional Self-Calibrating (SC) method and the Whole-Session-Transfer (WST) method. We evaluated 
the RST method using the Shu open dataset, which consists of 25 participants across 5 sessions, and observed statistically significant 
improvements of 2.29 % in accuracy, achieving 79.67 ± 7.9 %. Furthermore, the proposed method was also applied to our gait-related 
MI dataset spanning 4 sessions, where it demonstrated an improvement of 6.37 % in performance with an average accuracy of 72.57 ±
9.8 %.

Fig. 6. Averaged accuracies and the ratio of relevant data per threshold for our gait-related dataset. The overall highest accuracy can be also found 
with a threshold of 0.1.

Fig. 7. Results from our gait-related dataset for each participant, with the average accuracy comparison between SC, WST, and RST.
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To validate the effectiveness of the RST method, we initially applied it to the Shu dataset. Comparative results are shown in Table 2
in the case of the Shu dataset, where the state-of-the-art method of the fusion of wavelet time and image scattering-based support 
vector machines (WTIS-SVM), and the accuracy was 75.68 % [54]. The previously proposed MM-CNN was used in our method, and the 
accuracy was 77.39 % despite using a self-calibrating approach. This result aligns with our previous study [44], where MM-CNN 
exhibited better performance in open MI datasets, and validated its suitability for session-transfer approaches.

In both datasets, the instance transfer methods of WST and RST demonstrated superior performance compared to the SC method 
(Figs. 4 and 7). Despite recalibration efforts for each new session, the SC method exhibited low performances, attributed to non- 
stationarity leading to distribution discrepancies across sessions [55]. Our findings indicate that incorporating data from previous 
sessions, as done in the WST method, clearly validates the positive effectiveness of session-transferring. This aligns with previous 
research, as it is known that larger volumes of training data can improve MI classification.

However, our results also underscore the importance of data selection strategies. While the use of all available data can generally 
improve classifier performance, our study suggests that this approach may sometimes introduce adverse effects. This is consistent with 
previous research that attempted to alleviate the negative transfer, which occurs due to differences between source and target data, by 
transferring only similar source data in an inter-subject scenario [21]. We suggest that directly transferring all available data could 

Table 2 
Comparative results on the Shu dataset, showing the performance of recent approaches and our MM- 
CNN model using SC, WST, and RST method.

Group Method Accuracy (%)

J. Ma et al. [36] CSP 57.33
FBCSP 64.44
EEGNet 68.85
deepConvNet 65.03

Pham [54] LSTM 59.66
Bi-LSTM 61.83
WIS-SVM 50.66
WTS-SVM 65.51
WTIS-SVM 75.68

Proposed MM-CNN 77.39
MM-CNN (WST) 78.66
MM-CNN (RST) 79.67

Table 3 
Comparison in evaluation metrics per session compared to the RST method in our gait-related dataset. The highest values are highlighted in bold.

Sessions

Session 2 Session 3 Session 4

Accuracy Kappa F1-score Accuracy Kappa F1-score Accuracy Kappa F1-score

SC 59.26 (11.7) 0.39 (0.18) 0.57 (0.15) 74.07 (8.0) 0.61 (12.0) 0.73 (0.08) 66.67 (20.3) 0.50 (0.30) 0.61 (0.25)
WST 70.37 (13.9) 0.56 (0.21) 0.67 (0.17) 68.52 (12.7) 0.53 (0.2) 0.66 (0.15) 73.15 (15.2) 0.60 (0.23) 0.70 (0.19)
RST 66.20 (10.9) 0.49 (0.16) 0.65 (0.13) 77.31 (15.6) 0.66 (0.23) 0.76 (0.17) 79.17 (14.5) 0.69 (0.22) 0.78 (0.15)

Fig. 8. Training time for our gait-related dataset according to each session where the session-transfer methods have been applied.

D.-J. Sung et al.                                                                                                                                                                                                        



Heliyon 10 (2024) e37343

10

entail some adverse effects on the training process. The observed adverse effects could be explained by significant discrepancies 
between feature domains across sessions even for a single participant, which can potentially lead to compromised performance when 
assuming a continuous distribution across the data [56]. Therefore, we hypothesized that by employing a similarity function to screen 
data, which entails reducing the amount of training data, an optimal trade-off between data quantity and quality may produce 
meaningful improvements in multi-session MI classification.

As a result, the proposed RST method significantly enhanced classification performance (p < 0.01) for the Shu dataset, and also 
showed the highest performing method for our gait-related dataset, even with fewer data using a relevancy threshold of 0.1, achieving 
selected data ratios of 0.62 and 0.83 for each dataset (Figs. 3 and 6). Session-wise analysis from both datasets (Tables 1 and 3) revealed 
that while the WST method showed immediate improvements in the second session, the proposed RST method ultimately delivered the 
best results as the sessions progressed. The superior performance of the RST method corroborates previous research, highlighting the 
essential aspect of data similarity in the instance of transfer learning [23]. This improvement with similar data could also be attributed 
to the greater likelihood of achieving better generalizability to the target, in our case, the current session of interest, as opposed to 
retaining features that diverge from the target which could result in inferior performance [56]. It was also notable that the optimal 
threshold for similarity was 0.1 for both the Shu and Gait-related Datasets. One possible explanation is that the quantity and quality of 
the data were crucial factors in ensuring optimal results. While data quantity affects training, a properly reduced amount of 
high-quality data can improve performance [57]. This is also in line with studies reporting that accuracy can be comparable or even 
significantly increased [33,58] even when training data was limited in both healthy and impaired groups. Based on these findings, we 
believe that the empirically defined threshold of 0.1 provided an optimal balance between data quantity and quality for both datasets, 
enhancing classification performance. Also, the overall training time for the RST method was shorter than the WST method in both 
datasets (Figs. 5 and 8). These results are promising as a reduction in training time alongside stable performance is required for the 
long-term practical use of BCI [59]. Moreover, the results obtained from individuals with SCI (Fig. 7) support the feasibility of 
extending our session-transfer method from healthy participants to those with impairments. This is particularly significant because 
individuals with SCI are among the groups that can benefit most from MI-BCI technology. Although studies [60,61] have shown that 
these individuals can exhibit different brain states during MI, often leading to performance degradation, our results demonstrate that 
the RST method successfully improved multiple-session classification for this group. Therefore, based on our overall findings, our 
proposed session-transfer method could help overcome obstacles hindering the real-world applicability of BCI [62].

Multiple types of distance and similarity functions could be utilized for data selection. While it is intuitive that distance is a 
complementary concept to similarity, it is unclear how each distance metric will correlate to the used cosine similarity in different 
applications [63,64]. Moreover, it is important to consider the data distribution when utilizing both the distance and similarity metrics 
[65]. As our study’s objective was to validate the feasibility of the use of cosine similarity in the inter-session problem of MI-BCI, we 
believe that further investigation on comparing various metrics for data selection may be the next step in our research. Therefore, we 
plan a deeper investigation of utilizing various distance and similarity metrics, conducting experiments on data distribution for EEG 
data selection for the field of BCI in future studies. Also, as our gait-related dataset’s size was limited, we plan to expand our ex
periments with a larger population of individuals with SCI, increase the number of sessions, and consider factors such as gender and 
age, to further validate our methods. Moreover, future investigations would explore the efficacy of other similarity functions and 
address the issue of intra-session variability or apply our method to the cross-dataset problem [66] to advance the practical use of 
multi-session MI-BCI.

6. Conclusion

This study demonstrated the effectiveness of the proposed RST method in improving MI classification across multiple sessions. The 
results underscored that transferring selected relevant data can improve classification performance even with a shorter training time 
compared to baseline methods. Moreover, our method exhibited applicability to individuals with SCI. By ensuring consistent per
formance over time, the RST method enhances the feasibility of MI-based BCIs in real-world scenarios. This promises to benefit a broad 
range of users, promoting independence and improving the quality of life for impaired individuals while assisting the healthy 
population.
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