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Abstract

The purpose of this study was to propose a verification method and results of

intensity‐modulated proton therapy (IMPT), using a commercially available heteroge-

neous phantom. We used a simple simulated head and neck and prostate phantom.

An ionization chamber and radiochromic film were used for measurements of abso-

lute dose and relative dose distribution. The measured doses were compared with

calculated doses using a treatment planning system. We defined the uncertainty of

the measurement point of the ionization chamber due to the effective point of the

chamber and mechanical setup error as 2 mm and estimated the dose variation base

on a 2 mm error. We prepared a HU‐relative stopping power conversion table and

fluence correction factor that were specific to the heterogeneous phantom. The flu-

ence correction factor was determined as a function of depth and was obtained

from the ratio of the doses in water and in the phantom at the same effective

depths. In the simulated prostate plan, composite doses of measurements and calcu-

lations agreed within ±1.3% and the maximum local dose differences of each field

were 10.0%. Composite doses in the simulated head and neck plan agreed within

4.0% and the maximum local dose difference for each field was 12.0%. The dose

difference for each field came within 2% when taking the measurement uncertainty

into consideration. In the composite plan, the maximum dose uncertainty was esti-

mated as 4.0% in the simulated prostate plan and 5.8% in the simulated head and

neck plan. Film measurements showed good agreement, with more than 92.5% of

points passing a gamma value (3%/3 mm). From these results, the heterogeneous

phantom should be useful for verification of IMPT by using a phantom‐specific HU‐
relative stopping power conversion, fluence correction factor, and dose error esti-

mation due to the effective point of the chamber.
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1 | INTRODUCTION

In recent years, proton beams have become widely used for the

treatment of various types of cancer. Active scanning is one of

the delivery techniques for proton therapy.1 The active scanning

method moves a spot along the longitudinal and horizontal axis

and uses different energy beams to create three‐dimensional

dose distributions. There are two different delivery methods for

scanning proton therapy; the first is single field uniform dose

(SFUD)2 and the second is intensity‐modulated proton therapy

(IMPT).3,4 IMPT is more flexible than SFUD and, in general, can

deliver a more conformal prescribed dose to the target with

lower dose to organs at risks (OARs). IMPT is more sensitive to

the uncertainty due to the proton range and mechanical errors

than SFUD because IMPT delivers a nonuniform dose distribu-

tion to each field. Since the total dose distributions of IMPT

are created by summation of some nonuniform dose distribu-

tions, it can potentially cause unexpected dramatically hot or

cold spots by the combination of inhomogeneity of the human

body, machine variations, range uncertainty, and accuracy of the

beam modeling or the dose calculation algorithm.5,6 From this

perspective, accurate commissioning, quality assurance (QA)

including machine validations and verification of the treatment

planning system are fundamental to implementing high‐quality
IMPT. Heterogeneous phantoms have been effectively used to

evaluate the total dose including accuracy of dose calculation

and machine variations, and to identify problems that are not

revealed by the homogeneous phantom measurements. For this

reason, anthropomorphic heterogeneous phantoms are used for

the verification of intensity‐modulated radiotherapy7,8 and also

used with a thermoluminescent dosimeter (TLD) dosimeter and

radiochromic film to verify scattering, pencil beam and uniform

scanning plans.9,10 Furthermore, the results of patient‐specific
QA of IMPT in some sites using various techniques were excel-

lent.11–15 However, few studies have focused on the verification

for IMPT using commercially available system, especially abso-

lute dose measurement using heterogeneous phantom and ion-

ization chamber. The paper by Taylor et al.10 reported the

summarization for clinical trial credentialing of scattered and

scanning proton beam using TLD dosimeter, radiochromic film,

several types of IROC's anthropomorphic proton phantoms, and

commercial or in‐house treatment planning systems (TPSs) that

use pencil beam or Monte Carlo‐based algorithms. In this study,

we report methods and results of verification for the IMPT

using a commercially available simple heterogeneous phantom,

new TPS, an ionization chamber, and radiochromic film. Our

new TPS is the first system that uses the triple Gaussian (TG)

model‐based pencil beam algorithm. To the best of our knowl-

edge, this is the first report of dosimetric verification of the

new TG model‐based TPS using commercial heterogeneous

phantom and to analyze uncertainties of effective point for the

absolute dose measurement using ionization chamber for IMPT.

2 | MATERIALS AND METHODS

2.A | Depth and fluence correction for
heterogeneous phantom

In this study, we used the RT‐3000‐New phantom (RT‐3000, R‐Tech.-
inc, Tokyo, Japan) that simulates the simple head and neck (HN) and

prostate using simulated‐bone material. RT‐3000 is made from acry-

lonitrile‐butadiene‐styrene (ABS) and artificial bone material. Diame-

ters of the simulated‐bone material for prostate are 2.5 cm (small) and

4.2 cm (large) and for HN is 1.0 cm, as shown in Fig. 1, 2. In our clinical

practice, relative stopping powers (RSPs) were calculated with human

tissues as described in ICRU reports 4416 and 4617 using the stoichio-

metric calibration proposed by Schneider et al.18 However, an error of

several percent occurs when clinical computed tomography (CT) val-

ues (Hounsfield Units: HU) — RSPs conversion table is applied to the

material of RT‐3000 phantom. So to use RT‐3000 phantom for the

verification of IMPT, we created a phantom‐specific HU‐RSP conver-

sion table using measured RSPs and CT values following the method

proposed by Grant et al.19 We measured RSP of water equivalent

materials (soft‐tissue phantom) and bone materials (bone phantom) of

various thicknesses. A 221.4 MeV proton beam, having a penetration

depth of 30.6 cm, was used to measure the change in depth of the dis-

tal 90% dose. To create the phantom‐specific HU‐RSP conversion

table, we used the average rate of changes in depth and thicknesses of

each material. The fluence correction is another important factor for

absolute dose measurement using a solid phantom.20 In this study, we

obtained the fluence correction factor as the ratio of measured dose in

the water and that in the soft‐tissue phantom material at the same

effective depths. Subsequently, an approximate linear formula was

derived as the fluence correction factor. The fluence correction for

bone phantom is not considered in this paper. The scanned field size

was 10 × 10 cm2, and the energies and SOBPs used were adapted to

each measurement depth. The scanning patterns and measurement

depths are summarized in Table 1. To measure at 3 cm depth, we used

an energy absorber that had 4 cm water equivalent thickness because

the minimum penetration depth of our system was 4 cm. The details

on energy absorber will be mentioned in the next section.

2.B | Treatment planning and proton delivery
system

The TPS used in this study was VQA (ver 3.0.1 Hitachi Ltd., Tokyo,

Japan), a commercially available TPS in Japan. This is the first system

that uses the TG model for the dose calculation. The TG model shows

distinct difference with other low‐dose kernel models in the high

energy region where the influence of the secondary particles produced

by nuclear interactions in water is increased. In the typical volumetric

irradiation, the TG model reported better agreement to the measure-

ment value especially small or large fields and narrow SOBP width

condition.21 The structures, mock clinical target volume (CTV) and

OARs of prostate and HN, and dose constraints were adopted from
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AAPM Task Group‐11922 that has produced quantitative confidence

limits as baseline expectation values for IMRT commissioning. We

used the worst case optimization,23 the parameters of which were

3 mm for each direction and 3.5% for range uncertainty. The scanning

delivery system used in this study was installed in Nagoya Proton

Therapy Center. The synchrotron can produce 95 proton beams ener-

gies having water penetration distances from 40 to 306 mm. The max-

imum spot size (1σ) in air at the isocenter plane is 13.8 mm, and the

minimum is 4.7 mm.24,25 To irradiate shallow regions less than 40 mm,

we used the energy absorber that had 40 mm water equivalent thick-

ness. The energy absorber can be attached to the beam nozzle and

can be used with patient‐specific aperture.26 The spot size of minimum

range with energy absorber was 26.7 mm. In this study, we use energy

absorber to measure fluence correction factor at 3 cm depth. The

energies used in verification plan were from 84.7 to 187.7 MeV for

HN planning and from 100.2 MeV to 205.9 MeV for prostate plan-

ning. In a clinical setting, we use two parallel‐opposed SFUD fields for

prostate treatment; however, the simulated prostate plan was created

with a 4‐fields IMPT plan in this study. The HN plan was created with

five fields.

2.C | Experimental measurements

An ionization chamber (3D‐PinPopint chamber, PTW30016) and a

radiochromic film (Gafchromic EBT3 film, ISP) were used for absolute

and dose distribution measurement. The absolute dose measurement

involves uncertainties such as effective points of the ionization

chamber, setup error, and variations of the mechanical isocenter of a

gantry rotation. In the measurement of absolute dose for proton

beam, the uncertainty of the effective point is particularly an

F I G . 1 . Measurement points and dose distributions of each field and accumulated dose of simulated prostate plan. Circled numbers shown
in the accumulated image are measurement dose points. Measurement point 2 was the maximum dose point and overlapping in number 1.
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important issue because proton dose distributions have a gradient to

the depth direction unlike x‐ray dose distributions. Hence, the effec-

tive measurement point of the cylindrical ionization chamber should

be considered to each gantry angle and the dose uncertainty due to

the effective point is not able to estimate by the total dose distribu-

tion. The effective measurement point of the cylindrical ionization

chamber in proton therapy has been investigated in several studies,

and was roughly 1 mm for the PTW 31016 chamber.26–28 The

uncertainty of the mechanical isocenter of gantry rotation of the our

system has less than 1 mm accuracy.29 In this report, we have dealt

with the error of the measurement point up to 2 mm to the source

direction and 1 mm to other directions for each gantry angle, and

dose uncertainties were presumed from calculation results of each

field dose of TPS. In the simulated prostate plan, the ionization

chamber was located at the isocenter, near the rectum region and

maximum dose point. In the simulated HN plan, the ionization cham-

ber was located at the isocenter, near to OARs and hot spots. EBT3

films were cut to fit the RT‐3000 phantom and inserted into the

phantom on three planes. The dose calibration curve creation and

film scanning were performed as reported by Zhao and Das30 and

we obtained a calibration curve at the SOBP center using proton

beams from 221.4 MeV to 178.2 MeV that was SOBP 10 cm. Each

F I G . 2 . Measurement points and dose distributions of each field and accumulated dose of simulated HN plan. Circled numbers shown in the
accumulated image are measurement dose points and dashed lines (P1–P3) indicate the planes of film measurements. Measurement point
number 3 was overlapping in number 1.
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film was scanned using commercial flatbed scanner (ES‐10000G,
EPSON) and analyzed using dosimetry evaluation software (Film

Analysis and VeriSoft, PTW). We analyzed the film dose by two‐
dimensional (2D)‐to‐2D Gamma index calculation.32 The measure-

ment points, measurement planes, and dose distributions are shown

in Figs. 1 and 2.

3 | RESULTS AND DISCUSSION

3.A | Depth and fluence correction for
heterogeneous phantom

Table 2 shows the results of the RSP measurements. HU values

showed some dispersion of about 40 HU. In this study, we used RSP

values that correspond to each material. The RSPs of soft‐tissue phan-

tom were different by less than 2% from the clinical RSP, although the

bone phantom that simulated bone was different by more than 30%.

Consequently, the RT‐3000 phantom required a phantom‐specific HU‐
RSP conversion table especially for the bone phantom because the

phantom was made from artificial materials. The uncertainty of

the RSP for the RT‐3000 phantom was estimated as 0.45% from the

results of multiple measurements of the materials and this uncertainty

was sufficiently small. Figure 3 shows the measured results for the flu-

ence correction factor. We adopted a linear approximation formula

method to correct measurement values by depth. These results closely

resemble those of a previous study20 that were obtained with a

nonmodulated 191 MeV beam, a PMMA, and a Markus‐type plane‐
parallel ionization chamber. We assume that the dose distributions

were formed by the convolution of nonmodulated proton beams,

so the fluence scaling factor of our scanning method was closer to

the nonmodulated result of the previous study. However, the

TAB L E 1 Scanning patterns and measurement depths to measure
fluence correction factor.

Phantom
thickness
(cm)

Water
depth (cm)

Energy
(MeV)

Range
(cm)

SOBP
width (cm) MU

3 3.05 111.4–82.2 4.9 4 207.40

5 5.08 103.1–71.6 7.9 4 195.93

10 10.15 130.5–104.5 12.1 4 170.89

15 15.23 175.7–132.3 20.5 10 191.48

20 20.30 200.5–152.6 25.8 10 194.13

25 25.38 221.4–178.2 30.6 10 187.07

TAB L E 2 Variation of HU, average thickness (tm), range variation,
calculate and measurement RSP of each simulated material used in
the heterogeneous phantom. The calculate RSP was determined by
the HU‐RSP conversion table used in clinical.

Simulated
materials HU

Average
tm (mm)

Average
range

variation
(mm)

Measurement
RSP

Calculate
RSP

Soft‐tissue −20 to

−60
12.93 13.16 1.015 0.980

Bone 920 to

970

19.96 35.73 1.789 1.492

F I G . 3 . Experimental fluence correction factor vs measurement
depth. Line shows the linear approximation curve of the fluence
correction factor passing through 1.0 at 0 cm depth. The formula
shown in the figure is the linear approximation formula of the
fluence correction factor.

F I G . 4 . Comparison between measured and calculated doses for
the simulated plan: [(measured dose) − (plan dose)]/plan dose × 100
(%). Upper figure showed prostate plan (a), Lower figure showed HN
plan (b). Local dose differences are shown above each bar. Error bars
indicate dose uncertainties due to estimated uncertainty.
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fluence correction needs further investigation because it is affected

by various factors such as beam energy, measurement point in the

irradiated volume, field size, and scanning pattern. In this study, the

maximum difference of the fluence correction factor between

experimental measurements and the linear approximation formula

was 1.0% at 15 cm depth.

3.B | Dosimetric verification for IMPT

Figure 4 shows local dose differences between chamber measure-

ments and calculations of each point of composite dose in the prostate

and the HN plans. In the simulated prostate plan, composite doses of

measurements and calculations agreed within ±1.3% at all measure-

ment points. The maximum local dose difference of each field dose

was +10.0% at the steepest dose gradient and low dose point. Com-

posite doses in the simulated HN plan agreed within ±4.0% and the

maximum local difference of each field dose was +12.0%. The error

bars in Fig. 4 represent total dose uncertainties due to the 2 mm mea-

surement point error to the source direction and the 1 mm error to

other directions for each gantry angle as described in Materials and

Methods. Given this uncertainty of the measurement point, the maxi-

mum dose uncertainty was estimated as 3.9% for point 3 of the simu-

lated prostate plan. The maximum dose uncertainty of the simulated

HN plan was estimated as 5.8% at point 5. The point 5 was set near

the simulated parotid, therefore, that was in the steep dose gradient

region and have large dose uncertainty as shown in Figs. 2 and 4. The

dose difference of each field dose was within 2% at all measurement

points taking the measurement uncertainties into consideration. Dose

differences of the composite dose agreed within 0.7% considering the

measurement uncertainties shown in Fig. 4. From these results,

verification using the simple heterogeneous phantom was useful;

however, it remains necessary to consider measurement point uncer-

tainties because some points of IMPT fields may have steep gradients

in various directions.

The results of gamma analysis for film measurements showed

good agreement at 95.7% (isocenter plane: P1), 96.0% (40 mm ante-

rior from isocenter plane: P2) and 92.5%, and (30 mm posterior from

isocenter plane: P3) of measurement points passed 3%/3 mm criteria

(threshold dose level = 30%). Figure 5 shows the dose distributions

and results of gamma analysis of P2. The number of points with

gamma values greater than 1.0 was small. These errors were due to

uncertainties of the film measurement and calculation accuracy of

TPS. The film measurement of proton therapy has uncertainties such

as Linear Energy Transfer (LET) dependence and noise. Furthermore,

when the using uniform phantom, the largest dose difference in the

typical volumetric irradiation of our TPS is 1.3% at the shallow

region of the small field.21 In this study, the calculation dose error

was assumed to increase because we use IMPT field and heteroge-

neous phantom. However, the dose differences of these error points

were within 5%. Previous studies have reported that radiochromic

film shows under‐response of about 10% at the Bragg peak region

and a variation in film sensitivity due to LET of 5%30–34; therefore,

results of this study showed sufficiently good. The reason for the

good gamma pass rate and dose agreement within 5% were pre-

sumed to be that the average LET of IMPT HN plan was almost the

same as the LET of the calibration depth.

4 | CONCLUSION

Herein, we reported dosimetric verification methods and results for

the IMPT with new TG model‐based TPS using a commercially avail-

able simple heterogeneous phantom, an ionization chamber, and

radiochromic film. Considering various uncertainties, the measured

and calculated doses showed good agreement. Our results demon-

strated that heterogeneous phantoms are useful for verification of

IMPT by using phantom‐specific HU‐RSP conversion tables. How-

ever, ionization chamber measurement is required to determine the

F I G . 5 . Examples of dose distributions (left) and results of gamma analysis (right) of P2 plane. Numbers in figure showed absolute dose
measurement points indicated in Fig. 2.
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effective measurement point for each field and to estimate the dose

variation. The fluence correction by each depth for scanning proton

beams is a simple method and results showed good accuracy. Never-

theless, fluence correction factor requires further investigation

because that had up to 1.0% variance as shown in Fig. 4. Heteroge-

neous phantoms can be effective for evaluating the total dose,

including accuracy of dose calculation and machine variations, and

can help to identify problems that are not revealed by homogeneous

phantom measurements.
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