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Commentary article to: ‘Does ChatGPT succeed in the 
European Exam in Core Cardiology?’, by C. Plummer et al. 
https://doi.org/10.1093/ehjdh/ztad040.

We would like to thank Plummer et al. on our publication examining 
the performance of Chat Generative Pre-trained Transformer (GPT) 
in the European Exam in Core Cardiology (EECC).1,2 Evaluating the lim-
itations and potential biases in the study is essential.3 In this response, 
we aim to assess the concerns raised by Plummer et al. while discussing 
ChatGPT’s performance in the context of the EECC, a comprehensive 
European board examination in core cardiology.4,5

Plummer et al. rightly points out that the structure, format, and editor-
ial process of the questions used in the study may not exactly mirror 
those of the EECC. While the original questions are confidential and 
without having access to them, the questions used were derived from 
the official mock exams from the European Society of Cardiology 
(same committee that finally makes the questions of the exam), which 
are designed to be similar in difficulty and complexity to the actual 
exam. It is important to acknowledge that while the questions may not 
be identical, the questions from the mock exam as well as from the trad-
itional preparation material by Brauwnwald and StudyPRN are the clos-
est in structure that the candidates have access to.6,7

We concur with the author’s observation that ChatGPT’s inability to 
handle image and video-based questions is a significant limitation. The 
EECC encompasses a wide range of medical imaging modalities questions, 
including coronary angiography, electrocardiograms, echocardiography, 
pacemaker tracings, etc. As ChatGPT’s capability is currently limited to 
text-based inputs, it is unable to attempt approximately 30% of the ques-
tions. However, if we consider the theoretical possibility of ChatGPT se-
lecting answers for these image or video-based questions at random, there 
is a 20% chance (given the format of five-option multiple choice questions) 
that it would choose the correct answer. This could potentially represent 
seven correct responses (20% of 36). For the text-based questions, the 
maximum achievable score would be 84 out of 120 (70%). Given 
ChatGPT’s overall accuracy of 58.8% in these types of questions, it is pro-
jected that it would provide 49 correct responses. With the addition of the 
potential seven correct responses from the image or video-based ques-
tions, it could potentially deliver a total of 56 correct responses. This total 
represents an overall performance of approximately 47% which falls just 
short of the pass mark for the 2023 edition of the exam, which was set 
slightly lower than previous years, at 52%. Thus, while ChatGPT did not 
meet the threshold in this instance, it narrowly missed passing the 
EECC—an impressive feat considering the very young age of this tool.

We acknowledge the concern raised by Plummet et al. regarding the 
answer format employed in the study. However, it is important to clar-
ify that the questions used in the study, derived from official mock ex-
ams, Braunwald, and StudyPRN databases, followed the same structure 
as the original exam. Thus, they were presented as multiple choice 
questions with a single correct answer among five possible options. 
The answer among the options by ChatGPT was compared to the cor-
rect answer defined by the respective exam preparation material, for 
the specific multiple choice question. In that sense, the format of the 
questions used was the same to the exam’s questions.

In the broader perspective, it is crucial to note that the purpose of 
evaluating ChatGPT’s performance in a setting like the EECC extends 
beyond merely determining whether the artificial intelligence (AI) can 
pass a multiple choice exam. Given the rigorous quality control and se-
curity measures in place, the use of such tools by students during exam-
inations is highly unlikely and ethically impermissible. More importantly, 
we seek to understand the potential of ChatGPT and other large lan-
guage models to assist medical professionals in their practice. The 
true value of these models lies in their potential ability to handle a 
vast amount of medical knowledge, process it rapidly, and provide use-
ful responses to textual queries. While our study provides initial insights 
into the capabilities of ChatGPT within the confines of an exam-like 
structure, its real-world application in aiding clinicians by providing suc-
cinct information, summarizing complex medical literature, or support-
ing decision-making processes is the ultimate goal. However, it is 
essential to move forward with caution. While the prospect of AI in 
healthcare is exciting, we must remain vigilant about the challenges, eth-
ical implications, and potential for misuse.8
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