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The remarkable cohesion and coordination observed in moving animal groups and
their collective responsiveness to threats are thought to be mediated by scale-free cor-
relations, where changes in the behavior of one animal influence others in the group,
regardless of the distance between them. But are these features independent of group
size? Here, we investigate group cohesiveness and collective responsiveness in com-
putational models of massive schools of fish of up to 50,000 individuals. We show that
as the number of swimmers increases, flow interactions destabilize the school, creat-
ing clusters that constantly fragment, disperse, and regroup, similar to their biological
counterparts. We calculate the spatial correlation and speed of information propaga-
tion in these dynamic clusters. Spatial correlations in cohesive and polarized clusters
are indeed scale free, much like in natural animal groups, but fragmentation events are
preceded by a decrease in correlation length, thus diminishing the group’s collective
responsiveness, leaving it more vulnerable to predation events. Importantly, in groups
undergoing collective turns, the information about the change in direction propagates
linearly in time among group members, thanks to the non-reciprocal nature of the vi-
sual interactions between individuals. Merging speeds up the transfer of information
within each cluster by several fold, while fragmentation slows it down. Our findings sug-
gest that flow interactions may have played an important role in group size regulation,
behavioral adaptations, and dispersion in living animal groups.
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Introduction

Nature is in a perpetual state of reorganization. However, while these cohesive pat-

terns are regularly documented in systems of small or moderate size [1–7], it is un-

clear how they scale with increasing group size [8]: do large groups remain cohesive

or do they undergo dynamic reorganization? We address this question in massive sim-

ulations of schooling fish, where individual swimmers interact through self-generated

flows and follow behavioral rules inferred directly from experimental data in shallow

water environments [2, 4, 5, 9]. By optimizing our computational algorithms, we sim-

ulate over long times the motion of groups of up to 50,000 fish. We show that “more

is different" [10, 11]. Where smaller groups maintain cohesive and polarized forma-

tions, larger groups spontaneously reorganize, constantly fragmenting, scattering and

reassembling, similarly to empirical observations of large flocks of birds [12, 13] and

schools of fish [8, 14–16]. We analyze how this self-reorganization influences the col-

lective responsiveness and speed of information propagation between members of the

group [1, 12, 17].

Collective responsiveness in self-organized animal groups manifests in long-ranged

spatial correlations [12, 18, 19]. Correlation measures how the change in the behav-

ior of one individual influences the behavior of others in the group. An animal group

exhibits maximal responsiveness to a perturbation, say, caused by an attacking preda-

tor [8, 20], when correlations are scale-free, that is, when the range of spatial correla-

tions scale with the linear group size [12, 20]. Analysis of empirical data of large bird

flocks confirms that spatial correlations scale linearly with group size L [12]. But do

these results translate to groups of swimmers?

In physical models of flow-coupled swimmers, microscopic [21–23] and inertial [6,

24–26], perturbations get amplified as they propagate via the fluid medium, hindering

group cohesion. These models do not enable individual swimmers to sense flows and

respond accordingly. Biological swimmers, on the other hand, are flow sensitive [27–
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29] and seem to correlate their tailbeat frequencies and phase [30–32], but the extent

of flow-mediated correlations is limited in space [6]. Recent evidence suggests that

vision is both necessary and sufficient for polarized schooling [33]. Even in robotic

agents, visual interactions with immediate neighbors are sufficient to induce scale-free

correlations in polarized groups [34]. But are these scale-free correlations universal

to groups of individuals with long-ranged visual and hydrodynamic interactions? If

so, how does dynamic reorganization within the group, including splitting and merging

event, affect the extent of spatial correlations? Importantly, how fast does information

travel within a polarized group?

Inspired by the analysis of information propagation in bird flocks [17], we consider

the behavior of our interacting swimmers during spontaneous collective turns. We find

that the information about the change in direction propagates linearly in time across

the group, at speeds much faster than the individual swimming speed. This is in sharp

contrast to the diffusive information propagation in symmetric, consensus-based mod-

els [35], and in the absence of behavioral inertia [17]. We show that symmetry is broken

due to the non-reciprocal nature of the interactions between individual swimmers [36,

37], much like in the game of telephone, where a player secretly shares a phrase

with the next person, who then passes it along to the next player and so on. In this

game, the interaction range is one, and the correlation length — representing how far

the phrase spreads before becoming distorted — goes well beyond one, but does not

scale with group size [38, 39]. Importantly, the message is transmitted from one per-

son to the next person who did not already have the information. This non-reciprocity

inherently breaks symmetry and ensures that the message travels ballistically in time

in one direction, as opposed to the diffusive propagation that occurs when each person

randomly chooses to transmit the information in either direction [17, 35], left or right,

irrespective of where it came from [40]. Surprisingly, when extending this analysis to

quantify the speed of information propagation during self-reorganization, we find that

3



merging of separate clusters speeds up the transfer of information within each cluster

by several folds, while splitting and fragmentation slows it down.

Results

Dynamic reorganization, fragmentation, dispersal and reassembly in large fish

schools. We numerically simulated the motion of a school of 50,000 fish coupled via

visual feedback rules and flow interactions in an unbounded planar domain (Fig. 1,

Suppl. Movie 1). Each swimmer followed behavioral rules, modulated by an asymmet-

rical visual field representing frontal-biased perception [2]. These rules were derived

empirically from shallow-water experiments, where each swimmer turned towards its

Voronoi neighbors, aligned its heading with the same neighbors, and experienced rota-

tional white noise [2, 3]. Additionally, each swimmer generated a dipolar flow field and

responded to the combined flow generated by all other swimmers [4, 5]. We normal-

ized the swimming speed U and intensity of rotational attraction by a proper choice of

characteristic time and length scales [4]. Accordingly, with U = 1, three dimensionless

parameters (In, Ia, If ) distinguished the behavior of individual swimmers representing,

respectively, the rotational noise, alignment, and hydrodynamic intensities (Methods).

By definition, the hydrodynamic intensity If introduces an additional dimensionless

length scale a =
√

If/U that reflects the swimmer’s bodylength. Here, we used pa-

rameter values (In, Ia, If ) that, in smaller groups of 100 fish, led to stable polarized

schooling [4, 5] (Fig. 2A). We optimized our computational algorithms in order to scale

our simulations to groups of the order of 104 swimmers (Methods). In the group of

50,000 fish, starting from random initial conditions, the fish self-organized into coher-

ent polarized structures that dynamically fragmented and reassembled, exhibiting large

density fluctuations (Fig. 1, Suppl. Movie 1), comparable to empirical observations of

large bird flocks [12] and fish schools [8, 14–16].
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More is different. We systematically varied the number of swimmers N . In Fig. 2A-C,

we report cohesive and highly polarized schools of 100 and 1000 swimmers and loss

of global cohesion in a school of 10,000 swimmers, where distinct polarized clusters

moved in different directions. Statistical results from sample simulations at N = 100,

1000, 10,000, and 50,000 are reported in Fig. 2D-G. The polarization order parameter

P = |
∑N

j=1 e
iθj |/N , where θj is the orientation of swimmer j, is consistently close to

1 for N = 100 and 1000, indicating high polarization at all time. For N= 10,000 and

50,000, P fluctuates violently, reflecting the reorganization and constant splitting and

merging in larger schools: a sharp decrease in P indicates a splitting event, while a

sharp increase indicates a merging event.

Considering the velocity ⟨v⟩ =
∑N

j=1 vj/N of the entire school, we found that, on

average, schools swam faster than the individual swimming speed U for N =100 and

1000, consistent with [4], but slower for N =10,000 and 50,000 because of the break-

up of these larger schools into subgroups that themselves swam faster but in random

directions. For example, in the snapshots in Fig. 2A-C, the school moved at an av-

erage speed of 1.20, 1.08, and 0.54 for N =100, 1000 and 10,000, respectively, that

is, at nearly two-fold slower than the individual speed U = 1 for N =10,000. The

highly-polarized clusters that formed within the larger schools could reach equally high

speeds as their free counterparts; for example, in Fig. 2C, while the overall speed of

the school was 0.54, the four clusters moved at speeds 1.14, 0.83, 0.86, 1.08, albeit

in different directions (Suppl. Movie 2). The time evolution of cos(∠⟨v⟩), where ∠⟨v⟩

represents the school’s overall orientation, shows more frequent changes in orienta-

tion at smaller N , whereas in the larger schools, frequent splitting and merging events

create subgroups that move in random directions, hindering the entire school from

turning together cohesively. Fig. 2F and G show the number of subgroups per school

identified by a density-based clustering algorithm (Methods, [41–43]) and the average

number of fish per cluster. The larger schools at N= 10,000 and 50,000 exhibited wider
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distributions, reminiscent of empirical observations [15], suggesting the existence of a

capacity of number of swimmers per polarized cluster that follows a distribution skewed

towards moderate values, with a heavy tail beyond which the cluster breaks up and re-

organizes. Because of the behavioral and statistical similarities between N= 10,000

and N = 50,000, and to save computational effort, hereafter we investigate the mech-

anisms responsible for this behavior in groups of up to 10,000 fish.

In Fig. 3A, we report the time-averaged values of the school polarization P as a

function of N . As we varied N from 100 to 10,000, up to N ≈ 1000, the swimmers

exhibited stable schooling, behaving mostly as an indivisible entity, with consistently

high polarization values P greater than 0.95. Beyond N = 1000, the school began to

fragment, forming locally polarized subgroups that dynamically rejoined and separated

again. This indicates the existence of a bifurcation depending on school size, past

which the dynamic reorganization within the school caused a decrease in the global

polarization order parameter and an increase in its variance (Fig. 3A). In the highly

polarized and cohesive regime, the school turned frequently and rarely fragmented,

but as N increased, the frequency of global turning events decreased while the fre-

quency of splitting and merging increased (Fig. 3B). The average density of the school

increased monotonically up to N ≈ 1000, while, locally, the average nearest neigh-

bor distance (NND) remained nearly unchanged and the average distance to Voronoi

neighbors (VND) decreased (Fig. 3C). That is, in the cohesive regime, the school be-

came denser with increasing N , not by getting uniformly closer to all neighbors, but

by getting closer to distant neighbors while maintaining the same distance to nearest

neighbors, consistently with experimental observations [7]. As N increased beyond the

cohesive regime, the average density and distance to nearest and Voronoi neighbors

(NND and VND) all exhibited large fluctuations, reflecting a transition to a new regime

of dynamic reorganization within the school.

Given this ranking, we sought to describe how much distance d the information
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travels in a time t. Given that the motion of the group is two-dimensional and that the

turn has a localized origin, the information propagates a distance di =
√
oi/ρ, where

ρ is the school density which remains nearly constant during the turn [17]. Plotting di

versus time (Fig. 5C), we found a clear linear regime at early and intermediate times,

implying that, following the first-rank fish, the distance traveled by the information grows

linearly with time d(t) = ct, where c is the speed of propagation of information; its value

is about 20 times that of the self-propelled speed U of individual swimmers in our model.

We repeated this analysis for various turning instances in schools ranging in size from

100 to 2000 swimmers (Fig. S5). The information transfer speed fluctuated with the

number of swimmers but remained consistently an order of magnitude larger than that

of the individual swimming speed (Fig.6A).

The linear and fast propagation of information within the school is a key factor in

preserving school cohesion during turning. What is the mechanism responsible for

this phenomenon? Theoretical models based on local alignment with neighboring in-

dividuals, such as the Vicsek model [35], lead to diffusive information propagation,

with speeds that scale sublinearly with
√
t [17]. The discrepancy between the diffusive

model predictions and the linear information travel speeds obtained in empirical data

of flocks of birds was attributed to the presence of inertia and associated conserva-

tion law [17]. However, our results are based on a kinematic model (1) that ignores

inertia of individual swimmers; thus, accounting for inertia is not necessary for the in-

formation to travel linearly in time. The crucial factor in our model is the non-reciprocal

visual interactions between individuals. Indeed, we derived a continuum partial differ-

ential equation governing the phase φ, where φi = θi − ⟨θ⟩ is the perturbation from the

school average heading direction ⟨θ⟩ = ∠v (Methods). We found that due to the non-

reciprocity induced by visual interactions, information propagates linearly from the front

to the back of the school at speed c ∝ Iaα, where α is a characteristic, average dis-

tance to neighbors. We disregarded noise in deriving this scaling law, assuming that
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the alignment intensity is dominant. To test this prediction in simulations with noise,

we systematically varied both the alignment and noise intensities and calculated the

resulting polarization P in cohesive groups (Fig. S8). We found that P satisfies the

relation P = 1 − In/Ia derived in [17] using the spin-wave approximation. We also

calculated the information transfer speed c during turning (Fig. 6B) as a function of

Ia/In and found that, indeed, c scales linearly with Ia/In, demonstrating consistency

between our simulations and the scaling law derived from the alignment model. Our

findings complement those of [17], showing that non-reciprocal visual interactions lead

to information transfer speeds that scale linearly with time, without the need to invoke

inertia. Yet, our results differ from [17] in two ways: c scales linearly with alignment

intensity Ia, in contrast to the sublinear scaling c ∝
√
Ia in [17]. Importantly, our the-

ory predicts an anisotropy in the information transfer speed, with information traveling

faster in the longitudinal direction of the school, while in [17], the information transfer

speed is isotropic. Assessment of the relative effects of inertia versus non-reciprocal

visual interactions on the transfer of information in natural animal groups would require

integrating models with empirical data [44].

Fragmentation slows down information propagation and merging speeds it up.

We next examined splitting events during school self-reorganization. In Fig. 5D, we

show trajectories of the splitting event pointed out earlier (Figs. 2D, 4E), where the

school of 10, 000 swimmers, starting from a polarized state, splits into three subgroups

(labeled in red, blue, and green), with each subgroup turning in a different direction. We

analyzed each subgroup, computing the turning sequence of each swimmer within their

subgroup (Figs. 5D, S4D-F) and calculated the information travel speed within each

subgroup (Fig. 5F). The different subgroups have nearly the same information transfer

speed, about three fold the self-propelled velocity, which is much slower compared

to free turning (Fig. 5F, 6A). This is perhaps not surprising given the loss of spatial

correlation with fragmentation (Fig. 4F,G). The change in information transfer speed
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can also be attributed to the presence of an attraction term. While attraction to the

neighboring group is beneficial during merging, it is detrimental to information transfer

during splitting (Method).

Lastly, we examined information transfer during merging events. In Fig. 5G, we

show trajectories of a merging event in the simulation of 10,000 swimmers, where two

subgroups (labeled in red and blue), starting from polarized states in different direc-

tions, turn and merge into a single subgroup. During merging, swimmers from different

subgroups do not mix; the two subgroups turn individually, move closer and reach con-

sensus on a joint moving direction. Again, we analyzed each subgroup, computing

the turning sequence of each swimmer relative to its own subgroup, and calculated

the information travel speed within each subgroup (Figs. 5E,F, S4G-I). Interestingly, the

information transfer speed increases, reaching up to 40 fold that of the self-propelled

speed, much faster than information propagation in free turning and during fragmen-

tation. To further probe the robustness of these results, we analyzed multiple merging

events in clusters of different sizes ranging from 1000 to 3000 (Fig. S6). We found that

the information transfer speed is consistently higher during merging, indicating that

continuous information input from neighboring clusters increases the speed of infor-

mation propagation (Fig. 6).

Flow interactions enhance information travel speeds. We next explored the effect

of flow interactions on information travel speed. In Fig. 6C, we fixed the alignment and

noise intensities and systematically varied the hydrodynamic intensity If from 10−4

to 0.05. Results are shown in Fig. 6C on a semi-log scale. At small hydrodynamic

intensity, the school stays cohesive and the information transfer speed follows closely

that predicted by the vision-based alignment model c ∝ Iaα, where α is taken to be

equal to the average VND. However, as If increases, the information speed diverges

from this model prediction.

To help explain the effect of hydrodynamic interactions on information propagation,
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we considered how a perturbation in phase φi propagates via the fluid medium only

(Methods). In the continuum limit, we found that, as in the alignment model, hydro-

dynamic interactions alone cause information to travel from the front to the back of

the school with speed c ∝ If/α
2. However, this flow-based scaling does not correctly

predict the information travel speed of the school, because of the non-trivial interplay

between vision and hydrodynamic interactions. Indeed, hydrodynamics affects the av-

erage distance to Voronoi neighbors (Fig. 2F), which in turn affects the information

travel speed due to alignment. If hydrodynamic coupling between swimmers had no

direct effect on information propagation other than through its effect on the average

VND, we would expect the information travel speed normalized by the average VND to

be independent of If ; rather, it increases linearly with If (Fig. 6D), indicating that hydro-

dynamic interactions, coupled to vision-based alignment, enhance information transfer

speeds.

Discussion

We explored information propagation in mathematical models of massive schools of

fish, consisting of up to 50,000 individuals. We showed that (1) as the school size

increases, flow interactions destabilize global polarization, creating locally polarized

clusters that dynamically self-organize, fragment and reassemble, akin to empirical ob-

servations in natural fish schools [15]; (2) while correlations in velocity fluctuations in

cohesive and polarized clusters are scale-free, splitting events are preceded by a de-

crease in correlation length; (3) information propagates linearly in time within cohesive

groups, at speeds exceeding 20 times that of the swimming speed of the individual,

thanks to the non-reciprocal nature of visual interactions between individuals, with in-

ertia playing no part in this ballistic information transfer speed; (4) the speed of infor-

mation propagation is robust to group size but varies with self-organization: merging
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of separate clusters increases the speed of information transfer within each cluster,

while fragmentation decreases it; and (5) flow interactions enhance the information

propagation speed.

Our findings have important implications on size regulation [45, 46] and behavioral

adaptations [47] in living animal groups. Our model predicts that larger and faster-

moving swimmers that generate stronger dipolar flows fragment with increasing num-

ber of swimmers, and smaller-sized swimmers can school cohesively in bigger num-

bers; Indeed, several of the natural species of fish that form massive schools, such as

sardines, herring, and anchovies, have relatively small bodylength, not exceeding 30

cm, and typical swimming speeds of 1 to 2 bodylength per second. The prospect that

flow physics may have played a role in the evolution and regulation of group size is an

exciting direction for future work [8].

Another key area to explore in future work is the role of flow interactions in modu-

lating the spatial dispersal of fish species [48]. In our model, flow interactions cause

large schools to disperse in random directions, akin to a ‘divide and concur’ strategy,

where the group splits up and explores different regions of the space independently

before regrouping. Our results are consistent with observations in pelagic fish schools

that fragment and rejoin, with many species of fish exhibiting spatial distributions that

are skewed toward small sizes with a long tail toward large sizes [15]. Here, we went

beyond reporting the fragmentation-rejoining process to proposing a flow-based mech-

anism that drives, or at least contributes, to this important behavior in natural fish

schools. Understanding the factors that influence spatial dispersal patterns is important

because these patterns, in turn, influence numerous processes that are fundamental

for the survival of population, such as mate-finding [49–52], disease transmission [53,

54], foraging and prey-detection [20, 55–58], and predator avoidance [59–61].

In natural animal groups preyed upon by faster-moving predators [16], the speed

of information propagation within the group is critical to ensure a swift response to
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predatory threat. Our result that school fragmentation – a strategy thought to confuse

predators [62, 63] – comes at the cost of decreasing information propagation speed

within the group, suggests an evolutionary trade-off between maximizing information

propagation within the group and creating confusion for the predator. It also suggests

that fragmenting the school could be an effective predation strategy that weakens the

perception range of the prey, especially in collective predation [64, 65].
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Figure 1: Emergent behavior in a school of 50,000 fish. An individual swimmer A. creates a
dipolar flow disturbance, with dipole intensity proportional to its speed and cross-sectional area, and
B. responds by turning towards and aligning with its first-level Voronoi neighbors, highlighted in grey
in this sample Voronoi tesselation. The individual response is mediated by an asymmetric visual field
with frontal bias. C. School organizes into coherent polarized clusters that dynamically split and merge,
exhibiting large density fluctuations, as shown here in a massive merging event involving about 20%
of the fish. In all simulations, total integration time: T = 1000. Parameter values: Ia = 9, In = 0.5,
If = 0.01, and N = 50,000. Suppl. Movie 1.

13



1

0

.5

3

0

1.5

1

-1

0 .5

0

p
ro

b
a

b
ili

ty
 d

e
n

s
it
y
 f
u

n
c
ti
o

n
, 
p

.d
.f
.

1

1

0

.5

S
c
h

o
o

l 
p

o
la

ri
z
a

ti
o

n
, 
P 1

-1

0

10 150 5

.5

0

1

Number of clusters

3

0

1.5

Fish per cluster

D E F G

100a

N = 10,000A

1

0

.5

1

-1

0

1

0

.5

100 2 4 6 8

Time

1

-1

0

Time

100 2 4 6 8

3

0

1.5.25

0

.5

3

0

1.5.25

0

.5

10a 50a

N = 100 N = 1000
B C

102 103 104101

S
c
h

o
o

l 
o

ri
e

n
ta

ti
o

n
, turning

event

splitting

event

merging

event

p
ro

b
a

b
ili

ty
 d

e
n

s
it
y
 f
u

n
c
ti
o

n
, 
p

.d
.f
.

in
c
re

a
s
in

g
  
N

Figure 2: More is different: self-organized behavior depends on group size. Snapshots of three
schools of A. 100, B. 1000, and C. 10,000 fish. For N=100 and 1000, the school is globally polarized
and remains coherent in time, while for N = 10,000, the school continuously reorganizes, dynamically
splitting and merging. Blue arrows indicate the school’s average velocity, and green arrows indicate the
average velocity of each cluster. Time evolution of D. school polarization P and E. average orientation
cos∠⟨v⟩. Distributions of F. number of clusters and G. number of fish per cluster shown in log scale.
Parameter values: Ia = 9, In = 0.5, If = 0.01. In D-G, from top to bottom, N = 100 1000, 10,000, and
50,000. See Suppl. Movies 1 & 2.

14



1

0

.5

S
c
h

o
o

l 
P

o
la

ri
z
a

ti
o

n
, 
P

.25

.75

1.25
C

Number of fish, N

A B

D
is

ta
n

c
e

F
re

q
u

e
n

c
y

10-4

10-3

turning

reorganization

Number of fish, NNumber of fish, N

102 103 104

1

.5 1

3

2

VND

density

NND

S
c
h

o
o

l 
d

e
n

s
it
y
 

1

.5

0
102 103 104 102 103 104

0

F

p/p
max

0

1

0

.5

-.5

1

0

.5

10-4 10-3 10-2

D

N = 100 N = 1000

Hydrodynamic intensity, I
f

10-1 100 10-4 10-3 10-2 10-1 100

N = 10,000

10-4 10-3 10-2 10-1 100

S
c
h

o
o

l 
P

o
la

ri
z
a

ti
o

n
, 
P

0 .5-.5

1

0

.5

S
c
h

o
o

l 
p

o
la

ri
z
a

ti
o

n
, 
P

Noise intensity, I
n

10 .5

E

0 .5-.5

P=0.95

10-4 10-3 10-2 10-1 100

104

103

102

N
u

m
b

e
r 

o
f 
fi
s
h

, 
N

0

10

20

30

40

50

G

Hydrodynamic intensity, I
f

0

.5

-.5

N

cohesion

reorganization

Nearest

Neighbor

Location

Front

Back

Left Right

N = 100 N = 10,000

I
f 
= 0.01

U/a 10a

10a

10a

0.01a-2

I
f 
= 0.01

I
f 
= 0

Figure 3: School cohesiveness depends on the hydrodynamic intensity of individual swimmers.
A. time-averaged polarization P versus school size N indicates a transition from a highly-polarized
cohesive regime to a regime of constant dynamic organization beyond a critical group size; shaded area
indicates standard deviation of P within time series; P is averaged over the last 80% of the simulation
time, discounting the initial 20% to eliminate transient effects. B. Dominant frequency of dP/dt and
cos∠⟨v⟩ versus school size show an increasing frequency of splitting and merging, reflected by sharper
changes in dP/dt, with increasing N , C. average nearest neighbor distance (NND), average distance
to Voronoi neighbors (VND), and average density. In A-C, hydrodynamic intensity is set to If = 0.01;
corresponding plots without hydrodynamic interactions (If = 0) are shown in Fig. S1. Time-averaged
polar order parameter P and standard deviation as a function of D. hydrodynamic intensity If and E.
noise intensity In for schools of size N =100, N =1000, and N =10,000. F. Heatmap of nearest
neighbors for N = 100, and N = 10, 000. Top row: with hydrodynamic interaction If = 0.01; bottom row:
without hydrodynamic interactions If = 0. G. Instead of P , we plot 1/(1− P ) to enhance the contrast
of the colormap over the space of hydrodynamic intensity If and number of swimmer N . Results show
loss of cohesion with increasing N and If . Parameter values: Ia = 9, In = 0.5.

15



A C

C
o

rr
e

la
ti
o

n
 f
u

n
c
ti
o

n
 C

(r
)

Distance, r

0 164 8 12
-1

1

0

ξ

C
o

rr
e

la
ti
o

n
 l
e

n
g

th
, 
ξ

1

0

3

2

5

4

5 10

N
1000

500

0

velocity

fluctuations

C
o

rr
e

la
ti
o

n
 l
e

n
g

th
, 
ξ

0

60

30

0 80

Cluster size, L

p.d.f

9

6

3

0
40 120

S

SSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSS
3333333

G

School size, L

DB

MMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMM

50a

1

0

.5P

-20

Time

0 20

ξ/L

0

.5

.25

splittingE F

ξ/L

250a

time

-40

Figure 4: Scale-free correlations in velocity fluctuations are compromised during school reor-
ganization and fragmentation. A. A snapshot of a stable and cohesive school of N = 1000 swimmers
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tween pairs swimmers as a function of their mutual distance r. D. The correlation length ξ is linear
in school size L = max∥xi − xj∥, with ξ ≈ 0.37L − 0.84, and coefficient of determination R2 = 0.83,
for all alignment and noise intensities in the cohesive and polarized regime; here, (Ia, In) are given by
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Methods

A. Mathematical model of individual swimmers

We consider a system of N fish, where each fish is represented as a self-propelled particle moving at a

constant speed U (m·s−1) relative to the flow velocity. A fish creates a flow disturbance represented by its

far-field potential dipole [24, 66] and follows behavioral laws derived from shallow water experiments [2–

5]. Accordingly, each fish interacts with the local flow generated by all other fish and reorients its heading

direction to both get closer and align with its Voronoi neighbors [4, 5]. Consider that fish i is located at

xi ≡ (xi, yi) in an inertial (x, y)-frame, with velocity vi = ẋi, where (̇) represents derivative with respect

to time t, and has a heading direction pi ≡ (cos θi, sin θi) expressed in terms of a heading angle θi

measured from the x-axis. We write the equations of motion of fish i directly in non-dimensional form,

using the length scale
√
U/kp and timescale 1/

√
Ukp, where kp (m−1·s−1) is the intensity with which a

fish reorients to get closer to its neighbors [4],

ẋi = Upi +Ui, dθi = ⟨rij sin θij + Ia sinϕij⟩dt+Ωidt+ IndWt. (1)

Here, speed is normalized to U = 1. The non-dimensional noise intensity In scales a standard Wiener

process W (t) modeling the fish “free will" [67]. The term ⟨◦⟩ represents the fish reorientation in response

to visual feedback: it means that fish i only “sees" its Voronoi neighbors Vi, with attraction intensity

normalized to one and non-dimensional alignment intensity Ia, both averaged with weight 1 + cos θij

modeling continuously a rear blind angle [3],

⟨◦⟩ =
∑
j∈Vi

◦ (1 + cos θij) /
∑
j∈Vi

(1 + cos θij) . (2)
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The intermediate variables rij = ∥xi − xj∥, θij = (∠(xj − xi)− θi), and ϕij = θj − θi represent, respec-

tively, the relative distance, viewing angle, and difference in heading angle between fish i and j. The

vector Ui represents the flow velocity generated by all other swimmers at the location of swimmer i and

Ωi denotes the angular velocity

Ui =

N∑
j=1,j ̸=i

If
π

p⊥
j sin 2θji + pj cos 2θji

r2ij
, Ωi = pi ·

dUi

dx
|xi

· p⊥
i , (3)

where If = π(a/2)2U is the strength of fish-induced dipolar flow field, with a indicating the fish bodylength

and p⊥ is a unit vector orthogonal to p [66]. If = 0.01 gives a = 0.11 in dimensionless form. Eqs. (1)– (3)

form a closed set of 3N differential equations governing the 3N unknowns (xi, yi, θi), where i = 1, . . . , N .

These equations depend solely on three non-dimensional parameters, In, Ia, and If representing the

noise, alignment, and hydrodynamic intensities.

B. Computational method

To numerically solve the system of equations (1) for a large number of fish N , one needs a computa-

tionally efficient approach to handle the all-to-all hydrodynamic interactions and Voronoi tessellation at

each time step. The computational complexity due to the hydrodynamic interactions in Eq. 3 scales with

O(N2). To handle these interactions, we optimized and paralleled the code responsible for computing

the direct sum in Eq. 3 using a just-in-time compiler called Numba [68]. Numba compiles, optimizes,

and parallelizes the Python code to approach the computational performance of C or Fortran. Note that

fast multipole methods (FMM) reduce the computational complexity of the hydrodynamic interactions

from O(N2) to nearly O(N) [69, 70], but FMM algorithms do not have a significant advantage over di-

rect sum in systems of the order of 104 agents [70], hence our choice to directly optimize the O(N2)

sum in (3). For the Voronoi tessellation in two dimensions (2D), efficient algorithms exist for reducing

this task to O(N logN) [71]. We utilized the function Delaunay in Scipy [72]. We implemented these

approaches in evaluating the right-hand sides of Eq. (1) at each time step dt, discretized the noise term

using dWt = N (0, 1)
√
dt, and used an explicit Euler–Maruyama method to integrate (1) forward in time

at a timestep size dt = 10−2 [73]. We run our algorithm on an Exxact Valence Workstation with a 56-core

Intel Xeon W9-3495X CPU. With this software and hardware setup, a timestep takes about 1 second for

10, 000 agents, with hydrodynamic interactions and Voronoi tessellation taking about half of the compu-

tational time each. Integrating the motion of 10, 000 agents over a time interval T = 1000 took about a

day; integrating the motion of 50, 000 swimmers for the same time interval took about three weeks.
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C. Statistical and data-driven analysis

Polar order parameter. To quantify the degree of polarization within each group or subgroup of

swimmers, we calculated the polar order parameter P = ∥
∑N

j=1 pj∥/N ∈ [0, 1], where P = 1 when all

swimmers are heading in the same direction; it is nearly zero for randomly oriented swimmers.

Identifying splitting and merging events Fish remained cohesive in relatively small groups,

but in large schools, we observed dynamic splitting and merging where the large school got divided into

subgroups, each moving in a different direction that seemed to randomly rejoin and divide again for the

entire simulation time. To identify these splitting and merging events, we examined the time evolution

of the polar order parameter: P rapidly decreased or increased when a splitting or emerging event

occurred. To determine the time scale at which these events took place, we calculated the dominant

frequency of dP/dt using Fast Fourier transformation (FFT). In the absence of splitting and merging

events, such as at small number of fish, the FFT is characterized by high frequencies due to individual-

level noise. We discarded these frequencies (equivalent to a low-pass filter) to identify the frequencies

at which the splitting and merging events occurred in large schools. We discard all frequencies larger

than 0.5. The inverse of this dominant frequency defines the time scale of splitting and merging.

Clustering algorithm. To identify the number of distinct subgroups in large groups of swimmers

as a function of time, we used a numerical approach based on clustering methods [74]. Because in

this active system, the individual clusters have versatile and time-varying shapes, we needed a com-

putational approach that could handle arbitrarily shaped clusters. Classic clustering methods based

on expectation–maximization algorithms [75], such as K-means [76] or Mixture Models [77], suffer in

identifying intertwined clusters with time-varying shapes. Here, we used density-based methods that

are designed to separate low- and high-density regimes in the domain and identify complex-shaped

clusters [41–43, 78, 79]; particularly, we used the Hierarchical Density-Based Spatial Clustering of Ap-

plications with Noise (HDBSCAN) algorithm [41–43], implemented in the scikit-learn package [80], which

has been successfully applied to identify clusters in simulations of the Vicsek model [74].

Spatial correlation in velocity fluctuations. The degree of polarization P provides little

insights into the collective response in a school [12, 81]. To understand the collective response, we

examined how fluctuations in each swimmer’s velocity correlate with those of others. For swimmer i,

we defined the fluctuation δvi around the group’s mean velocity as δvi = vi − ⟨v⟩N , where ⟨v⟩N =∑N
j=1 vj/N . By construction,

∑N
i=1 δvi = 0, which simply indicates no net motion in the center of mass
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reference frame of the school. We defined the spatial correlation function C(r) of fluctuations, which

measures the average inner product of velocity fluctuations of swimmers at a distance r from each

other,

C(r) =
1

Co

∑
i

∑
j(δvi · δvj)δ(r − rij)∑
i

∑
j δ(r − rij)

. (4)

Here, the Dirac-delta function δ(r − rij), where rij = ∥rij∥ and rij = xi − xj , selects pairs of swimmers

at mutual distance r, and Co is a normalization factor such that C(r = 0) = 1.

Time delays during turning and information propagation within the group. When

a cohesive polarized group of swimmers performed a collective turn, to define the turn, we examined

the time evolution of the curvature κi =
∥vi × v̇i∥
∥vi∥3

of the trajectory traced by swimmer i, where v̇i is the

swimmer’s acceleration. In 2D, the curvature can be calculated directly in terms of the time derivatives

of the coordinates (xi, yi), namely, ki(t) =
ẋiÿi − ẏiẍi

(ẋ2
i + ẏ2i )

3/2
. The time-evolution of the curvature κi(t) of a

swimmer i undergoing a turn exhibits a maximum at the time of the turn. Inspired by [17, 82], and given

two swimmers i and j, we defined the mutual turning delay τij as the time required to shift the full curve

of κj(t) to maximally overlap it with κi(t)

τij = argmax
τ

ki(t)kj(t− τ). (5)

Here, τij < 0 means fish i turns ahead of fish j and vice versa. In the absence of noise, time ordering

requires that τij = τik + τkj , for each triplet i, j, k. For example, if i turns 10 time units before k, and

k turns 5 time units before j, then i turns 15 time units before j. Because we are dealing with a noisy

system, this equality may not be strictly satisfied, but τij is equal to τik + τkj on average.

We next ranked the group of fish undergoing a turn based on their time of maximal curvature. For

each fish i, we calculated how many other fish it has turned ahead of [17, 83]. The order of this number

– the number of other fish a fish precedes in turning – defines a rank for the fish; the first-ranked fish

is ahead of the largest number of fish and its turning time is used to set the time t1 of the onset of the

turning event. In a perfect system, with no noise, the turning time ti of a lagging fish i can be calculated

directly relative to the turning time of the first-ranked fish 1, ti = t1 + τi1. However, because the system

is noisy, this method of calculating ti introduces small statistical errors. To minimize these errors, we

define ti using the mutual delay τij with respect to all swimmers j ranked higher than i,

ti =
1

ranki − 1

∑
rankj<ranki

(ti + τij), i > 1 (6)
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D. Coarse-grained analysis of information propagation

Alignment model. Starting from the microscopic equation describing the time evolution of swim-

mer’s heading

θ̇i = Ia

∑
j∈Ni

sinϕij(1 + γ cos θij)∑
j∈Ni

(1 + γ cos θij)
, (7)

where γ ∈ [0, 1] is a parameter that controls the strength of vision-based bias, or non-reciprocity, toward

neighbors in front: γ = 1 is used in (1) while γ = 0 means no visual bias. We derive a continuum

equation under the following conditions. Firstly, we consider a highly polarized school, which means

that the orientation of each swimmer within the school can be decomposed into the average heading

direction of the school ⟨θ⟩ and a small fluctuation φi of individual swimmers i about the average heading

θ, namely θi = ⟨θ⟩ + φi. Without loss of generality, we assume the ⟨θ⟩ = 0, which aligns the positive

x-direction with the moving direction of the group. Based on this assumption, sinϕij = sin(θj − θi) =

sin(φj − φi) ≈ φj − φi, and cos θij = cos(arctan
yj−yi

xj−xi
− θi) = cos(arctan

yj−yi

xj−xi
− φi). Substitute these

relationships into (1), we get

∂φi

∂t
=

Ia
N

∑
j∈Ni

(φj − φi)

[
1 + γ cos(arctan

yj − yi
xj − xi

− φi)

]
, (8)

Secondly, we assume that the swimmers are located on a 2d lattice of mesh size α, and mesh orientation

aligned with the swimming direction. We aim to coarse-grain the discrete equations (1) over a coarse-

graining box containing a focal swimmer and four immediate neighbors, such that a swimmer i responds

to its direct front, left, back, and right neighbors, indexed by i1, i2, i3, i4. Their locations with respect to

particle i can be written as xi1−xi = (α, 0), xi2−xi = (0, α), xi3−xi = (−α, 0), and xi4−xi = (0,−α).

Plug it into (8) and reorganize to arrive at

∂φi

∂t
=

α2Ia
4

(
φi1 + φi3 − 2φi

α2
+

φi2 + φi4 − 2φi

α2

)
+

γαIa
2

(
cosφi

φi1 − φi3

2α
+ sinφi

φi2 − φi4

2α

)
(9)

The finite difference can be approximated by first-order and second-order derivatives, such that at small

φ where cosφ ∼ 1, sinφ ∼ φ, we arrive at

∂φ

∂t
=

α2Ia
4

∆φ+
γαIa
2

(
∂φ

∂x
+ φ

∂φ

∂y

)
(10)

The equation governing ϕ has an anisotropic advection term, where ϕ is advected linearly in the longitu-

dinal direction x and non-linearly, albeit at much smaller speed (considering that φ ≪ 1) in the transverse

31



direction. Ignoring the nonlinear term, we get

∂φ

∂t
=

α2Ia
4

∆φ+
γαIa
2

∂φ

∂x
. (11)

The diffusion term scales with α2Ia, while the advection term scales with αIa, implying that in dense

schools, linear advection is dominant. Ignoring diffusion and considering an initial perturbation in the

longitudinal x-direction of form φ0(x, y) = A sin(kxx), the perturbation propagates from front to back at

a speed c = γαIa/2,

φ(t, x, y) = A sin(kx(x+ ct)). (12)

Hydrodynamic interaction model. Considering the group is heading in the same direction

and ignoring noise and all vision-based interactions in (1), a small perturbation in φi about the heading

direction propagates via hydrodynamic interactions only following the simpler equation

∂φi

∂t
= pi ·

dUi

dx
|xi · p⊥

i . (13)

Here, to simply the analysis, we consider the swimmers to form an infinite one-dimensional lattice with

equally-spaced potential dipoles of mesh size α, such that the flow field at location i is given by [23],

Ui =

∞∑
j=−∞,j ̸=i

If
π

p⊥
j sin 2θji + pj cos 2θji

r2ij
(14)

Considering perturbations of wavenumber k and associated wavelength 2π/k = (K−1)α, where K is the

perturbed number of swimmers, we employ the analytical expression derived in [23], which transforms

the infinite summation in (14) to a finite summation. Substituting back into (13), we get

∂φi

∂t
=

−2π2If
K3α3

K∑
j=1,j ̸=i

cos [π(i− j)/K]

sin3 [π(i− j)/K]
sin(φj − 2φi) (15)

Linearizing using sin(φj − 2φi) ≈ φj − 2φi, and approximating the finite difference by first-order deriva-

tives, we arrive at
∂φ

∂t
=

2Ifk

πα

∂φ

∂x

∫ π/2

α

x cosx

sin3 x
dx, (16)

where the integral is a constant depends only on wave number k. This shows that perturbations propa-

gate linearly while getting amplified by hydrodynamic interactions.
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Figure S1: Polarized schools do not split in the absence of hydrodynamic interactions. A.
Average polar order parameter P is nearly unchanged with increasing number of swimmers N when
If = 0. B. density increases monotonically with increasing number of swimmers. C. average nearest
neighbor and D. average distance to Voronoi neighbors are nearly unchanged with increasing number of
swimmers, albeit with larger fluctuations in the latter. E. average distance to second shell Voronoi neigh-
bors decreases with increasing number of swimmers. Snapshots of F. the school composed of 10, 000
swimmers and G. corresponding velocity fluctuations in the absence of hydrodynamic interactions. H.
Correlation function plotted as a function of distance for the snapshots in F. andG.. I. Correlation length
ξ is a linear function of school size L. The slope of the fitting line is 0.30. The slope is close to the slope
we got with hydro (Fig. 4D) and in [12]. In all simulations, total integration time is T = 1000.
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∑
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Table S1: Summary of the dataset generated numerically. We performed and
analyzed 631 distinct simulations at various parameter values and school sizes, each
for a total integration time T = 1000.

Ia In If N ∆N #MC # P

9 0.5 0.01 100 - 5 5 0.96
9 0.5 0.01 1000 - 5 5 0.79
9 0.5 0.01 10,000 - 5 5 0.69
9 0.5 0.01 50,000 - 1 1 0.81

9 0.5 0.01 110-540 10 1 44 0.87-0.96
9 0.5 0.01 550-900 50 1 7 0.78-0.89
9 0.5 0.01 1,500 - 1 1 0.78
9 0.5 0.01 1,600 - 1 1 0.68
9 0.5 0.01 2,000 - 5 5 0.83
9 0.5 0.01 2,500 - 1 1 0.76
9 0.5 0.01 3,000 - 7 7 0.73
9 0.5 0.01 3,600 - 1 1 0.74
9 0.5 0.01 4,900 - 1 1 0.80
9 0.5 0.01 5,000 - 7 7 0.67
9 0.5 0.01 6,400 - 1 1 0.59
9 0.5 0.01 7,500 - 6 6 0.77
9 0.5 0.01 8,100 - 1 1 0.73

9 0.5 10−4 – 5 100, 200, 500, 1000 - 5 375 0.67-0.98
9 0.5 10−4 – 5 1500, 2000, 2500, 3000 - 1 60 0.66-0.98
9 0.5 10−4 – 5 10,000 - 1 15 0.26-0.95

9 0.5 0 100, 1000, 10,000 - 10 30 0.96-0.99

5 0.5 0.01 100-1000 100 1 10 0.83-0.92
5 0.5 0.01 5000 - 1 1
7 0.5 0.01 100-1000 100 1 10 0.87-0.95
9 0.7 0.01 100-1000 100 1 10 0.80-0.94
9 0.3 0.01 100-1000 100 1 10 0.9-0.97
9 0.3 0.01 5000 - 1 1

9 0.0 0.01 100, 1000, 10,000 - 1 3 0.92-0.98
9 0.75 0.01 100, 1000, 10,000 - 1 3 0.73-0.87
9 1.0 0.01 100, 1000, 10,000 - 1 3 0.63-0.70
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Figure S4: Analysis of turning, splitting, and merging events. A. Absolute turning time plotted
as a colormap over the fish school at the onset of turning. B. Polar order parameter P , school size L,
and correlation length ξ, ξ/L versus time. C. Sample curvature versus time for first-rank, middle-rank,
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plotted as a colormap over the fish school prior to splitting. E. Polar order parameter, school size, and
correlation length for each subgroup versus time. F. Sample curvature from each subgroup versus time.
(D-F correspond to the splitting event in Fig. 5D). G. Absolute turning time plotted as a colormap over
the fish school prior to merging. H. Polar order parameter, school size and correlation length for each
subgroup. I. Sample curvature from each subgroup versus time. (G-I correspond to the merging event
in Fig. 5G).
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Figure S5: Analysis of additional turning events. A. Turning trajectories of a school containing
100 fish and B. corresponding rank of fish by the order o at which they reach maximal curvature and
C. information travel distance defined as

√
o/density versus absolute turning time delay. The informa-

tion transfer speed is 11.4 times the individual swimming speed U . D. Turning trajectories of a school
containing 500 fish and E. corresponding rank of fish by the order o at which they reach maximal curva-
ture and F. information travel distance defined as

√
o/density versus absolute turning time delay. The

information transfer speed is 12.7 times the individual swimming speed U . G. Turning trajectories of a
school containing 2000 fish and H. corresponding rank of fish by the order o at which they reach maximal
curvature and I. information travel distance defined as

√
o/density versus absolute turning time delay.

The information transfer speed is 18.2 times the individual swimming speed U .
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Figure S6: Analysis of additional merging events. A. Turning trajectories of a school containing
1000 fish and B. corresponding rank of fish by the order o at which they reach maximal curvature and C.
information travel distance defined as

√
o/density versus absolute turning time delay. The information

transfer speeds of both clusters are 28.7 times the individual swimming speed U . D. Turning trajectories
of a school containing 3000 fish and E. corresponding rank of fish by the order o at which they reach
maximal curvature and F. information travel distance defined as

√
o/density versus absolute turning time

delay. The information transfer speeds of both clusters are 26.0 and 37.8 times the individual swimming
speeds U for the red and blue subgroups, respectively.
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Figure S7: Analysis of additional splitting events. A. Turning trajectories of a school containing
1000 fish and B. corresponding rank of fish by the order o at which they reach maximal curvature and C.
information travel distance defined as

√
o/density versus absolute turning time delay. The information

transfer speeds of both clusters are 3.0 times the individual swimming speed U . D. Turning trajectories
of a school containing 2000 fish and E. corresponding rank of fish by the order o at which they reach
maximal curvature and F. information travel distance defined as

√
o/density versus absolute turning time

delay. The information transfer speeds of both clusters are 3.4 times the individual swimming speed U .
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Figure S8: Scaling with alignment, noise and hydrodynamic intensities. A. Polar order parameter
1/(1 − P ) plotted as a function of alignment intensity Ia. Noise intensity is kept at fixed value In = 0.5.
The fitting curve is 1/(1 − P ) = 3.11Ia + −1.61 with R2 = 0.98. B. Polar order parameter 1/(1 − P )
plotted versus the inverse of noise intensity 1/In. The fitting curve is 1/(1 − P ) = 9.99/In + 5.49 with
R2 = 0.98. Alignment intensity is kept at fixed value Ia = 9. C. Polar order parameter 1/(1− P ) plotted
as a function of ratio between alignment intensity and noise intensity Ia/In including all simulations
from panels A and B. The fitting curve is 1/(1 − P ) = 1.23Ia/In + 3.23 with R2 = 0.964. D. Average
distance to Voronoi neighbors as a function of Ia/In. In A-D, hydrodynamic If = 0.01, N =100 to
10,000, (Ia, In) = (9, 0.5), (9, 0.3), (9, 0.7), (5, 0.5), (7, 0.5). E. Average distance to Voronoi neighbors
as a function of hydrodynamic intensity If . Parameter values: Ia = 9, In = 0.5. In all panels, five Monte
Carlo simulations are performed for each parameter set, each for a total integration time of T = 1000.
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