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use. Here we discuss “what next” in COVID-19 prediction. https://bit.ly/2SMtoLV
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Healthcare systems worldwide have observed significant changes to meet demands due to the coronavirus
disease 2019 (COVID-19) pandemic. The uncertainty surrounding optimal treatment, the rapid public
health urgency and clinical emergencies have caused a chaotic disruption of the cases and their related
contacts at inpatient and outpatient settings. Developing more tailored healthcare plans based on the
currently available scientific evidence, could help improve clinical efficacy, treatment outcomes, prognosis,
and health efficiency.

Development and implementation of risk prediction models to aid risk stratification and resource
allocation could improve the current scenario. Clinical prediction models (CPMs) aim to predict an
individual’s expected outcome value, or an individual’s risk of an outcome being present (diagnostic) or
happening in the future (prognostic), based on sets of identified predictor variables [1, 2]. A plethora of
such models was described during the first wave of the COVID-19 epidemic: a recent “living” systematic
review identified (at the time of writing) 145 CPMs focused on COVID-19 patients [3].

Unfortunately, many of the existing COVID-19 CPMs have been identified to be at high risk of bias due to
poor reporting, over-estimation of predictive performance, and lack of external validation [3]. External
validation, which is an important aspect during the development process of any CPM, can independently
evaluate the model focusing on data independent to those data used to derive the model [1, 2]. Crucially,
this step assesses the generalisability/transportability of the CPM into new populations before they are
recommended for widespread clinical implementation.

To address this gap in the current literature, GUPTA et al. [4], in this issue of the European Respiratory
Journal, aimed to externally validate 22 of the CPMs identified in the above-mentioned systematic review
[3]. Using data from 411 adults who were admitted to the University College Hospital (London, UK) with
clinically diagnosed COVID-19, it showed that all CPMs performed poorly in the new data [4]. Moreover,
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the authors found that (within their data) baseline oxygen saturation on room air was the most predictive
variable for in-hospital worsening, while age was the most predictive variable for in-hospital mortality [4].
Astonishingly, none of the 22 CPMs included in the external validation demonstrated significantly higher
clinical utility when compared with these variables alone [4]. Together, these results imply that none of
the selected CPMs should be recommended for adoption in daily clinical routine.

Some caution is required in the interpretation of the findings of GUPTA et al. [4]. First, this is a single site
validation. Performance of CPMs may vary widely from site to site [5], so it could be argued that some of
the COVID-19 models were simply “unlucky” on this particular site, and may perform better elsewhere.
Therefore, wider multi-site external validation is urgently needed, potentially combined with meta-analysis
of their predictive performance [6]. Secondly, new CPMs for COVID-19 are being developed all the time,
and it is apparent that the quality of those models is now beginning to rise, based on new insights and
methodological criticisms raised during this first evolution of the pandemic. For example, the ISARIC 4C
prediction model [7] shows promising predictive performance results and has been developed on one of
the largest datasets for inpatient COVID-19 admissions to-date, although, there remain some
methodological concerns surrounding this model [8]. Thus, it is imperative that further external validation
studies are conducted, so that emerging models can be evaluated.

Indeed, despite the widespread interest in developing new CPMs, it is key that the research community
takes stock of the available evidence, before adding more models to the mix. For example, the important
study by GUPTA et al. [4] focussed on validating CPMs aimed to predict in-hospital clinical worsening or
mortality among COVID-19 patients. Given that there are numerous other outcomes and different clinical
settings (e.g. outpatient settings) where COVID-19 CPMs have been developed, future external validation
studies should be a target for research in the near future.

Nonetheless, the emerging scientific evidence indicates that none of the models can be recommended for
clinical use and widespread adoption. Therefore, there remains one key outstanding question: how can we
change this situation and develop CPMs for COVID-19 that can be recommended and largely
implemented? One potential answer is that incentives need to change [9]. Specifically, having a sufficient
and qualitatively representative sample size is a crucial assumption when any CPM is planned to be
developed [10–13]; however, this methodological necessity could be challenging in the context of an
emerging pandemic where high-quality data is often scarce. In this situation, data sharing becomes
paramount, but can be easily hampered by current research incentives [9]. Inevitably, incentives meant
that the clinical need for COVID-19 prediction models in different contexts acted as a starting signal for a
race towards the “high-impact publication” finish line. This is a multifaceted issue, but it does raise
implications if there are future new diseases where the development of CPMs is required, but limited data
are available. Even so, there are still opportunities for data sharing in the context of COVID-19 CPMs.
GUPTA et al. [4] nicely articulate this in the context of validating existing COVID-19 CPMs as follows:
“future studies may seek to pool data from multiple centres in order to robustly evaluate the performance
of existing and newly emerging models across heterogeneous populations”. If combined with meta-analytic
methods [6, 14], such an approach will arguably be pivotal in addressing the clinical need for robust
COVID-19 CPMs.

As the research community looks towards the “what now?” surrounding CPMs for COVID-19, it is
important that we carefully utilise the available scientifically sound evidence where possible. Specifically, it
is entirely conceivable that emerging models (such as the ISARIC 4C prediction model [7]) will show
adequate predictive performance results in data similar to that in which the model was developed, but
external validation shows poor transferability of the models to new demographics (e.g. new countries) and
statistical populations. In this situation, the community should build upon such models, instead of
developing de novo models in distinct populations. For example, such existing COVID-19 models could be
updated and refined using data in other populations and, thereby, model transferability facilitated [15, 16].
A careful assessment and in-depth study of population characteristics can help find out the best approach
to adapt a model to a new context, characterised by its own demographic, clinical, and epidemiological
covariates. Repeatedly developing new models from scratch in distinct populations wastes prior
information and risks overfitting. In contrast, model updating uses the existing models as a foundation,
and builds upon this with the new data so that they are tailored to populations of interest.

Relatedly, there have been a multitude of CPMs developed for different aspects and contexts of
COVID-19. Indeed, the existing models range from diagnostic CPMs aimed at predicting a virologically
confirmed diagnosis of COVID-19, to prognostic CPMs oriented to the prediction of different clinical
outcomes in those already diagnosed with COVID-19. However, many of these outcomes are inter-related
and, in the context of facilitating decision-making for treatment/management of COVID-19 patients,
looking at multiple outcomes simultaneously is often of greater clinical interest and offers more relevant
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insights. For example, different models have been developed to predict clinical worsening, longer length
of hospital stay or death (at various time-points), whereas others have defined composite outcomes
(e.g. death and clinical worsening) [3]. For decision-making, clinicians could be more interested in the risk
variability of several of those outcomes co-occurring (e.g. estimating a probability of clinical worsening
and longer hospital stay). Here, joint (rather than marginal) prediction is the primary focus but
developing separate models for each outcome individually cannot enable this type of prediction [17].
Future work might wish to consider this approach and type of objectives in the context of COVID-19
CPMs.

Finally, an important consideration for all COVID-19 models developed to-date is that they are derived in
the context of current care. However, current care continues to change rapidly as the pandemic unfolds.
This means that outputs from COVID-19 CPMs need to be interpreted carefully: when, how and where
are question words to be posed to better interpret the potential inference and application of a model.
Specifically, the predictions reveal the risk under the applied practices observed within the development
dataset. They cannot be used to inform an individual’s risk under various competing interventions [18]. A
potential solution could be the exploration of counterfactual prediction [19, 20], in which the risk is
estimated under fixed-care regimes. This separates the baseline risk and the actions taken to mitigate the
risk, thereby enabling users to answer “what if” questions surrounding the impact of different
interventions on COVID-19 risk in a particular setting [18]. Incorporating counterfactual prediction into
the modelling might also increase the chances of model transferability across populations. Alternatively,
embedding COVID-19 models within a dynamic framework [21] would allow the models to adapt rapidly
to the changing clinical and temporal context. Such dynamic approaches to model updating help ensure
that models maintain predictive performance through time, but it does require appropriate infrastructure
to enable the real-time updates as new data are collected. Clearly, any form of model updating should only
be undertaken on COVID-19 models that show lowest risk of bias, which are scarce to date [3].

To summarise, the current scientific evidence suggests that none of the existing COVID-19 CPMs can be
recommended for clinical use. We urgently recommend additional external validation studies, such as
those by GUPTA et al. [4]. Future work should seek to pool data across different populations and to apply
model updating methods, where appropriate, to facilitate refinement of models across population
variability.
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