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Abstract

IntroductIon

The quality of images obtained from single-photon emission 
computed tomography (SPECT) imaging systems can be 
influenced by several factors; two most important of them 
are attenuation and scatter of photons emitted from the 
radionuclide used in the imaging. Whereas the attenuated 
photons do not arrive to the detector, and therefore, they 
have not any contribution in the final image, the scattered 
photons may arrive to the detector and be detect. Because 
these scattered photons have lower energy than the primary 
photons emitted from the radionuclide, they are often detected 
at energies lower than the photopeak energy. However, because 
of the limited energy resolution of the detection material used 
in gamma cameras (conventionally NaI (Tl) scintillation 
crystal), a number of scattered photons are always detected 
into the main energy window used in imaging, for example, 

in Tc-99m SPECT imaging, about 30%–40% of photons 
detected in the main energy window are scattered photons.[1] 
These scattered photons are added to the final image, resulting 
in image blurring and decreased image contrast. Therefore, 
for improvement of the diagnostic accuracy, it is necessary to 
find a suitable approach for reduction of the scattered photons 
included in the main energy window.

So far, many studies have been performed in the field of scatter 
correction in SPECT imaging. Most of these studies are related 
to the imaging with the radioisotope of technetium-99m.[2-18] 
There are a few studies for other radioisotopes. In this study, 

Introduction: Detection of compton scattered photons is one of the most important factors affecting the quality of single-photon emission 
computed tomography (SPECT) images. In most cases, the multiple-energy window acquisition methods are used for estimation of the scatter 
contribution into the main energy window(s) used in imaging. Aims and Objectives: The purpose of this study is to evaluate and compare 
the performance of four different scatter correction methods in In-111 SPECT imaging. Due to the lack of sufficient studies in this field, it 
can be useful to perform a more detailed and comparative study. Materials and Methods: Four approximations for scatter correction of 
In-111 SPECT images are evaluated by using the Monte Carlo simulation. These methods are firstly applied on each of photopeak windows, 
separately. Then, the effect of the correction methods is investigated by considering both the photopeak windows. The images obtained from 
a simulated multiple-spheres phantom are used for the evaluation of the correction methods by using three assessment criteria, including the 
image contrast, relative noise, and the recovery coefficient. Results: The results of this study show that the correction methods, when using 
the single photopeak windows, result in increase in image contrast with a significant level of noise. In return, when both the photopeak energy 
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methods, by considering both the photopeak windows, leads to improve the image contrast with a reasonable level of image noise.
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The scatter correction for each photopeaks window
Triple-energy window method for the first photopeak energy 
window (TEW-PK1)
In this approximation, the scatter counts detected into the 
first photopeak energy window (154–188 keV) are estimated 
by using a trapezoidal area. Total counts included into two 
narrow energy windows centered at energies 154 keV (Tnw1) 
and 188 keV (Tnw2) are used to estimate two heights of this 
trapezoid [Figure 2]. Therefore, the scatter counts of first 
photopeak window (Spk1) can be estimated by the following 
equation (Eq. 1):[7]
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Where wnw1 and wnw2 are the widths of narrow energy windows 
centered at energies 154 and 188 keV, respectively, and Wpk1 is the 
width of the first photopeak window. (i,j) indicates the location of 
given pixel in the projection image matrix. In this approximation, 
two 8% and 6% narrow energy windows centered at the lower 
and upper energy limits of the first photopeak window are used.

Triple-energy window method for the second photopeak energy 
window (TEW-PK2)
In this approximation, it is assumed that there is no counts 
into the narrow energy window centered at the upper energy 
limit of the second photopeak window (i.e., energy 269 keV). 
Therefore, the scatter counts included into the second 
photopeak energy window (221–269 keV) can be estimated 
by using a triangular area that its height is determined by the 
total counts into a narrow window centered at energy 221 
keV [Figure 3], as shown in the following equation (Eq. 2):
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Where wnw3 is the width of narrow energy window centered at 
energy 221 keV, and Wpk2 is the width of the second photopeak 
energy window. In this approximation, a 6% narrow energy 
window centered at the lower energy limit of second photopeak 
window is used.

Dual-energy window method for the first photopeak energy 
window (DEW-PK1)
This scatter correction method is based on the dual-energy 
window method proposed by Jaszczak et al.[3,6] The 
essential assumption in this correction method is that the 
scatter counts into the photopeak window can be estimated 
as “k” times of the total counts acquired into a second 
energy window (T1) placed in the left side of the first 
photopeak window [Figure 4a]. Because almost all of 
the counts into this second energy window are the scatter 
counts, it is called as the “scatter window.” Therefore, 
the scatter counts of the first photopeak window can be 
estimated as follows:
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we intend to investigate and compare the influence of four 
scatter correction approximations on the quality of In-111 
SPECT images. The indium-111 radioisotope decays by 
electron capture (EC) process to cadmium-111 with a half-life 
67.9 h (2.8 days) that is suitable to use in SPECT imaging. 
During this decay, two gamma rays are emitted with energies 
171 keV and 245 keV, both in high abundance [Figure 1].[19] 
Hence, dual-energy window settings are often used in In-111 
SPECT imaging. In this study, first, the effect of interested 
scatter correction approximations on the each of photopeak 
energy windows is evaluated separately. Then, the scatter 
correction is performed by considering both photopeak 
windows.

In this study, we use the SIMulation of Imaging Nuclear 
Detectors (SIMIND) Monte Carlo simulation to generate the 
projection images. As, by using the simulation, it is possible to 
access the scattered and primary counts and also their spectra, 
independently, the simulation can be a suitable way for the 
investigation of the problem of scattering and the evaluation of 
performance of the scatter correction techniques. To evaluate 
the scatter correction methods, we used the simulated Jaszczak 
phantom including six spheres with different diameters placed 
into a cylindrical phantom. Two assessment criteria, image 
contrast and relative noise of background (RNB) together with 
the recovery coefficient (RC), are used for investigation of the 
effect of different scatter correction methods.

MaterIals and Methods

Scatter correction methods
Four methods for scatter correction of In-111 SPECT images 
are evaluated. First, this scatter correction methods are 
applied on each photopeak energy window, separately. In 
the next step, scatter correction is performed by considering 
both photopeak windows. The photopeak energy windows 
used in this study are including two 20% energy windows 
centered at energies 171 keV (154–188 keV) and 245 keV 
(221–269 keV), respectively.

Figure 1: The decay scheme of In‑111[19]
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According to the above equation (Eq. 3), the value of k factor 
can change pixel to pixel. Thus, a mean value of k is calculated 
and used in this scatter correction method. In this study, a scatter 
window with 20% width is used for the scatter correction.

Dual-energy window method for the second photopeak energy 
window (DEW-PK2)
Similar to the pervious method, the total counts into a 20% 
energy window (T2) placed in the left side of second photopeak 
window [Figure 4b] are used to estimate the scatter counts into 
this photopeak window:

S i j k T i jpk
DEW
2 245 2( , ) ( , )� �  (4)

Scatter correction methods by considering both 
photopeak windows
Six‑energy window method
This correction method is in fact a combination of triple-energy 
window (TEW) approximations used for two photopeak energy 
windows [Figure 5]. Therefore, the total number of scatter 
photons included into the both photopeak windows can be 
estimated by summing Eqs. (1) and (2), as follows:

Figure 4: The energy windows used in dual‑energy window method for (a) the first photopeak energy window and (b) the second photopeak 
window

ba

Figure 3: (a) The energy windows used in triple‑energy window method by the trapezoidal approximation for the second photopeak window (221–269 
keV). (b) The estimation of scatter area of the second photopeak window by the triangular approximation along with the spectrum of true scatter 
counts into this energy window

ba

Figure 2: (a) The energy windows used in triple‑energy window method by the trapezoidal approximation for the first photopeak window (154–188 keV). 
(b) The estimation of scatter area of the first photopeak window by the trapezoidal approximation along with the spectrum of true scatter counts into 
this energy window

ba
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Four‑energy window method
This correction method is in fact a combination of dual-energy 
window approximations used for two photopeak energy 
windows [Figure 6]. Therefore, the total scattered counts can 
be estimated as follows:
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Simulation
The SIMIND Monte Carlo program[20] (V.6.1.2 version), a 
MC code dedicated to simulate SPECT imaging, is used to 
produce the projection images from two photopeak energy 
windows and also, the narrow energy windows required to 
the scatter correction approximations. The simulated SPECT 
system is including a cylindrical NaI (Tl) crystal with 
radius 25 cm and thickness 0.95 cm, equipped to a general 
electric (GE) low-energy high-resolution parallel-hole 
collimator with the hexagonal holes. The system energy 
and intrinsic resolutions are 10% (FWHM) and 0.36 cm, 
respectively, for 140 keV. The projection images (128 × 128 
matrices with a pixel size 0.3 cm) are acquired by a 360° 
rotation of camera with a radius of rotation 20 cm in 128 
views. The image reconstruction is performed by using 
the filtered back-projection method with “Hann” filter in 
MATLAB (7.5.0 version)  environment.

Simulated phantoms and assessment criteria
The phantom used in this study is a simulated model from the 
Deluxe Jaszczak phantom [Figure 7a] including six spheres 
with different diameters (3.2, 2.6, 2, 1.6, 1.3, and 1 cm) 
placed into a water-filled cylindrical phantom [Figure 7b]. 
This phantom can be simulated as both cold spheres in hot 
background phantom and hot spheres in cold background 
phantom, where “hot” and “cold” refer to the presence and 
absence of In-111 activity, respectively. This phantom is a 
basic phantom that has been used in many studies in the field 
of scatter and attenuation compensation.

Two mathematical criteria, including the image contrast and 
the RNB, are used to evaluate the images obtained from the 
cold spheres in hot background phantom. For calculation 
of these parameters, it is firstly necessary to define the 
regions of interest (ROIs) into each of the spheres and also 
into the background. These regions for largest to smallest 
spheres consist of 56, 30, 12, 10, 8, and 2 pixels, and for the 
background is a 16 × 16 matrix (256 pixels) defined in space 
between six spheres, as shown in Figure 7b. Accordingly, 
the assessment criteria are defined by the following 
equations (Eqs. 7 and 8):[14]

Contrast �
�N N
N

CS BG

BG

 (7)

RNB �
�BG
BGN

 (8)

Figure 5: The energy windows used in six‑energy window method defined 
as a combination of triple‑energy window approximations used for two 
photopeak energy windows

Figure 6: The energy windows used in four‑energy window method 
defined as a combination of dual‑energy window approximations used 
for two photopeak energy windows

Where NCS  and NBG  are the average of counts in ROIs 
defined for the spheres and the background, respectively, 
and δBG  is standard deviation of the counts in ROI of the 
background.

Figure 7: (a) The Deluxe Jaszczak phantom and (b) the cross section of 
simulated phantom including six spheres with different diameters (3.2, 
2.6, 2, 1.6, 1.3, and 1 cm) placed into a water‑filled cylindrical phantom 
together with the ROIs defined for the spheres and the background

ba
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The results for TEW correction method
The results obtained from the simulation of cold spheres in hot 
background phantom indicate that the true number of scattered 
photons included into the first and second photopeak energy 
windows are equal to 290,000 and 74,800, respectively. While 
the number of scattered photons estimated by the trapezoidal 
and triangular areas are about 371,308 and 84,685, respectively. 
From these results, the scatter correction by using the TEW 
method results in an overestimation of about 28% for the first 
photopeak window (Pk1) and 13.2% for the second photopeak 
window (Pk2). On the other hand, from Table 1, for both the 
photopeak windows, the use of the TEW correction method 
leads to improve the image contrasts of all of the cold spheres 
compared to before the correction (due to the low number of 
pixels included into the sphere with smallest diameter [sphere 
6] and a lot of change in its contrast in different simulations, we 
discard from that). The relative increase of the image contrasts for 
largest to smallest spheres was about 41.46%, 38.20%, 22.50%, 
11.71%, and 9.96% for the first photopeak window and 18.07%, 
15.50%, 11.21%, 6.00%, and 3.15% for the second photopeak 
window. These results show that the relative increase of image 
contrasts for the first photopeak window is more than that of 
the second photopeak window. In addition, although the RNB 
obtained for the first photopeak window before correction (0.35) 
is about twice lower than the RNB for the second photopeak 
window (0.61), after scatter correction, the deference of these 
two values is low. This shows that the scatter correction by TEW 
method results in more increase of the level of noise in images 
obtained from the first photopeak window compared to the 
second photopeak window. A slice (slice 64) of the reconstructed 
images of cold-spheres for both the photopeak windows is shown 
in Figure 9. In addition, a similar slice of the reconstructed images 
of hot spheres along with a line profile through the center of 
spheres 1 and 4 are shown in Figures 10 and 11. From data given 
in Table 2, the RCs for the images of hot spheres corrected by 
TEW-Pk1 and TEW-Pk2 approximations are in the range of 10% 
lower and 2% higher than 100%, respectively, which indicate 
the corrected images of the second photopeak window have a 

On the other hand, the criterion used to evaluate the images 
results from the hot spheres in cold background phantom is 
recovery coefficient (RC) that is defined as follows:[15]

RC � �
N
N
HS
Corrected

HS
imaryPr 100  (9)

Where NBG
Corrected  and NBG

imaryPr  are the average of counts in ROIs 
of the hot spheres corrected and primary images, respectively.

results

The results of the simulation for cold spheres in hot background 
phantom show that about 32.5% of the photons acquired in the 
first photopeak energy window (154–188 keV) are the scattered 
photons, in which 72.6% undergo the first-order scattering, 
22.0% the second-order scattering, and 5.4% the third-order 
scattering. On the other hand, for the second photopeak energy 
window (221–269 keV), 15.7% of the detected photons are 
the scattered photons, in which 91.8% undergo the first-order 
scattering, 7.7% the second-order scattering, and 0.4% 
the third-order scattering. These results indicate that most of 
the scattered photons in the second photopeak window are 
the first-order scattered photons. While for the first photopeak 
window, a significant number of scattered photons undergo the 
multiple scattering. The reason for this can be explained by 
using the relation of between energy and angle of Compton 
scattered photons as follows:[21]

E
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According to this equation (Eq 10), the 245 keV photons that 
undergo the first-order scattering with angle between 68.43° 
and 103.44° can be detected into the first photopeak window. It 
is clear that there is a chance for the multiple-scattered photons 
to fall into the first energy window in addition to the first-order 
scattered photons [Figure 8].

Figure 8: The spectra related to total (scatter + primary), primary 
(nonscattered), and total scatter (the sum of three scatter orders) counts 
along with the spectra of the first three scatter orders

Table 1: The image contrast and the relative noise of 
background obtained from the reconstructed images 
of cold spheres in hot background phantom for two 
photopeak windows separately

Situation (RNB) Spheres

S1 S2 S3 S4 S5
NC-Pk1 (0.035) 53.18 43.12 26.45 11.19 6.052
NC-Pk2 (0.061) 72.11 50.44 42.54 15.15 9.016
Primary-Pk1 (0.060) 83.39 68.64 47.05 20.53 9.128
Primary-Pk2 (0.070) 84.63 63.36 49.65 21.56 12.80
TEW-Pk1 (0.072) 91.84 77.99 48.37 22.28 16.01
TEW-Pk2 (0.078) 88.89 64.76 53.18 20.64 12.16
DEW-Pk1 (0.059) 87.12 71.49 45.96 18.52 12.42
DEW-Pk2 (0.076) 88.22 62.57 52.87 19.34 12.20
RNB: Relative noise of background, NC: No correction, TEW: Triple-energy 
window, DEW: Dual-energy window 
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closer agreement with the primary images than that for the first 
photopeak window. These results are obvious from the profiles 
given in Figures 10d and 11d.

The results for DEW correction method
The first step in using the dual-energy window (DEW) 
correction method is to calculate the k factor for each 
of the photopeak windows. This factor is calculated by 
considering a 20% energy window in the vicinity of each 
of the photopeak windows so that the upper energy limit of 
these 20% windows is located on the lower energy limit of 
the photopeak  windows. From the results of the simulation, 

the mean k values obtained for the first and second photopeak 
window are about 0.69 (with a minimum value 0.4232, 
maximum value 1.1585 and a standard deviation 0.0857) 
and 0.48 (with a minimum value 0.0596, maximum value 
of 1.2622, and a standard deviation of 0.1302), respectively. 
By using the calculated mean k values, the DEW correction 
method results in the relative increase of the cold sphere 
contrasts of about 36.45%, 30.48%, 20.61%, 7.29%, and 
6.36% for the first photopeak window and about 17.47%, 
13.07%, 10.74%, 4.21%, and 3.19% for the second 
photopeak window. Similar to TEW correction method, the 
use of this scatter correction method for the first photopeak 
window leads to a more relative increase of the cold sphere 
contrasts than that for second photopeak window. In addition, 
from the RNB values given in Table 1 for the first photopeak 
window, DEW correction method (DEW-Pk1) results in the 
lower level of image noise compared to TEW correction 
method (TEW-Pk2). On the other hand, from Table 2, 
the RCs of hot spheres by using both the DEW-Pk1 and 
DEW-Pk2 approximations are in a range of 6% higher than 
100%, showing a similar agreement between the corrected 
and primary data for both photopeak windows [Figures 10d 
and 11d].

Results for SEW and FEW correction methods
Table 3 shows the results obtained from the six-energy 
window (SEW) and four-energy window (FEW) correction 
approximations. As expected, the RNB values obtained 
from these two correction approximations are significantly 
lower than the values result from approximations used 
for the single photopeak windows (the RNB value for the 
FEW correction approximation [0.049] is somewhat lower 
than that for the SEW correction approximation [0.0536]). 
Moreover, from the data of Table 3, the relative increase 
of the image contrasts for the largest to smallest cold 
spheres is about 33.35%, 29.04%, 19.19%, 9.56%, 
and 7.28% for the SEW correction approximation and 

Figure 10: The reconstructed images of hot spheres in cold background 
phantom for the first photopeak windows in three situations: (a) the image 
result of the primary counts, (b) the image corrected by triple‑energy 
window method, and (c) the image corrected by dual‑energy window 
method together with (d) the line profiles obtained from a given row 
through the image of spheres 1 and 4

d

cba

Figure 9: The reconstructed images of cold spheres in hot background phantom in four situations: (a) before correction, (b) corrected by triple‑energy 
window method, and (c) corrected by dual‑energy window method together with (d) the image obtained from the primary photons. The first and second 
rows are related to the first and second photopeak window, respectively

dcba
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30.08%, 23.83%, 17.66%, 6.25%, and 5.26% for the 
FEW correction approximation, showing a more increase 
of image contrasts by using the SEW approximation 
than the FEW approximation. Figure 12 shows a slice of 
reconstructed images of cold spheres corrected by these 

two approximations. On the other hand, the RC values 
obtained from these two correction approximations show 
a range 6% lower and 6% higher than 100%, for SEW and 
FEW approximations, respectively. A slice of reconstructed 
images of hot spheres along with the line profiles through 
sphere 1 and 4 is shown in Figure 13.

dIscussIon and conclusIon

Due to the importance of the problem of scattering and its 
effect on the quality of SPECT images, many studies have 
been conducted on the scatter correction techniques. Most of 
these studies are based on setting one or more additional energy 
windows in the spectrum of radioisotope used in imaging. 
Because Tc-99m is the most commonly used radioisotope in 
SPECT imaging, most of the proposed correction methods 
are based on the energy spectrum of this radioisotope. The 
correction approximations used for other radioisotopes are 
usually the modified methods used firstly in Tc-99m SPECT 
imaging.

In the present study, we investigated the effect of scatter 
correction on the SPECT images resulting from detection of 
the gamma rays emitted from the indium-111 radioisotope. It is 
important to note that the presence of two gamma photopeaks 
in the energy spectrum of indium-111 radioisotope results in 
the increase of the scatter contribution into the first photopeak 
window. This increase is due to fall down a number of scattered 
photons of the second photopeak window within the first 
photopeak window. This is why the scatter correction for the 
multiple-photopeak radioisotopes is more complicated than 
the single-photopeak radioisotopes.

There are a few studies in the field of the scatter correction in 
imaging with In-111 radioisotope. In an initial study performed 
by Gilland et al.,[22] the effect of the nonuniform attenuation 
correction using the transmission scan method (with a Tc-99m 
transmission source and a three-head camera) was compared to 
the uniform attenuation correction using the Chang method. In 
this study, in addition to two 20% photopeak windows, the other 
two energy windows positioned below each of the photopeak 
windows were used to estimate the scatter component into the 
corresponding photopeak windows. Based on the results of this 
study, the use of combined correction method (nonuniform 
attenuation correction + scatter correction) results in the 

Table 2: The recovery coefficients obtained from the 
reconstructed images of the hot spheres

Situation Spheres

S1 S2 S3 S4 S5
TEW-Pk1 91.03 90.74 90.67 90.58 90.93
TEW-Pk2 101.78 101.48 101.16 101.26 101.14
DEW-Pk1 105.48 104.67 103.86 103.51 103.35
DEW-Pk2 105.46 104.53 103.56 103.08 103.10
SEW 95.37 95.06 94.86 94.84 94.97
FEW 105.46 104.53 103.56 103.08 103.10
TEW: Triple-energy window, DEW: Dual-energy window, SEW: 
Six-energy window, FEW: Four-energy window

Figure 11: The reconstructed images of hot spheres in cold background 
phantom for the first photopeak windows in three situations: (a) the image 
result of the primary counts, (b) the image corrected by triple‑energy 
window method, and (c) the image corrected by dual‑energy window 
method together with (d) the line profiles obtained from a given row 
through the image of spheres 1 and 4

d

cba

Figure 12: The reconstructed images of cold spheres in hot background phantom in four situations: (a) before correction, (b) corrected by six‑energy 
window method, and (c) corrected by four‑energy window method together with (d) the image obtained from the primary photons, by considering 
both the photopeak windows

dcba
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improvement of the qualitative and quantitative accuracy of 
In-111 SPECT images. (These results are obtained in conditions 
where the combined projection data of two photopeak windows 
are used to produce the final image.) In another study, Penny 
et al.[23] used the dual-photopeak window (DPW) technique[9] 
for the scatter correction of the projection data of each of 
the photopeak windows. Moreover, they used a fifth energy 
window between two photopeak windows (W5 = 195–225 keV) 
to estimate the scatter spill down from the second photopeak 
window into the first photopeak window. According to the 
results obtained from the point source imaging, this scatter 
correction approximation leads to reduction in the scatter 
fraction magnitude for both the photopeak windows. In 
another study, Choi et al.[24] investigated the effect of scatter 
correction on the projection data acquired from the second 
photopeak window by a 10% scatter window placed between 
two photopeaks at an energy of 205 keV using two ways: (1) the 
standard DEW correction method[3] and (2) a modified DEW 
method for accounting the contribution of the scattering into 
the detector crystal. The results of this study showed that except 
in cases that the scattering in the patient’ body is very low, 
method 1 results in an accuracy equivalent to that for method 
2. Finally, in the study performed by Holstensson et al.,[25] the 
optimal energy window settings for a camera with ability of 
the data acquisition in three energy windows were investigated. 
This study is only a comparative study performed in the field of 
scatter correction in In-111 SPECT imaging. In this study, first, 
the effect of scatter correction on each of the 20% photopeak 
windows was evaluated by using the TEW method.[7] In the 
next step, the effect of scatter correction on the combined data 
of the two photopeak windows was investigated by setting a 
third energy window in two different positions into the In-111 
energy spectrum: (1) a 6% narrow energy window at 149 keV 
and (2) a 10% broad energy window at 209 keV. The results 
obtained from the experimental and simulation studies showed 
that the scatter correction of the combined data of two 20% 
photopeak windows using a 10% broad energy window at 
209 keV can be an optimal energy window setting for In-111 
SPECT imaging.

In the present study, an attempt has been made to investigate the 
scattering problem and also, the efficiency of scatter correction 

techniques in In-111 SPECT imaging in more detail. For 
this purpose, in the first stage, we considered two photopeak 
windows independently and in the next stage, as combined 
together. The results obtained from the first stage indicate 
that the use of TEW and DEW correction methods results in 
the improvement of the cold sphere contrasts for the images 
from both photopeak windows, with a greater mean relative 
increase for the first photopeak window (24.76% for the TEW 
method and 20.24% for the DEW method) compared to the 
second photopeak window (10.78% for the TEW method and 
9.37% for the DEW method). On the other hand, the relative 
increase of level of noise in the corrected images from the first 
photopeak window (51.4% for the TEW method and 40.7% 
for the DEW method) is significantly higher than that from the 
second photopeak window (21.8% for the TEW method and 
19.7% for the DEW method), with a lower level for the DEW 
correction method compared to the TEW correction method. 
Furthermore, the RCs obtained from the hot sphere images 
show that contrary to the TEW method, the images corrected 
by the DEW method from two photopeak windows show a 
similar agreement with their primary images. Furthermore, 
the results obtained from the second stage indicate that the 
use of SEW and FEW correction approximations leads to an 
average of relative increase of about 19.68% and 16.61% for 
cold sphere contrasts and 37.7% and 32.6% for the level of 
image noise that is comparable to 34% for primary image.

As expected, the use of the collective photopeak window 
instead of the single photopeak windows led to decrease in the 
level of noise in In-111 SPECT images. Therefore, according 
to the results obtained from this study, we can introduce the 

Table 3: The image contrasts and the relative noise of 
background obtained from the reconstructed images of 
cold spheres in hot background phantom by considering 
both the photopeak windows

Situation (RNB) Spheres

S1 S2 S3 S4 S5
NC (0.033) 59.56 45.59 31.88 12.53 7.052
Primary (0.050) 83.90 66.49 48.11 20.95 10.62
SEW (0.053) 90.55 72.21 50.48 21.56 14.33
FEW (0.049) 87.46 67.77 48.71 18.83 12.31
RNB: Relative noise of background, NC: No correction, SEW: Six-energy 
window, FEW: Four-energy window

Figure 13: The reconstructed images of hot spheres in cold background 
phantom by considering both photopeak windows in three situations: 
(a) the image result of the primary counts, (b) the image corrected by 
six‑energy window method, and (c) the image corrected by four‑energy 
window method together with (d) the line profiles obtained from a given 
row through the image of spheres 1 and 4

d

cba
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SEW and FEW approximations as two suitable methods 
for the scatter correction of In-111 SPECT imaging, with a 
greater mean relative increase of the cold sphere contrasts 
for the SEW approximation and a lower relative increase of 
level of noise for the FEW approximation. Therefore, the 
SEW correction approximation is preferred when the image 
contrast is an important parameter in imaging, and the FEW 
correction approximation is recommended when the low level 
of noise in SPECT images is desirable. In addition, because 
of the need of up to three energy windows for each photopeak 
energy, the proposed approximations are applicable in the 
clinical imaging systems.
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