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A B S T R A C T   

Background: China has become the country with the largest number of people with type 2 diabetes 
mellitus (T2DM), and Chinese medicine (CM) has unique advantages in preventing and treating 
T2DM, while accurate pattern differentiation is the guarantee for proper treatment. 
Objective: The establishment of the CM pattern differentiation model of T2DM is helpful to the 
pattern diagnosis of the disease. At present, there are few studies on dampness-heat pattern 
differentiation models of T2DM. Therefore, we establish a machine learning model, hoping to 
provide an efficient tool for the pattern diagnosis of CM for T2DM in the future. 
Methods: A total of 1021 effective samples of T2DM patients from ten CM hospitals or clinics were 
collected by a questionnaire including patients’ demographic and dampness-heat-related symp
toms and signs. All information and the diagnosis of the dampness-heat pattern of patients were 
completed by experienced CM physicians at each visit. We applied six machine learning algo
rithms (Artificial Neural Network [ANN], K-Nearest Neighbor [KNN], Naïve Bayes [NB], Support 
Vector Machine [SVM], Extreme Gradient Boosting [XGBoost] and Random Forest [RF]) and 
compared their performance. And then we also utilized Shapley additive explanation (SHAP) 
method to explain the best performance model. 
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Results: The XGBoost model had the highest AUC (0.951, 95% CI 0.925–0.978) among the six 
models, with the best sensitivity, accuracy, F1 score, negative predictive value, and excellent 
specificity, precision, and positive predictive value. The SHAP method based on XGBoost showed 
that slimy yellow tongue fur was the most important sign in dampness-heat pattern diagnosis. The 
slippery pulse or rapid-slippery pulse, sticky stool with ungratifying defecation also performed an 
important role in this diagnostic model. Furthermore, the red tongue acted as an important 
tongue sign for the dampness-heat pattern. 
Conclusion: This study constructed a dampness-heat pattern differentiation model of T2DM based 
on machine learning. The XGBoost model is a tool with the potential to help CM practitioners 
make quick diagnosis decisions and contribute to the standardization and international applica
tion of CM patterns.   

1. Introduction 

Nowadays, diabetes is a global epidemic, and its prevalence has accelerated quickly. The International Diabetes Federation (IDF) 
estimated that more than 5.37 million people have diabetes, and this number is expected to reach 7.84 million by 2045 [[1]]. 
Especially since the epidemic of COVID-19, several studies have revealed that patients with COVID-19 complicated with diabetes 
mellitus (DM) have an increased risk of morbidity and mortality [[2,3]]. The prevalence of diabetes in China has risen substantially in 
recent years, with research data showing that it reached 12.8% in 2015–2017 [[4]], making it the country with the largest number of 
diabetics in the world [[1]]. Traditional Chinese medicine (TCM) has been used for thousands of years to treat and prevent diseases and 
health care in China. During this pandemic, the clinical use of TCM in fighting against COVID-19 in China indicated the integration of 
TCM in planning for clinical management was worthy of consideration, which was recommended by specialists to WHO [[5]]. 
Currently, TCM as a treatment of DM has made great progress in recent years, and its effect has been acknowledged [[6]]. 

Pattern identification as the basis for determining treatment is the core of TCM theory [[7]]. TCM patterns, also known as ZHENG 
(证,zhèng) or syndrome, is distinguished by symptoms and signs examined in an individual by four main diagnostic techniques: in
spection, auscultation and smell, palpation, and interrogation, which a comprehensive summary of the cause, location, nature, and 
development tendency of an illness at a certain stage during its course. It specifies the state of interaction between pathogenic factors 
and the corresponding reactions of the body [[8]]. The World Health Organization International Classification of Diseases (ICD-11) 
[[9]] has incorporated the TCM pattern as a supplementary chapter. Accordingly, TCM is bound to receive more attention in the future. 
It differs from the conventional diagnosis approach of western medicine in that TCM establishes patterns using four main diagnostic 
procedures. Figuratively speaking, it acts as a bridge to analyze four diagnosis methods and then guides the choice of TCM therapy with 
acupuncture and herbal formulas in accordance with TCM diagnosis and treatment theory. A correct diagnosis is an essential pre
requisite to appropriate treatment [[10]]. With the release of ICD-11, there is an urgent need to standardize pattern diagnoses. 

Nonetheless, each of these diagnostic methods requires considerable skill, which would spend many years for beginners to un
derstand the complicated relationships between symptoms and patterns, even learning knowledge from distinguished CM veteran 
doctors [[11]]. Therefore, it is worthwhile for TCM doctors and scholars to develop an objective and reliable aid for pattern diagnosis. 
Machine learning (ML) is a burgeoning field of medicine where computer science and statistics are applied to solve medical problems 
[[12]], spurred on by the modernization of TCM, which relies heavily on ML for diagnosing syndromes [[11]] and related research of 
Chinese herbal medicine[[13]]. Although there have been some exploratory studies [[14]] and expert consensus [[15]] on the 
diagnosis of TCM pattern of type 2 diabetes mellitus (T2DM), there have been few studies on solving the problem of single pattern 
diagnosis, i.e. dampness-heat pattern of T2DM. Traditional Chinese medicine is effective for T2DM, but it is difficult to distinguish the 
syndrome effectively in the clinic. Therefore, our team, based on the dampness-heat-related symptoms/signs obtained by the Delphi 
method, collected multicenter data. Six machine learning methods were used to explore a new diagnostic method for the 
dampness-heat pattern of T2DM. Finally, an efficient diagnosis model of the dampness-heat pattern of T2DM based on Extreme 
Gradient Boosting (XGboost) was obtained, and the model was successfully interpreted by the Shapley additive explanation (SHAP) 
method. 

2. Data and methods 

2.1. Study design and population 

The Institutional Ethics Committee (ICE) of the First Affiliated Hospital of Guangdong Pharmaceutical University approved all 
experimental protocols related to this study (ICE approval ID:2019-ICE-109) and confirmed that informed consent was obtained. This 
prospective observational study was conducted at multiple centers. Participants with T2DM who visited one of the ten CM hospitals or 
clinics completed electronic questionnaires. In this research, we analyzed the same data from these ten sites as our previous study and 
merged them without considering the original site. Patients diagnosed with T2DM, according to the diagnostic criteria established by 
the 2020 Chinese Medical Association Diabetes Branch [[16]]. Exclusion criteria were:(1) an unwillingness to participate in the study; 
(2) age younger than 18 years; (3) Diseases with severe respiratory symptoms, severe infectious diseases, severe heart diseases, severe 
liver diseases, or tumors; (4) presence of any complications of diabetes (such as diabetic kidney disease or diabetic coronary artery 
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disease); (5) or pregnancy. A total of 1973 questionnaires were collected from Jun 18, 2021, to Aug 9, 2021. By using the Python 
package (Scikit-learn), patients were randomly divided into two groups, a training set (n = 715) and a validation set (n = 306). For 
preprocessing optimization and hyperparameter tuning, five-fold cross-validation was performed on the training set [Fig. 1]. 

2.2. Patient questionnaire 

Patients’ demographic and dampness-heat-related symptoms/signs were recorded by electronic questionnaire, which was designed 
to conduct in type 2 diabetes mellitus. All dampness-heat-related items were unanimously selected after a 2-round Delphi study by the 
CM experts with 10–30 years of clinical experience in a previous study [[17]]. There were 14 dampness-heat-related symptoms/signs 
in the questionnaire, which mainly consisted of three domains: TCM symptoms, pulse conditions and tongue pictures, and one CM 
veteran doctor assessed or inquired about the symptoms/signs and recorded their value. Symptoms and signs include heavy body, 
obesity, heavy sensation of head, sticky and greasy in mouth, sticky stool with ungratifying defecation, bitter taste in the mouth, 
halitosis, dry mouth and thirst, deep-colored urine, constipation, slimy yellow tongue fur, thick tongue fur, red tongue, slippery pulse, 
or rapid-slippery pulse. The items of TCM syndromes, tongue, and pulse characters by inspecting, listening to the sound, and smelling 
the odors, inquiring and pulse-taking. The TCM syndromes were described by “none"(0), “mild"(1), “moderate"(2), and “severe"(3), 
and for the tongue and pulse characters, response options were “present” (1) or “absent” (0). However, there is no standard case 
definition for the dampness-heat syndrome of T2DM, given the limitations of existing diagnostic tools. The diagnosis of the 
dampness-heat pattern of patients was completed by experienced CM physicians at each visit. The participants were informed that they 
could leave an interview at any time, and all recordings would be transcribed confidentially and analyzed anonymously. We were 
granted a waiver of written informed consent but obtained verbal informed consent from participants before their interview because of 
a shortage of staff and funds. STARD guidelines were followed in reporting our results. To improve the reliability and response rate of 
the questionnaire, we adjusted the questionnaire many times to make it easier for operators and respondents to understand the Chinese 
context to the maximum extent. At the same time, we gave explanations of TCM terms to facilitate the understanding of operators and 
respondents. And we did not use ordinary investigators, but all invited doctors with TCM qualifications to conduct the survey. 
Mainland China has a strict examination and training system for TCM qualification, so the credibility of the information collection of 
the four diagnoses of TCM in this study can be improved to the maximum extent. 

Fig. 1. Flow diagram of patient selection and model building.  

X. Liu et al.                                                                                                                                                                                                             



Heliyon 9 (2023) e13289

4

Table 1 
Baseline demographics and items of dampness-heat-related symptoms/signs.   

Whole Sample Non-dampness-heat pattern dampness-heat pattern P-Value 

Sample size, n (%) 1021(100) 632(61.9) 389(38.1)  
Gander, n (%)    0.119 
Female 429 (42.0) 278 (44.0) 151 (38.8)  
Male 592 (58.0) 354 (56.0) 238 (61.2)  
Age, y 57.5 ± 13.1 57.8 ± 12.8 57.0 ± 13.5 0.318 
Height, cm 166.1 ± 7.9 165.9 ± 8.2 166.5 ± 7.3 0.205 
Weight, kg 68.1 ± 12.2 67.8 ± 12.8 68.6 ± 11.2 0.297 
Course of T2MD, y 6.0 [2.0,12.0] 7.0 [2.0,12.0] 5.0 [2.0,10.0] 0.051 
Heavy body, n (%)    <0.001 
None 648 500 148  
Mild 303 (29.7) 125 (19.8) 178 (45.8)  
Moderate 54 (5.3) 4 (0.6) 50 (12.9)  
Severe 16 (1.6) 3 (0.5) 13 (3.3)  
The heavy sensation of the head, n (%)    <0.001 
None 713 537 176  
Mild 260 (25.5) 92 (14.6) 168 (43.2)  
Moderate 39 (3.8) 3 (0.5) 36 (9.3)  
Severe 9 (0.9)  9 (2.3)  
Bitter taste in the mouth, n (%)    <0.001 
None 687(67.3) 546(86.4) 141(36.2)  
Mild 282 (27.6) 80 (12.7) 202 (51.9)  
Moderate 46 (4.5) 5 (0.8) 41 (10.5)  
Severe 6 (0.6) 1 (0.2) 5 (1.3)  
Sticky and greasy in mouth, n (%)    <0.001 
None 681(66.7) 556(86.4) 125(32.1)  
Mild 270 (26.4) 74 (11.7) 196 (50.4)  
Moderate 64 (6.3) 2 (0.3) 62 (15.9)  
Severe 6 (0.6)  6 (1.5)  
Halitosis, n (%)    <0.001 
None 752(73.7) 574(90.8) 178(45.8)  
Mild 221 (21.6) 56 (8.9) 165 (42.4)  
Moderate 42 (4.1) 2 (0.3) 40 (10.3)  
Severe 6 (0.6)  6 (1.5)  
Deep-colored urine, n (%)    <0.001 
None 683(66.9) 555(87.8) 128(32.9)  
Mild 282 (27.6) 76 (12.0) 206 (53.0)  
Moderate 51 (5.0) 1 (0.2) 50 (12.9)  
Severe 5 (0.5)  5 (1.3)  
Sticky stool with ungratifying defecation, n (%)    <0.001 
None 761(74.5) 592(93.7) 169(43.4)  
Mild 212 (20.8) 38 (6.0) 174 (44.7)  
Moderate 45 (4.4) 2 (0.3) 43 (11.1)  
Severe 3 (0.3)  3 (0.8)  
Dry mouth and thirst, n (%)    0.003 
None 199(19.5) 146(23.1) 53(13.6)  
Mild 572 (56.0) 342 (54.1) 230 (59.1)  
Moderate 229 (22.4) 132 (20.9) 97 (24.9)  
Severe 21 (2.1) 12 (1.9) 9 (2.3)  
Constipation, n (%)    <0.001 
None 670(65.6) 488(77.2) 182(46.8)  
Mild 280 (27.4) 117 (18.5) 163 (41.9)  
Moderate 55 (5.4) 20 (3.2) 35 (9.0)  
Severe 16 (1.6) 7 (1.1) 9 (2.3)  
Obesity, n (%)    <0.001 
None 572(56) 389(61.6) 183(47)  
Mild 304 (29.8) 174 (27.5) 130 (33.4)  
Moderate 107 (10.5) 53 (8.4) 54 (13.9)  
Severe 38 (3.7) 16 (2.5) 22 (5.7)  
Slimy yellow tongue fur, n (%)    <0.001 
Absent 697(68.3) 595(94.1) 102(26.2)  
Present 324 (31.7) 37 (5.9) 287 (73.8)  
Thick tongue fur, n (%)    <0.001 
Absent 698(68.4) 557(88.1) 141(36.2)  
Present 323 (31.6) 75 (11.9) 248 (63.8)  
Red tongue, n (%)    <0.001 
Absent 517(50.6) 428(67.7) 89(22.9)  
Present 504 (49.4) 204 (32.3) 300 (77.1)  
Slippery pulse or rapid-slippery pulse, n (%)    <0.001 
Absent 660(64.6) 562(88.9) 98(25.2)  
Present 361 (35.4) 70 (11.1) 291 (74.8)   
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2.3. Model application 

Due to the serious difficulty of TCM pattern diagnosis, experienced and high-level TCM doctors are often needed for clinical data 
collection. Therefore, it is difficult to form a large sample of TCM research due to the lack of personnel. Based on this, we believe that 
traditional machine learning seems to be able to get better results from small samples compared to deep learning [[18]]. At the same 
time, the “black box” problem of deep learning is more challenging than traditional machine learning [[18]]. Besides, the labels and 
results in this study are binary or multi-classification data, and it seems more appropriate to adopt the classification algorithm in the 
supervised mode [[19]]. For the above reasons, six machine learning models, including artificial neural network (ANN), K-nearest 
neighbor (KNN), naive Bayes (NB), support vector machine (SVM), extreme gradient boosting (XGBoost) and random forest (RF), were 
used to develop models that distinguished dampness-heat pattern as a binary outcome (presence and absence). 

Interpretable solutions will be key to machine learning becoming routine clinical and healthcare practice [[20]]. The use of 
interpretable models can effectively reduce bias [ [21]]. RF and XGboost have unique explanatory properties, and they are both in
tegrated algorithms of the decision tree, which can improve the accuracy of the decision tree to a certain extent [[22]]. According to a 
previous study, for classification purposes, the RF and XGBoost classification models performed most optimally with clinical data 
[[23]]. In addition, compared with other algorithms, the features of multicollinearity do not affect the predictive ability of RF and 
XGboost models based on decision trees [[24,25]]. 

SVM is used for binary classification problems in numerous fields, especially in the field of medicine [[26]]. The core principle of 
SVM classification is that they map vectors into a higher dimensional space, and in this space, there is a maximum margin hyperplane. 
On either side of the hyperplane separating the data are two hyperplanes that are parallel to each other, separating the hyperplanes to 
maximize the distance between the two parallel hyperplanes [[27]]. The algorithm is data-driven and can perform fairly well when the 
sample size is small in comparison to the number of variables, which is why it is widely used in prognostic studies for tasks related to 
the automatic classification of diseases [[28]]. 

KNN, also called Reference Sample Plot Method, is another classification technique. The basic principle is to assign labels of 
classified data points to the closest unclassified data points [[26]], which is a simple classification algorithm with good performance in 
medical diagnosis [[29]]. 

ANN belong to a subtype of artificial intelligence and has been used in many subspecialties of clinical medicine [[30]]. The ANN 
consists of nodes connected by weighted edges in a multilayer architecture, including an input layer, an output layer and one or more 
hidden layers [[27]]. It can help doctors to identify complex TCM patterns, process large amounts of data, and reduce diagnosis time 
and the possibility of ignoring relevant information [[31]]. Moreover, ANN-based models usually have optimal accuracy and AUC 
values [[30]]. 

NB is based on the Bayes theorem. This simple yet effective rule calculates the probability of an event based on information gained 
about that event [[26]]. Similar to ANN, both NB and ANN demonstrate robust performance in classification [[32]]. 

2.4. Statistical analysis 

Python (https://www.python.org/; v3.10) was used for statistical description and analysis. Measurement data were expressed as 
means and standard deviations (median or quartile is used for abnormal conditions), while enumeration data were described as 
frequencies and percentages. Student’s test, Chi-square test, or Mann-Whitney U test was used for differences between the two groups 
according to data type. P < 0.05 was considered statistically significant. Model building and evaluation mainly include the following 
aspects. First, we imported the electronic questionnaire data into Python, including 14 feature items and one result item. Secondly, we 
randomly divided the data into the training set and the test set at a percentage of 70%/30%. After that, six models were initially built 
by using a package (Scikit-learn). And then, the optimal parameters of the model were found by 5-fold cross-validation of the training 
data, and the optimal parameters were used to further adjust the model. Subsequently, the validation set was used to evaluate the 
model performance by confusion matrix, receiver operator characteristic (ROC) curve, precision-recall(P-R) curve, area under ROC 
curve (AUC), average precision (AP), sensitivity, specificity, accuracy, recall rate, F1 score. Finally, the Shapley additive explanation 
(SHAP) method was used to explain individual predictions of the best-performing prediction model in our study by quantifying and 
ranking the importance of each variable to the diagnosis [[33]]. The Python package SHAP was used to estimate SHAP values for the 
trained models and to visualize the results. 

3. Results 

3.1. Patient characteristics 

During the study period, a total of 1973 cases were diagnosed with T2DM in ten CM hospitals or clinics. Among them, the following 
952 cases were excluded: 543 of diabetic kidney disease and 409 of diabetic coronary heart disease. Ultimately, 1021 cases were 
included in the analysis. A total of 38.1% of the patients had the dampness-heat syndrome, the average age was 57.5 years, 592 
(58.0%) of the patients were male, and the median duration of diabetes was six years. Table 1 shows the demographics and items of 
dampness-heat-related symptoms/signs. No significant differences in age, gender, or any other demographic factor were found be
tween the two groups, but for the clinical symptoms of the two groups, there were apparently distinctions and significant differences. 
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3.2. Model building and evaluation 

To create the diagnostic model, the 14 symptoms and signs were used as a feature for six machine-learning models. A comparison of 
the performance of the six machine-learning models is shown in Table 2. The XGBoost model had the optimal AUC (0.951, 95% CI 
0.925–0.978), sensitivity, accuracy, average precision, F1 score, negative predictive value, excellent specificity, and positive pre
dictive value. The KNN and NB model had the lowest AUC value [Fig. 2a]. Based on the diagnosed results, we calculated the P-R curve 
of six models and calculated the area under the P-R curve (average precision, AP) to measure the models’ AP of the dampness-heat 
syndrome in T2DM. The XGBoost model also had the highest AP, and the KNN and NB models had the lowest [Fig. 2b]. 

3.3. Model performance interpretation 

To interpret the best performance machine-learning model XGBoost that was important for pattern differentiation, we used Shapley 
additive explanations (SHAP). SHAP values for all 1021 patients in the train set are shown in Fig. 3a. SHAP force plots show the 
contours of patients at the high or low likelihood of diagnosing dampness-heat pattern. One typical patient in the positive group 
(diagnosis for dampness-heat pattern) and one in the negative group (non-diagnosis for dampness-heat pattern) are shown in Fig. 3b 
and c with the detailed SHAP values of the most important variables. 

*F(x): out SHAP value; E(f(x)): basic value. 

3.4. Explanation of variables 

We used SHAP to find the features that were important for pattern differentiation. The importance matrix graph [Fig. 4a] and SHAP 
summary graph [Fig. 4b] for the XGBoost model identified how each variable is important for the diagnosis of the dampness-heat 
pattern. SHAP values greater than zero represented a higher possibility of dampness-heat pattern in T2DM. 

The importance matrix plot ranked the variables contributing to dampness-heat diagnosis from most to least important and showed 
that slimy yellow tongue fur was the most important sign in dampness-heat pattern diagnosis. The slippery pulse or rapid-slippery 
pulse, sticky stool with ungratifying defecation also performed an important role in this diagnostic model. Furthermore, the red 
tongue acted as an important tongue sign for the dampness-heat pattern. In addition, other symptoms and signs contributed to the 
diagnosis model [Fig. 4]. 

4. Discussion 

This study constructed a CM pattern differentiation model for dampness-heat in patients with type 2 diabetes mellitus patients 
based on machine learning and clinical variables from four main diagnostic procedures. High performance was achieved by all models, 
with AUCs ranging from 0.922 to 0.951. Compared to other models, the XGBoost model performed the best, with the best performance 
of diagnosis in AUC (0.951, 95% CI 0.925–0.978), sensitivity, accuracy, average precision, F1 score, negative predictive value, and 
excellent specificity and positive predictive value. The XGBoost model is high-performance and overcomes the shortcomings(long 
learning times and overfitting problems) of the gradient boosting machine(GBM) that has been used for diagnosis and prediction in 
multiple clinical scenarios for T2DM [[34]]. Among all syndromes, tongue and pulse characters from four main diagnostic procedures, 
slimy yellow tongue fur was the most important sign in dampness-heat pattern diagnosis, determined by machine learning in our study. 
Our study indicated that machine learning algorithms appear to be a feasible and viable enhancement for pattern differentiation in 
Chinese Medicine clinical practice. 

The dampness-heat pattern is the most common CM pattern in patients with T2DM and is also a hot spot for combined disease and 
CM pattern research [[35]]. To the best of our knowledge, this will be the first published study to generate machine-learning algo
rithms to distinguish the dampness-heat pattern of T2DM. Due to the diagnostic criteria for dampness-heat pattern in T2DM were not 
standardized in the past, the prevalence of dampness-heat pattern ranged from 13.2% to 58.29% [[36,37]], while in our study, the 
percentage of patients with a positive diagnosis was 38.10% and the accuracy of XGBoost algorithm in validate set was 91.2%, which 
implied the reproducibility of the model is excellent. Our results were consistent with the previous findings. Previous studies have 
demonstrated the significant role of the XGBoost algorithm in other medical fields, such as electronic medical records and natural 
language processing for pattern diagnosis [[38]], development of risk score model [[39]], and prediction of mortality [[40]]. Our 

Table 2 
Performance of the diagnostic models generated by six machine learning algorithms.   

SE(Recall) SP AC AP F1 PPV NPV AUC and 95%CI 

SVM 0.769 0.973 0.902 0.929 0.849 0.949 0.86 0.945(0.917 0.973) 
ANN 0.826 0.919 0.883 0.931 0.848 0.87 0.891 0.947(0.921 0.974) 
KNN 0.785 0.962 0.893 0.885 0.852 0.931 0.873 0.922(0.899 0.962) 
XGboost 0.843 0.957 0.912 0.94 0.883 0.927 0.904 0.951(0.925 0.978) 
NB 0.818 0.936 0.889 0.885 0.853 0.892 0.888 0.922(0.892 0.958) 
RF 0.826 0.941 0.896 0.927 0.862 0.901 0.893 0.942(0.925 0.976) 

*SE: sensitivity; SP: specificity; AC: accuracy; AP: average precision; F1: F1 score; PPV: positive predictive value; NPV: negative predictive value. 
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results confirmed the outstanding performance of the XGBoost model in the diagnosis of the CM pattern. 
Recently, there has been an increase in the application and modelling of machine learning methods in medicine, which provides a 

viable avenue for constructing pattern differentiation diagnostic models [[11]]. However, the inability of machine learning users to 
understand the results of complex machine learning models becomes problematic, presented as black boxes [[12]]. This situation is not 
more receptive than a doctor performing pattern differentiation. However, pattern differentiation can be modelled as a dimensionality 
reduction process that deserves further exploration and research based on the machine learning perspective [[41]]. SHAP methods are 
now commonly used in medical diagnostic or predictive models for variable importance interpretation, especially machine learning 
models, and are constructive in understanding the importance of clinical characteristics for disease diagnosis [[42,43]]. In the present 
study, to facilitate the interpretation of the decision-making process of the XGBoost algorithm model, we used the SHAP methodology 
to explain our diagnosis model [[33]]. Slimy yellow tongue fur, slippery pulse or rapid-slippery pulse, sticky stool with ungratifying 
defecation and red tongue are the symptoms most associated with the diagnosis of the dampness-heat pattern. Previous studies have 
identified Slimy yellow tongue fur as one of the features of the diabetic tongue characteristic [[44]], and it is likewise a representative 
of the hot pattern [[45]], where the dampness-heat pattern belongs to. Slimy yellow tongue fur, red tongue and slippery pulse or 
rapid-slippery pulse have been used as a typical sign in the diagnosis of dampness-heat patterns in diabetes in expert consensus [[15]], 
and furthermore, has also demonstrated a strong correlation with dampness-heat pattern in other diseases [[46]]. Sticky stool with 
ungratifying defecation, as a typical symptom of intestinal dampness-heat pattern, has been previously included in several expert 
consensuses on the diagnosis of CM pattern of digestive system diseases [[47]] and is also an objective symptom as one of the eval
uation indicators of the animal model of the dampness-heat pattern [[48]], and also performed an important role in the present model. 
Consistent with this, we used SHAP’s visualization approach to provide clinical insight and inform clinical pattern differentiation and 
highlight the most important symptoms and signs of diagnostic models. 

The ICD-11, the new release of the ICD, contains a supplementary chapter for Traditional Medicine Conditions [[9]]. This chapter 
describes various types of traditional medicine patterns, including the dampness-heat pattern in the liver-gallbladder, uterus, bladder, 
liver meridian, spleen system et al. Although the revision of ICD-11 added a chapter on TCM, and WHO had made clear that this 
chapter does not refer to nor endorse any specific form of traditional medical treatment [[49]], there still was some worry voice about 
how to provide objective, reliable, reproducible assessment and to reduce inter-rater variability by diagnostic procedures [[50]]. The 
basic methodology of CM practitioners for pattern diagnostic is still primarily based on experience, tacit knowledge and possibly 
subjective perceptions from rigorous training. This can lead to inconsistent diagnoses because doctors rely heavily on subjective 

Fig. 2a. Evaluation of the six machine learning algorithms based on the AUC of the ROC curve. AUC, area under the curve; ROC, receiver operating 
characteristic; 2b P-R curve and AP of the six models. P-R curve: precision-recall curve; AP: average precision. 
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experience and personal knowledge [[11]]. In detail, the inconsistency comes from two aspects: identification of symptoms and signs 
and pattern differentiation. For a CM practitioner, recognizing signs and symptoms are as basic a diagnostic art as the physical ex
amination in Western medicine and does not require over-reliance on medical diagnostic techniques and tests. A reproducibility study 
supported that there was reasonable to a very good agreement on a range of clinical data collected from diagnostic methods used in a 
TCM examination, such as inspection, auscultation, and palpation [[51]]. This means there is a greater need to develop an auxiliary 
tool to improve the accuracy and reproducibility of pattern differentiation, as we have done in this study, applying machine learning 
algorithms to assist in pattern differentiation. 

In practice, successful and appropriate treatment will require accurate pattern differentiation based on the signs and symptoms 
collected. Further speaking, pattern differentiation is critical not only for the clinical consistency and efficacy of different TCM experts 
but also for the development of TCM standardization. The number of CM pattern differences using machine learning methodology has 
recently increased. The majority of these studies have attempted to develop diagnosis models capable of reproducing a CM doctor’s 
diagnosis [[52,53]]. While at the same time, there are studies using machine learning techniques driven data mining methods to study 
patient pattern differentiation [[53,54]]. Simultaneously some studies solely analyzed the Chinese medicine tongue images so that 
diabetes can be effectively differentiated [[55]]. Palpation diagnosis is also a non-invasive and effective method for CM practitioners to 
check the location and extent of a patient’s disease, and the data was collected as pulse waveforms data [[11,56]]. These advances 
mean that CM researchers are facing new challenges with big data as the use of instruments and sensors increases [[57]]. And all 
patterns are the theoretical profiles of symptoms and signs, and each pattern is based on the diagnostic conclusions of the four 
diagnostic methods of TCM. As newly emerged approaches that recognize the potential and useful information from a large number of 
data, ML approaches are favored for their inherent advantages in handling big data [[13]]. It also means that multimodal data will be 
the future application of machine learning in CM diagnosis. 

This study has the following advantages. First, this is the first study to implement machine learning methods to differentiate the 
dampness-heat pattern of T2DM, and all applied models showed good differentiation performance. Second, among the other models, 
the XGBoost model performed best. XGBoost is an efficient and scalable machine learning classifier that has advantages such as ease of 
use, ease of parallelization, and high predictive accuracy. Third, we applied the SHAP method to rank the importance of the included 
variables and found that slimy yellow tongue fur, slippery pulse or rapid-slippery pulse, sticky stool with ungratifying defecation and 
red tongue were the most important diagnostic factors for the dampness-heat pattern of T2DM, which compensated to some extent for 
the machine learning model as an uninterpretable black box. Fourth, our model can be used by CM beginners as a visual approach to 
support the decision-making or diagnose dampness-heat pattern of T2DM before they become CM veteran doctors, which means it may 
accelerate the cultivation of CM talents. Last, clinical data for pattern differentiation was collected in several provinces in China, which 
underlines the generalizability of our findings. 

This study was associated with some limitations. First, this study was conducted only for a single label for the dampness-heat 

Fig. 3. Shapley additive explanation (SHAP) values to show the interpretability of the effects of variables as the input factors for the diagnosis of the 
dampness-heat pattern of T2DM. (a) SHAP values for all 1021 patients in the train set. (b, c) SHAP values of two typical patients from the positive 
group (b) and the negative group (c) are illustrated with their most important variables. 
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pattern of T2DM. However, a patient may suffer from several diseases at the same time, and one disease can reflect several syndromes. 
For these complex cases, there is no satisfactory framework to deal with the diagnosis of multiple coexisting patterns, so we just focus 
on one of the typical patterns in T2DM. Second, limited by funding and human resources, an independent external validation patient 
cohort was not used to verify the stability in the performance of our diagnosis model. Notwithstanding, we believe our rigorous 
methodology generated a robust predictive model of dampness-heat pattern diagnosis model based on CM’s four diagnostic methods. 
In the future, in addition to the models from the present study, we will also develop applications and conduct a prospective study to 
further validate our results. 

5. Conclusion 

In conclusion, our study attempts to the utility of machine learning algorithms trained on CM four diagnostic datasets to estimate 
diagnosis accuracy and potentially apply in pattern differentiation. The XGBoost model we established as a tool to diagnose dampness- 
heat patterns in patients with T2DM may pave the way to help CM practitioners make quick diagnosis decisions. However, this model 
should be further evaluated, specifically in clinical scenarios in the future. 

Fig. 4a. Importance matrix plot of the XGBoost model, depicting the importance of each symptom and signs for diagnosing dampness-heat pattern 
in T2DM.4b SHAP summary plot of the 14 symptoms and signs of the XGBoost model. There is one dot per patient per symptom or sign colored 
according to an attribution value, where red represents a higher value and blue represents a lower value. 
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