Check for
updates

Alzheimer’s

&

Dementia

ELSEVIER

Statistical methods for dementia risk prediction and recommendations

. Q.+ X 1., 2 .~ b . . :
Jantje Goerdten™*, Iva Cuki¢”, Samuel O. Danso®, Isabelle Carriere”’, Graciela Muniz-Terrera®
“Edinburgh Dementia Prevention & Centre for Clinical Brain Sciences, University of Edinburgh, Edinburgh, UK

Alzheimers & Dementia: Translational Research & Clinical Interventions 5 (2019) 563-569

Review Article

for future work: A systematic review

YINSERM, Neuropsychiatrie, Recherche Epidemiologique et Clinique, Montpellier, France

Abstract

Introduction: Numerous dementia risk prediction models have been developed in the past decade.
However, methodological limitations of the analytical tools used may hamper their ability to generate
reliable dementia risk scores. We aim to review the used methodologies.

Methods: We systematically reviewed the literature from March 2014 to September 2018 for pub-
lications presenting a dementia risk prediction model. We critically discuss the analytical techniques
used in the literature.

Results: In total 137 publications were included in the qualitative synthesis. Three techniques were
identified as the most commonly used methodologies: machine learning, logistic regression, and Cox
regression.

Discussion: We identified three major methodological weaknesses: (1) over-reliance on one data
source, (2) poor verification of statistical assumptions of Cox and logistic regression, and (3) lack
of validation. The use of larger and more diverse data sets is recommended. Assumptions should
be tested thoroughly, and actions should be taken if deviations are detected.

© 2019 The Authors. Published by Elsevier Inc. on behalf of the Alzheimer’s Association. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/

4.0/).
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1. Introduction

The prevalence of dementia is increasing globally,
because of the rapid aging of the population. In 2015, 47
million people were affected by dementia worldwide,
whereas dementia prevalence is predicted to almost triple
by 2050 [1]. There is no cure for dementia yet; hence, the
early identification of individuals at higher risk of devel-
oping dementia becomes critical, as this may provide a win-
dow of opportunity to adopt lifestyle changes to reduce
dementia risk [1,2].

Numerous dementia risk prediction models to identify
individuals at higher risk have been developed in the
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past decade. Three systematic reviews and meta-analyses
summarizing dementia risk prediction models were pub-
lished over the past years [3—5]. Stephan et al. [3] and
Tang et al. [4] mainly focused on the critique of the vari-
ables selected for inclusion and the assessment of models’
prognostic performance, whereas Hou et al. [5] reviewed
published dementia risk models in terms of sensitivity,
specificity, and area under the curve from receiving oper-
ating characteristic analysis. Stephan et al. [3] and Tang
et al. [4] concluded that none of the published models
could be recommended for dementia risk prediction,
largely because of multiple methodological weaknesses
of the models or study designs for their derivation. Meth-
odological limitations of the models reviewed included the
lack of discrimination of dementia type, lack of internal
and external validations of the models, the long interval
elapsed between assessments of individuals at risk, and
notably, concerns about the analytical techniques used
were also highlighted. Hou et al. [5] recommended four
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risk prediction models for different populations (midlife,
late-life, patients with diabetes, or mild cognitive impair-
ment (MCI)) with acceptable predictive ability (area under
the curve >0.74), but still concluded that the models
showed methodological limitations, such as lack of
external validation.

To date, there is no systematic literature review focusing
solely on the methodological approaches used in the demen-
tia risk literature. In the present study, we aim to identify and
critically discuss the analytical techniques used in the de-
mentia risk literature and provide suggestions for future pre-
diction model developments, to increase model reliability
and accuracy.

2. Methods
2.1. Search strategy

We searched MEDLINE, Embase, Scopus, and ISI Web
of Science for articles published from March 1, 2014 to
September 17, 2018 using combinations of the following
terms: “dementia,” “prediction,” “development,” “receiver
operating characteristic,” “sensitivity,” “specificity,” “area
under the curve,” and “concordance statistic.” When
possible, terms were mapped to Medical Subject Headings.
We searched relevant systematic literature reviews for addi-
tional references. March 1, 2014 was chosen as earliest date
for this review as it is the upper limit of Tang et al.’s [4] de-
mentia risk review (see Supplementary Material 1 for an
example of the search strategy). An updated search was per-
formed from September 17, 2018 to June 12, 2019.
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2.2. Selection of studies

First, two independent reviewers (I.C. and J.G.) screened
titles and abstracts for suitable articles. Next, full-text arti-
cles were screened for eligibility by one reviewer (J.G.).
The following eligibility criteria was used to select the rele-
vant publications: (1) the study has to use a population-based
sample or a sample restricted to individuals with MCI; (2)
the article provided a model to predict dementia (all-type de-
mentia) risk; (3) the article described the statistical tech-
nique that was used for the model development; (4) the
article was written in English. Conference abstracts and vali-
dation studies were excluded from the review. Any disagree-
ments were resolved by consensus between two authors (I.C.
and J.G.), or if necessary, by a third author (G.M.T.) if the
disagreement could not be resolved.

2.3. Data extraction

Data were extracted by three authors (I.C., J.G.,and S.D.)
from each article. Information collected included data
source, sample size, country, study population, dementia
type, length of follow-up, statistical technique used for
model development, tested assumptions, and validation
method. Only information relevant to our review was ex-

tracted from the articles, that is, when studies investigated
several aims, we only reported the statistical method and
sample that were used for the prediction of dementia risk.
In one case a reference is counted twice in the results, as it
reports risk models developed from two separate techniques
(see Supplementary Material 2 for tables describing publica-
tions extracted for review).

3. Results

A total of 2600 nonduplicated articles were identified
from the database search and additional relevant references.
During the title and abstract review phase 2328 articles were
excluded. Full texts were screened for 272 articles, of which
137 were found to be eligible for inclusion in the quantitative
synthesis. The most frequent reasons for exclusion were the
article was a conference abstract, no prediction model for de-
mentia risk was provided, outcomes other than dementia risk
were predicted (e.g., combination of MCI and Alzheimer’s
disease (AD)), and nonpopulation-based samples or samples
not consisting of MCI individuals were used (e.g., sample
consisting of menopausal women) (see Fig. 1, for a flow
chart of the review, the Preferred Reporting Items for Sys-
tematic Reviews and Meta-Analyses flow chart diagram
template was used [6]).

3.1. Outcomes and populations

Population-based samples were used in 31 (31/138,
22.5%) publications and 107 (107/138, 77.5%) publications
used samples comprising MCI individuals for the develop-
ment of a dementia risk prediction model. In total, 137 study
populations were used for the development of the models, of
which 74 are unique. In total 60 (60/138, 43.5%) samples
were drawn from the Alzheimer’s Disease Neuroimaging
Initiative (ADNI) database. The sample size of the studies
reviewed ranged from 22 to 331,126 individuals, whereas
17 (17/138, 12.3%) studies had a sample size smaller than
100 participants. The follow-up time ranged from 1 to
>30 years. In 103 (103/138, 74.6%) publications AD was
the primary outcome. Other dementia types or a combination
of dementia types with AD were regarded as the outcome in
35 (35/138, 25.4%) publications, including: dementia any
type/not otherwise specified, vascular dementia, mixed de-
mentia, frontotemporal dementia, Huntington disease,
Lewy body dementia, multi-infarct type dementia, and Par-
kinson disease dementia. In 22 (22/138, 15.9%) publica-
tions, risk models were externally validated, whereas 46
(46/138, 33.3%) publications did not mention any validation
procedure.

3.2. Analytical approaches

Machine learning (n = 55) was the most used technique
for the development of dementia risk prediction models. In
the publications selected for review, the support vector ma-
chine classifier (n = 17) was the most commonly used
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Fig. 1. Flow chart of review phases.

algorithm to predict dementia, followed by the disease state
index (n = 6) and the random forest classifier (n = 5). Three
studies used neural network algorithms to construct risk pre-
diction models. Several different feature selection methods
are used (including least absolute shrinkage and selection
operator, recursive feature elimination, or correlation-
based feature selection). In 48 (48/55, 87.3%) of the studies
that used machine learning algorithms, prediction models
were developed for individuals with MCI, whereas seven
(7155, 12.7%) studies developed models for individuals
without clinically impaired cognition. Thirty-four (34/55,
61.8%) publications used the ADNI database. Twelve (12/
55, 21.8%) models are externally validated with independent
samples, of which 10 were MCI populations and two
population-based, whereas 49 (49/55, 89.1%) models are
internally validated using different cross-validation methods
(e.g., 10-fold cross-validation), two (2/55, 3.6%) models are
neither externally nor internally validated.

Logistic regression was used in 31 publications for the
development of dementia risk prediction models. One study
fitted a multinomial logistic regression including mortality

as a third outcome and another study included follow-up
time in the model. Eight (8/31, 25.8%) samples are drawn
from the ADNI database. Five (5/31, 16.1%) studies checked
for multicollinearity among the independent variables and
two studies additionally checked the linearity assumption.
Two (2/31, 6.5%) studies checked if the data were normally
distributed. None of the dementia risk prediction models
derived from logistic regression are externally validated.
Eleven (11/31, 35.5%) models are internally validated using
a cross-validation method, bootstrapping, or by splitting the
sample into a testing and validation set, whereas 20 (20/31,
64.5%) models were not validated.

Cox proportional hazards regression (Cox regression)
models were used for the development of 25 dementia
risk prediction models. Of these, one study used time-
dependent covariates in the Cox model, one study
included death as a competing risk, one further study
used a penalized Cox regression, and another study used
age as the time axis. Seven (7/25, 28%) models are devel-
oped based on data from the ADNI database. Eight (8/25,
32%) studies verified the proportional hazard assumption
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and three studies additionally checked the linearity
assumption. Four (4/25, 16%) risk models were externally
validated with independent samples, of which one was an
MCI population and three were population-based. Twelve
(12/25, 48%) risk models are validated internally, using
cross-validation methods or bootstrapping, whereas 12
(12725, 48%) risk models are neither externally nor inter-
nally validated.

Five studies used a combination of a machine learning
approach and a regression analysis (e.g., disease state in-
dex and Cox regression), four a combination of two re-
gressions (e.g., logistic and Cox regression), two a joint
longitudinal survival model, two an analysis of variance,
two a bilinear regression, and two a receiver operating
characteristic curve analysis to develop a dementia risk
prediction model.

Less frequently used techniques were linear regres-
sion (n = 1), polynomial regression (n = 1), ¥? test
and Kruskal-Wallis test (n = 1), power of the #-sum
score (n = 1), Poisson regression (n = 1), illness-
death model (n = 1), multivariate ordinal regression
(n = 1), event-based probabilistic model (n = 1), mixed
linear model (n = 1), and general linear model (n = 1).
An overview of the limitations found in the studies is
provided in Fig. 2.

4. Discussion

Our review of analytical approaches in dementia risk pre-
diction identified three techniques as the most commonly

used methodologies: machine learning, Cox regression,
and logistic regression models.

4.1. Machine learning

A growing number of dementia risk prediction models
have been developed using machine learning algorithms
[7,8]. Machine learning consists of computational
methods, which are able to find meaningful patterns in the
data [9], while using experience to improve and make pre-
dictions [10]. This means machine learning techniques can
explore the structure of the data, in terms of associations be-
tween the variables, without having a theory of how the
structure looks like. This might make them better suited to
detect associations between variables than logistic or Cox
regression [11]. However, as discussed by Pellegrini et al.
[8], in a published systematic literature and meta-analyses
of machine learning techniques in neuroimaging for cogni-
tive impairment and dementia, studies using machine
learning algorithms also show limitations. Generalizability
of results generated from the application of these techniques
and their transfer to clinical use are likely to be constrained
because of their over-reliance on one data source, the fact
that they commonly use data from populations with greater
proportions of cases (i.e., individuals with the diseases) and
lower proportions of control subjects, they are usually
derived using only one machine learning method and the
application of varying validation methods [7,8].
Furthermore, although machine learning methods perform
well (accuracy >0.8) in differentiating healthy control
subjects from individuals with dementia, their performance
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when identifying individuals at high risk of developing
dementia is poorer (accuracy from 0.5 to 0.85) [8]. Similar
methodological limitations were found in the present re-
view: more than half the studies used the same data source
(34/55, 61.8%), only six (7/55, 12.7%) studies investigated
the prediction abilities of a machine learning method in a
non-MCI population and only 12 of 55 (21.8%) studies
externally validated their model. Relying mainly on one
data source and focusing on individuals already at a higher
risk of developing dementia results in limitations of clinical
relevance and generalizability. Furthermore, without addi-
tional studies externally validating these prediction models,
it is not clear if these models are overfitted and further limits
the generalizability of findings.

4.2. Logistic and Cox regression

Cox and logistic regression, two traditional statistical
techniques, are used frequently in dementia risk prediction
[4].

Despite their popularity, several features of logistic and
traditional Cox regression need to be reflected on when using
these methods in dementia risk prediction (for a comparison
of these approaches in general settings see Ingram and
Kleinman [12] and Peduzzi et al. [13], but it is also worth
remembering that although logistic regression aims at the
estimation of odds ratios, Cox modeling aims to estimate
hazard ratios over time). First, an aspect of both approaches
that is relevant to note is that they both generate static risk
predictions as they are based on a designated time 0 and
on data (baseline covariates) collected at a single time point
(time O or before). Extensions to time-dependent Cox
models exist that are appropriate for use when risk factors
themselves change over time [14]. Although not imple-
mented yet in dementia risk prediction, these extended
models are likely to be informative in the context of demen-
tia risk prediction as change in predictors over time is likely
to be more informative than a single value. However, if pre-
diction is short term, models with time-dependent variables
may not be necessary.

Second, although our review identified only one publica-
tion where a Cox model based on age was used, the choice of
the time axis in Cox modeling is a methodological aspect
that also needs consideration as different choices hamper
the comparison of results across (and within) studies.
When age is used as time axis, the analysis needs to be cor-
rected for delayed entry. A discussion of this issue in the
methodological literature and empirical demonstrations
showing high sensitivity of results to different choices can
be found in Pencina et al. [15].

Third, both methods assume a data structure that may
not be adequately fulfilled when used in dementia predic-
tion. Both techniques assume linear relationships between
the independent and the dependent variables, that is, a
linear relationship between the log of the odds (logistic
regression) or the relative risk (Cox regression) and the co-

variates is assumed. Yet, this assumption is likely not to
hold for critical variables used as input in the model
(e.g., biomarker) [16]. Notably, our review identified only
five of 56 (8.9%) studies that explicitly tested the linearity
assumption. Cox regression additionally assumes propor-
tional hazards, which postulates that the impact of a prog-
nostic factor on dementia remains constant over the entire
follow-up. Only a third (8/25, 32%) of the identified studies
in our review that used Cox regression tested the propor-
tional hazards assumption. Violations of the underlying as-
sumptions in logistic and Cox regression result in biased
estimates [16,17]. Furthermore, merely five (5/56, 8.9%)
studies incorporated interactions in their regression
model. Although an interaction makes it harder to
interpret the estimates, it is still relevant and potentially
informative to test these.

4.3. Validation, sample size, and data source

External and internal validations are crucial steps when
developing a reliable prediction model. Although internal
validation ensures the robustness of the findings, that is,
there are no alternative explanations for the findings,
external validation provides information to which extent re-
sults can be generalized, that is, the model can be applied to a
wider population than the one from which it was developed
[18,19]. Although, the validation phase is highly
recommended in prediction models [20], a third of the
studies did not perform internal or external validation (46/
138, 33.3%). Of the 138 prediction models reviewed, only
14 (10.1%) studies validated their model internally and
externally. Too many studies did not perform any validation,
whereas too few studies performed both internal and
external validations. This is a poor state and the field would
benefit from a change in practice.

The data used for the development of a prediction model
are as important as the technique used for the derivation of
the model. Several studies (17/138, 12.3%) used a sample
smaller than 100 participants, which likely is a limitation
of these studies. There are no recommendations for a specific
sample size, as it dependents on various factors (e.g., which
technique is used, number of cases, and number of predic-
tors). Nevertheless, the sample size should be considered
when planning a study. The studies reviewed here used 74
unique study populations. The ADNI database was used
frequently: 60 (60/138, 43.5%) models were derived using
information from subsamples drawn from the ADNI data-
base. Although this overlap makes the results more compa-
rable, it renders at the same time generalizability and might
inflate accuracy. For instance, predictions for individuals in
ethnic minorities are unlikely to be accurate if models are
derived from the ADNI database, where ethnic minorities
are largely under-represented, as inferences will be based
on a low number of cases and the studies underpowered.
Furthermore, the generalizability and replication of findings
generated from populations of different sociodemographic
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characteristics (age distribution, for instance) and study
design (years of follow-up) are likely to be hampered as
left censoring will almost certainly operate differently.

4.4. Recommendations

In this review, we identified three major methodological
weaknesses, which we encourage researchers to address in
future dementia risk prediction work: (1) over-reliance on
one data source, (2) the limited evaluation of analytical as-
sumptions of the models used (Cox and logistic regression),
and (3) poor internal and external validations of the predic-
tion models. Hence, we suggest the following recommenda-
tions to improve the reliability and accuracy of dementia risk
prediction models and provide researches with some guid-
ance:

1. A broader selection of data sources should be consid-
ered when developing dementia prediction models,
including more diverse samples. Although we
acknowledge challenges for differentiation between
the dementia types, the discrimination of individuals
by dementia type will facilitate the identification of
risk factors specific to each dementia type. Data
sets with different lengths of follow-up time will
permit the evaluation of risk progression over
different time frames. We encourage researchers to
perform where possible, subgroup analyses to eval-
uate consistency of results in subgroups of similar
features.

2. When using regression analyses for dementia risk pre-
diction model development the assumptions need to
be tested thoroughly. If deviations from the (linearity)
assumptions are detected, appropriate actions need to
be taken. There are a number of more flexible
nonparametric extensions for regression analyses,
through which the linearity assumption can be
relaxed: polynomials or restricted cubic splines can
be added to the regression model or the predictor
can be (log-) transformed [21]. Similarly, the propor-
tional hazard assumption for Cox regression can be
relaxed by implementing alternative formulations of
the models (i.e., adding splines).

3. Internal and external validations are key steps during
the development and implementation of a new predic-
tion model. Internal validation provides insight to
which extent the model is overfitted and whether the
predictive ability is too optimistic, whereas external
validation proves the ability of the prediction model
to perform similarly well in a comparable population.
There are different internal validation methods, such
as splitting the data into two subsets (a development
and a validation sample), leave one-out cross-valida-
tion or bootstrapping. Bootstrapping is a recommen-
ded internal validation method, also when a large
number of predictors are used [18]. However, the

method might be limited when used in a small sample.
For external validation data with a similar but different
population to its development population are needed.
As mentioned in recommendation 1, more and easily
accessible data are required to enable fast and uncom-
plicated external validation.

4. We encourage researchers to adopt innovative meth-
odologies such as dynamic risk prediction models
[22], as the incorporation of within person change in
markers of disease progression is likely to be more
informative of risk than data collected at a single point
in time while also being more likely to reflect clinical
practice.

5. We strongly suggest the adoption of Transparent Re-
porting of a Multivariable Prediction Model for Indi-
vidual Prognosis or Diagnosis guidelines [20] when
developing and validating risk prediction models.

4.5. Strength and limitations

The strength of this review is the broad inclusion, allow-
ing a good representation of all possible methodological ap-
proaches used in the dementia risk literature. However, we
only included published articles and excluded conference
abstracts. We also included only population-based samples
or samples consisting of MCI individuals, prediction models
for other populations (e.g., individuals with Parkinson)
might have been developed with different methodological
approaches. Furthermore, only dementia was used as a
search term, whereby studies looking at specific types of de-
mentia could have been missed.

5. Conclusion

Dementia is one of the leading causes of disability and
dependence in late-life [2]. There is a great need to identify
individuals at high risk of developing dementia early on.
Therefore, the large reliance on one data source, poor vali-
dation of results, and limited verification of model assump-
tions when developing dementia risk prediction models are
of concern. It has been shown by Abrahamowicz et al. [16]
and Exalto et al. [23] that an application of a more accurate
or different analytical technique can result in altered risk
prediction. An inaccurate representation of the true rela-
tionship of a predictor variable with the outcome might
cause false identification of high-risk groups and biased
prognosis. To ensure valid conclusions and accurate risk
prediction, prognostic studies should rely on statistical
methods that correctly represent the actual structure of
empirical data and the true complexity of the biological
processes under study. Improved practice in data analysis
and innovative data designs may advance derivation of de-
mentia risk scores. Machine learning approaches are
frequently used for dementia risk prediction model devel-
opment. As machine learning approaches still need to
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improve prediction abilities, regression analyses are robust
techniques for prediction model development when applied
correctly. Compared with machine learning methods,
regression analyses are cost effective and require less
computational time.

Advanced and innovative dynamic methods already
adopted in other research and clinical areas are likely to be
the best choice for future dementia risk prediction develop-
ments for now. The community will also benefit from the
adoption of new data collection modes to advance knowl-
edge in the short term.
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RESEARCH IN CONTEXT

1. Systematic review: The authors reviewed the litera-
ture using traditional sources and references from
previous publications.

2. Interpretation: Our findings identified several meth-
odological limitations in the existing literature on de-
mentia risk prediction.

3. Future directions: Future research about dementia
risk prediction should use a more thorough method-
ological approach and devote efforts to ensure fulfil-
ment of assumptions, explore interactions, and
validation of results.
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