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Abstract
Although the categorization of ultrasound using the Breast Imaging Reporting and Data 
System (BI- RADS) has become widespread worldwide, the problem of inter- observer 
variability remains. To maintain uniformity in diagnostic accuracy, we have developed a 
system in which artificial intelligence (AI) can distinguish whether a static image obtained 
using a breast ultrasound represents BI- RADS3 or lower or BI- RADS4a or higher to 
determine the medical management that should be performed on a patient whose breast 
ultrasound shows abnormalities. To establish and validate the AI system, a training 
dataset consisting of 4028 images containing 5014 lesions and a test dataset consisting 
of 3166 images containing 3656 lesions were collected and annotated. We selected a 
setting that maximized the area under the curve (AUC) and minimized the difference 
in sensitivity and specificity by adjusting the internal parameters of the AI system, 
achieving an AUC, sensitivity, and specificity of 0.95, 91.2%, and 90.7%, respectively. 
Furthermore, based on 30 images extracted from the test data, the diagnostic accuracy 
of 20 clinicians and the AI system was compared, and the AI system was found to be 
significantly superior to the clinicians (McNemar test, p < 0.001). Although deep- learning 
methods to categorize benign and malignant tumors using breast ultrasound have been 
extensively reported, our work represents the first attempt to establish an AI system to 
classify BI- RADS3 or lower and BI- RADS4a or higher successfully, providing important 
implications for clinical actions. These results suggest that the AI diagnostic system is 
sufficient to proceed to the next stage of clinical application.
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1  |  INTRODUC TION

Breast ultrasound has progressed enormously over the last decade 
with markedly improved resolution and rapid image processing.1 It is 
classified as a physiological function test in which a patient's body is 
directly examined by an operator. Thus, its accuracy depends on the 
quality of the equipment and environment, as well as on the observer's 
technique, experience, knowledge of disease, and how the findings are 
obtained. Therefore, the reliability of handheld ultrasound remains 
controversial owing to operator dependence.2 In 2003, the American 
College of Radiology developed the Breast Imaging Reporting and 
Data System (BI- RADS) classification to standardize the terminology 
for reporting breast ultrasound findings and to ensure a consistent 
diagnosis.3 The latest version, the 5th edition, was revised in 2013 
to provide comprehensive guidelines for breast imaging diagnosis by 
integrating mammography, ultrasonography, and MRI.4 Although this 
categorization of ultrasound using BI- RADS has become widespread 
worldwide, the problem of inter- observer variability remains.5,6 
Moreover, real- time scanning permits detailed lesion evaluation com-
pared with analysis of static images on a workstation.7 Therefore, the 
expertise of the diagnostician is required to make an accurate diagno-
sis from the static images taken after the scan.

To maintain uniformity in the diagnostic accuracy of breast ul-
trasound images, we developed a system for applying artificial in-
telligence (AI) to breast ultrasound diagnosis using deep- learning 
technology, which has been advanced remarkably in recent years. 
The BI- RADS classification primarily examines ultrasound findings 
based on “shape,” “orientation,” “margin,” “echo pattern,” and “pos-
terior features”;4 however, the system is designed to enable AI to 
detect features of ultrasound images that cannot be distinguished 
by the human eye and to determine BI- RADS categorization. Several 
studies have shown that the negative predictive value of the BI- 
RADS rating system was >99%, and the presence of malignancy 
was substantially less likely if the patient was rated BI- RADS3 or 
lower.6,8,9 Therefore, the purpose of this study was to construct a 
system in which AI can distinguish whether a static image from a 
breast ultrasound is BI- RADS3 or lower or BI- RADS4a or higher and 
to verify its accuracy. Thus, the development and operation of the 
AI diagnosis system are expected to enable diagnosticians to judge 
the findings with a deep sense of confidence and to reduce incorrect 
judgments and missed malignancies in both diagnostic breast imag-
ing and initial screening situations.

2  |  MATERIAL S AND METHODS

2.1  |  Study design

This was a multicenter exploratory study aimed to establish an AI sys-
tem for breast ultrasound diagnosis using a deep- learning technology 
and verify its accuracy. The AI diagnostic system determined whether 
the test image was BI- RADS3 or lower or BI- RADS4a or higher. These 
results were compared with the predetermined diagnoses made by 

human experts, and the sensitivity, specificity, and the area under the 
curve (AUC) were calculated and used for evaluation.

2.2  |  Collection of ultrasound images

Breast ultrasound images for evaluation were collected using opt- 
out recruitment methods from Keio University Hospital, Teikyo 
University Hospital, National Cancer Center Hospital, National 
Cancer Center Hospital East, Kitasato University Kitasato Institute 
Hospital, Kyorin University Hospital, Saitama Medical University 
International Medical Center, and Tokyo Medical Center. The study 
was conducted in accordance with the Declaration of Helsinki, and 
the study protocol was approved by the Institutional Review Board 
of Keio University School of Medicine (Approval No. 20170146). 
The local ethics committees approved the study in the participat-
ing facilities. Breast ultrasound images were collected either from 
women who had histologically determined benign or malignant 
breast tumors or from women who were clinically diagnosed with 
benign tumors after 6 months of follow- up or longer. One or more 
images were selected from the ultrasound images of a single case 
that met the criteria of a breast cancer specialist in each institu-
tion certified by the Japanese Breast Cancer Society. At the time of 
collection, the following information was assigned to each image: 
the institution where the ultrasound was performed, benign or 
malignant as judged histologically or clinically, histological type, 
and ultrasound machine manufacturer type. At each facility, the 
ultrasound images were anonymized by removing all personally 
identifiable information, and the encrypted image information was 
stored at Keio University. The quality of the breast ultrasound im-
ages collected from each facility varied, with the lowest pixel count 
at 208,318 pixels and the highest at 1,757,668 pixels. The median 
number of pixels in the images from each institution was as fol-
lows: Keio University Hospital, 691,200 pixels; Teikyo University 
Hospital, 1,228,800 pixels; National Cancer Center Hospital, 
661,287 pixels; National Cancer Center Hospital East, 659,476 pix-
els; Kitasato University Kitasato Institute Hospital, 786,432 pix-
els; Kyorin University Hospital, 691,200 pixels; Saitama Medical 
University International Medical Center, 487,808 pixels; and Tokyo 
Medical Center, 229,542 pixels. The collected images were care-
fully examined for the initial defective state, and images containing 
Doppler or elastography, or those deemed technically inappropri-
ate for evaluation, were eliminated.

2.3  |  Image evaluation and annotation

Ultrasound images were evaluated separately by two independent 
evaluators certified by the Japan Central Organization on Quality 
Assurance of Breast Cancer Screening to conduct breast cancer 
ultrasound. The evaluator reviewed an image without any 
additional information, marked all lesions observed, and provided 
assessments based on the 5th edition of BI- RADS, which was 
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revised in 2013.4 If multiple lesions were present in a single image, 
each was marked and evaluated individually. After all images were 
evaluated, the results were disclosed, and if any lesions were 
assessed differently by the two evaluators, the final evaluation 
was determined by discussion. If no consensus on the evaluation 
was reached through discussion, one of the opinions was chosen 
by a third evaluator. In this manner, lesion- by- lesion assessment 
was collected and analyzed.

The annotation process was performed using the Labelme ver. 
4.5.9 (Wada, K. Labelme: Image polygonal annotation with Python 
[Computer software] https://doi.org/10.5281/zenodo.5711226). 
Tumors, skin, muscle, adipose tissue, and mammary tissue on the 
image were surrounded by polygons, and each was tagged with the 
corresponding tissue. Tumors were tagged based on BI- RADS classi-
fication. If multiple tumors were present in a single image, a tag with 
the BI- RADS classification was assigned. All statistical calculations 
were performed using Python 3.6 (Python Software Foundation) 
with NumPy 1.18.1 and the scikit- learn libraries 0.22.1.

3  |  RESULTS

3.1  |  Establishment of the AI diagnosis system

The annotated images were randomly classified into two datasets: 
a training dataset of 4028 images, including 5014 lesions, and a test 
dataset of 3166 images, including 3656 lesions; the former dataset 
was used to train the AI system (Table 1). As images determined as BI- 
RADS1 have no lesions, the number of images was assessed instead 
of the number of lesions. The ultrasound systems used in the hospi-
tals participating in this study were manufactured and distributed by 
GE Healthcare Systems, FUJIFILM Health Care (HITACHI Aloka), and 
Canon Medical Systems. The ratio of the number of lesions in the 
training dataset by the manufacturer was 849, 1720, and 2445, re-
spectively (Table 1). The AI system for image identification based on 
convolutional neural network (CNN) in the deep- learning technology 
was provided by the IoT company Fixstars Corporation. The num-
ber of lesions for each BI- RADS classification in the training dataset 
was 437, 579, 2794, and 1204 lesions for BI- RADS2, BI- RADS3, BI- 
RADS4, and BI- RADS5, respectively (Table 2). Images diagnosed as 
BI- RADS1 were excluded from the training dataset. The percentage 
of malignancies in each category of the overall data was 0%, 5.57%, 
32.7%, 88.9%, and 98.7% for BI- RADS3 and below, BI- RADS4a, BI- 
RADS4b, BI- RADS4c, and BI- RADS5, respectively (Table 2).

3.2  |  Validation of the diagnostic accuracy by AI

The validation of the test dataset, which included 3656 lesions, was 
conducted using AI trained with the training dataset. The number of 
lesions for each BI- RADS classification in the test dataset was 1470, 
176, 278, 1200, and 532 for BI- RADS1, BI- RADS2, BI- RADS3, BI- 
RADS4, and BI- RADS5, respectively (Table 2). TA
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Lesion detection was performed by the one- stage detector for 
“BI- RADS 4a or higher” and “BI- RADS 3 or lower,” respectively. In 
cases of overlapping detection of a lesion with both BI- RADS 4a 
or higher and BI- RADS 3 or lower, priority was given to the higher 
confidence score. However, AUC representing multiple confidence 
scores could not be simply calculated. Therefore, the AUC by all 
possible thresholds of its confidence score for the detection in each 
image of BI- RADS 4a or higher, which is the most important indica-
tor for diagnosis, was obtained, and its value was 0.95 (Figure 1A). 
The values with the smallest difference in sensitivity and specificity 
in this ROC curve were 91.2% and 90.7%, respectively. (Figure 1B).

The test data consisted of 695, 871, and 2090 lesions from GE 
Healthcare Systems, FUJIFILM Health care (HITACHI Aloka), and 
Canon Medical Systems equipment, respectively, and diagnostic val-
idation of the AI system was performed for each ultrasound equip-
ment manufacturer. The sensitivity and specificity determined for 
images from the GE Healthcare Systems were 80.8% and 94.0%, re-
spectively. Similarly, the sensitivity and specificity were 90.9% and 
75.5%, respectively, for FUJIFILM Health Care (HITACHI Aloka) and 
92.2% and 88.7%, respectively, for Canon Medical Systems.

The intersection over union (IoU) was calculated as the per-
centage of overlap between human- annotated and AI- detected 
regions. The value of mIoU, which is the mean IoU obtained by AI 
analysis of all test data, was 0.6453. Considering that the IoU was 
64/98 ≒ 0.653 when the length of one side of the square was shifted 
diagonally by one- ninth, the lesions were detected with a high de-
gree of accuracy.

3.3  |  Comparison of diagnostic performance 
between clinicians and AI

From the test dataset, excluding images with BI- RADS1 category, 
30 images from GE Healthcare Systems were selected completely 
at random and diagnosed by AI as well as by 20 clinicians. Of the 30 
images, 19 were classified as BI- RADS 4a or higher and 11 were clas-
sified as BI- RADS 3 or lower. All clinicians had 5- 8 years of clinical 
experience, and 10 out of 20 were board- certified surgeons, certi-
fied by the Japan Surgical Society. The mean sensitivity and specific-
ity of the diagnosis made by the clinicians were 67.1% (31.6%- 84.2%) 
and 81.4% (47.4%- 90.9%), respectively. The sensitivity and specific-
ity of the diagnosis made by the clinician who provided the best re-
sponses were 84.2% and 90.9%, respectively. In contrast, AI had a 
sensitivity of 100% and a specificity of 90.9%, and a McNemar test 
demonstrated that AI was significantly superior to the clinicians in 
both sensitivity and specificity (p < 0.001, Figure 2).

4  |  DISCUSSION

Although there have been many reports on the AI- based diagnosis 
of breast ultrasound, most of the studies have focused on technical 
aspects, such as the algorithm used for deep learning depending on TA
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the purpose, while only a few studies have focused on clinical ap-
plications and utility of AI.10 Among these technical considerations, 
the applications of deep- learning techniques are mainly catego-
rized into object detection,11,12 segmentation,13,14 image classifica-
tion,15,16 and image synthesis.17 Regarding image classification, there 
are many reports on the distinction between benign and malignant 
lesions in static images.18– 22 In contrast, although the identification 
of the tumor as benign or malignant is an important clinical element, 
the most critical issue is to determine what medical management 
should be performed on a patient whose breast ultrasound shows 
abnormalities. The BI- RADS system recommends action for every 
diagnosed category, which is consistent across imaging modalities.4 
Therefore, we conducted this study to improve the accuracy of the 
BI- RADS assessment using the deep- learning technology. Huang 
et al. reported the results of the classification using a two- stage 
grading system for BI- RADS categories 3, 4a, 4b, 4c, and 5 in the 

evaluation of 2238 cases. The results showed that their proposed 
scheme could extract effective features from breast ultrasound im-
ages for final classification with high accuracy.23 If a patient is di-
agnosed with BI- RADS category 4a or higher, the clinical necessity 
for subclassification of the patient is low because tissue diagnosis is 
recommended in the BI- RADS system.4 Given this background, our 
AI system was developed to classify patients into two groups based 
on BI- RADS categories.

It is worth considering whether the threshold for classification 
into two groups by an AI system should be BI- RADS3 or lower or 
BI- RADS4a or lower. In BI- RADS, complicated cyst and solid mass 
are classified as category 4a or higher; therefore, identifying the 
echo pattern is especially important for this classification. The pres-
ence of malignancy was considerably less likely if the patient was 
rated BI- RADS3 or lower.6,8,9 In a combined assessment of multiple 
reports, the incidence of malignancy was only 0.2% at 6 months in 
lesions determined to be BI- RADS3.24 BI- RADS4a lesions are de-
fined as having malignancy rates of 2%- 10%, and the actual training 
and test data used in this study showed a malignancy rate of 5.57%. 
Setting the threshold category should be determined based on the 
specific application of the AI system. As BI- RADS is intended to be 
evaluated with other modalities, such as mammograms, and recom-
mended clinical action changes above BI- RADS4a, the threshold for 
this study was set at BI- RADS3 or lower to prioritize sensitivity at 
the expense of specificity for the diagnosis of benign and malignant 
tumors. In this setting, the problem of a lower rate of malignancy in 
BI- RADS4a arises, resulting in a higher frequency of unnecessary 
invasive testing; however, this is not a specific problem in AI diagno-
sis. In this study, clinicians, unlike AI, frequently underestimated the 
cases with BI- RADS 4a and misjudged them as BI- RADS3 or lower, 
causing lower sensitivity. To solve this problem, downgrading of 
BI- RADS 4a lesions with elastography and clinical nomograms has 
been attempted with excellent performance.25,26 Moreover, there 

F I G U R E  1  Receiver- operating characteristic (ROC) curve by possible thresholds of the confidence score for the detection in each 
image of Breast Imaging Reporting and Data System (BI- RADS) 4a or higher. A, ROC curve with an area under the curve (AUC) of 0.95. B, 
Sensitivity and specificity with variations in thresholds of the confidence score

F I G U R E  2  Sensitivity and specificity of diagnosis by artificial 
Intelligence (AI) and 20 clinicians for 30 images. X: diagnosis by 
each clinician, ▲: AI diagnosis, ●: average of clinicians
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are many reports of AUCs of >0.9 for benign and malignant tumor 
diagnoses by AI- based image classification.17 The use of such AI for 
downgrading BI- RADS4a lesions should be considered in the future.

Breast ultrasound is rarely used as a primary diagnosis but is 
mostly used to differentiate between benign and malignant disease 
in most clinically symptomatic patients or as an adjunct tool to fur-
ther analyze abnormalities on screening mammograms. However, 
Asians, such as Japanese and Chinese, are considered to have a high 
incidence of dense breasts,27,28 and there are several reports on the 
effectiveness of using breast ultrasound for screening tests.29,30 The 
results of a large randomized controlled trial (J- START), including 
women in their 40s, showed significantly better detection rates of 
early- stage breast cancer for screening with both mammography 
and ultrasound than for screening with mammography alone.31 
Therefore, the development of a comprehensive evaluation system 
using both mammograms and ultrasound in breast cancer screening 
has been attempted.29 However, the difference between the prev-
alence in the test data and the actual prevalence in screening tests 
is considered a significant bias. For example, in the J- START trial, 
36,752 women were assigned to the intervention group that was 
subjected to both ultrasound and mammograms, but the recall rate 
was 12.6%, and the diagnosis rate of breast cancer was less than 
0.5%.31 In contrast, our test data showed that 47.4% of the 3656 le-
sions had a BI- RADS4a or higher, and 30.3% contained lesions with a 
histological diagnosis of breast cancer. As the J- START study is diag-
nostic on a per- patient basis and our test study is diagnostic on a per- 
lesion basis, a comparison could not be made in principle. However, 
notably, in order to validate the accuracy of AI in this study, it was 
necessary to examine a larger prevalence of malignancy than the 
prevalence that would be detected by an actual screening test. The 
sensitivity and specificity of the AI system in this study appear to be 
sufficiently practical for screening tests when BI- RADS4a or higher 
is judged to be a recall. However, owing to the above bias, verifica-
tion from a clinical aspect, such as examining whether the accuracy 
increases when a clinician gives a final diagnosis after considering 
the results of the AI system, is necessary for clinical application.

This study is the first to examine the diagnostic accuracy of AI 
by the manufacturer of the ultrasound device from which images 
were acquired. Because each manufacturer has a different image- 
rendering engine, it is possible for a human observer to perceive 
differences in image quality, and it is unclear how these differences 
affect the accuracy of the AI system. The sensitivity for images ob-
tained from GE Healthcare Systems was lower than that from the 
other systems, possibly because of the low number of training data-
sets. In contrast, the diagnosis of BI- RADS1 images with no lesions 
or images that can be judged as benign immediately, such as sim-
ple cysts, is less affected by the differences between devices from 
different manufacturers. The low specificity of diagnosis of images 
from FUJIFILM Healthcare could be attributed to the small amount 
of BI- RADS1- 3 test data. Because this is a bias related to the distri-
bution of the test dataset, it is not considered an essential accuracy 
issue. It is also pointed out that overfitting is a possible reason for 
the loss of accuracy in constructing a deep- learning system. Data 

augmentation may decrease the risk of overfitting to the training 
data by introducing some variability to the images but cannot fill 
in the missing information if the original small training set does not 
contain samples covering the wide range of disease characteristics 
in the real- world population.17 However, data augmentation was not 
applied to this study, but rather images from multiple facilities and 
different manufacturers were collected to ensure diversity of data 
and reduce the risk of overlearning. This data diversity is also a solu-
tion to the domain shift problem, the loss of accuracy for domains 
that the AI is not expecting. Because of the relatively large number 
of images from Canon Medical Systems in our dataset, it is necessary 
to add more images from the other two manufacturers to ensure this 
diversity and to resolve the domain shift problem. Moreover, image 
rendering technology in ultrasound equipment is remarkable. When 
major technological improvements in resolution and/or image qual-
ity are accomplished, revalidation will need to be performed.

In summary, we annotated 8670 lesions in breast ultrasound im-
ages, trained AI using 5014 lesions as the training dataset, and built 
an AI diagnosis system. To the best of our knowledge, this is the 
first attempt to establish an AI system that classifies tumor as BI- 
RADS3 or lower and BI- RADS4a or higher, instead of benign or ma-
lignant, to provide important recommendations for clinical action. 
The AUC, sensitivity, and specificity of the test dataset for the 3656 
lesions in 3166 images were 0.95, 91.2%, and 90.7%, respectively. 
Although there was bias in both the training and test datasets that 
needed to be improved, the results were sufficient for us to proceed 
to the next stage of clinical application. Future research should be 
conducted to verify the safety of AI, determine whether any disad-
vantages arise from its use, and study its effectiveness in specific 
clinical applications.
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