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Abstract 
The incorporation of artificial intelligence (AI) into gastrointestinal (GI) endoscopy represents a promising advancement in gastroenterology. 
With over 40 published randomized controlled trials and numerous ongoing clinical trials, gastroenterology leads other medical disciplines in 
AI research. Computer-aided detection algorithms for identifying colorectal polyps have achieved regulatory approval and are in routine clin-
ical use, while other AI applications for GI endoscopy are in advanced development stages. Near-term opportunities include the potential for 
computer-aided diagnosis to replace conventional histopathology for diagnosing small colon polyps and increased AI automation in capsule en-
doscopy. Despite significant development in research settings, the generalizability and robustness of AI models in real clinical practice remain 
inconsistent. The GI field lags behind other medical disciplines in the breadth of novel AI algorithms, with only 13 out of 882 Food and Drug 
Administration (FDA)-approved AI models focussed on GI endoscopy as of June 2024. Additionally, existing GI endoscopy image databases 
are disproportionately focussed on colon polyps, lacking representation of the diversity of other endoscopic findings. High-quality datasets, 
encompassing a wide range of patient demographics, endoscopic equipment types, and disease states, are crucial for developing effective AI 
models for GI endoscopy. This article reviews the current state of GI endoscopy datasets, barriers to progress, including dataset size, data diver-
sity, annotation quality, and ethical issues in data collection and usage, and future needs for advancing AI in GI endoscopy.
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Introduction
Incorporating artificial intelligence (AI) into gastrointestinal 
(GI) endoscopy represents a promising advancement in gas-
troenterology practice.1,2 In clinical research on AI, gastroen-
terology leads all other medical disciplines with nearly over 
40 published randomized controlled trials and many ongoing 
clinical trials.3 Advancements such as computer-aided detec-
tion algorithms for identifying colorectal polyps have already 
achieved regulatory approval and are being used in routine 
clinical care, while numerous other AI applications for GI en-
doscopy are in advanced stages of development. There is also 
considerable interest in the potential for computer-aided diag-
nosis to replace conventional histopathology for diagnosing 
small colon polyps, facilitating “resect and discard” or “di-
agnose and leave” approaches.4–6 Additionally, capsule en-
doscopy could enable even greater levels of AI automation.7 
These AI advancements, to name a few, aim to improve the 
efficiency, safety, and diagnostic precision of GI endoscopy.

However, despite the development of many AI models in 
research settings, their generalizability into real clinical prac-
tice and their robustness on different data distributions re-
mains inconsistent. Notably, across the wide spectrum of 
human disease, GI is being outpaced by other medical fields 
with regard to the breadth of novel AI algorithms being de-
veloped. As of June 2024, only 13 of the 882 Food and Drug 
Administration (FDA) approved AI models are focussed on 

GI endoscopy.8 Furthermore, a large majority of available GI 
endoscopy image databases are disproportionately focussed 
on colon polyps, with little/no presentation of the diversity of 
other endoscopic findings.9 This bias towards colon polyps is 
also reflected in the proportion of randomized control trials 
performed and the FDA-approved AI algorithms for GI.8

Several studies have highlighted the link between dataset 
quality and model accuracy.10 As such, it is essential for 
datasets to be of high quality and to represent a wide range of 
patient demographics, endoscopic equipment types, and most 
importantly across a much broader range of disease states, to 
ensure the models developed are effective for a wider range 
of real-world scenarios for GI endoscopy. In this article, we 
aim to shed light on the current state of datasets in GI endos-
copy, barriers to progress, including dataset size, data diver-
sity, annotation quality, and ethical issues in data collection 
and usage, and future needs.

Current state of datasets in gastrointestinal 
endoscopy
Current datasets for endoscopy
In recent years, numerous datasets have been curated in the 
field of GI. These datasets are critical for training AI models, 
which can help automate the interpretation of endoscopic 
images and videos, thereby improving the accuracy and 
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efficiency of diagnostics and treatment planning. AI models have 
demonstrated high accuracy in detecting abnormalities such as 
polyps, tumours, and ulcerations.4,11 Table 1 shows a summary 
of current datasets, grouped by disease category. We note that a 
majority of the datasets are focussed on colon polyps.

These datasets are spread across ~15 different countries 
and 26+ hospitals (Figure 1). However, a vast majority of 
these datasets are focussed on European populations. While 
the most prevalent disease represented in these datasets was 

found to be colon polyps, there are 47 other GI diseases 
also present, spanning upper and lower GI tracts (Figure 2). 
Furthermore, there are various images showing therapeutic 
interventions, anatomical landmarks, normal tissue, and 
bowel preparation quality levels. We note that there is a no-
table disparity in the number of samples available per dataset 
(ranging from a few 100s to 100 000s), as well as in image 
resolutions and clarity. Furthermore, patient ID information 
is not available in most datasets.

Table 1. Summary of currently available datasets in the field of gastroenterology, grouped by type of classes.

Disease categories Year Dataset name Country

Colon polyps 2012 ETIS-Larib12 France

2015 CVC-ClinicDB13 Spain

2016 ColonoscopicDS14 France

2016 ASU-Mayo15 USA

2017 CVC-EndoSceneStill16 Spain

2017 Kvasir17 Norway

2019 Kvasir-SEG18 Norway

2020 CP-CHILD19 China

2020 PICCOLO20 Spain

2020 EDD202021 Multiple

2020 Hyper-Kvasir22 Norway

2021 Kvasir-Sessile18 Norway

2021 KUMC23 Multiple

2021 LDPolypVideo24 China

2021 SUN25 Japan

2022 SUN-SEG26 Japan

2022 ERS27 Poland

2023 PolypGen28 France

2023 ERCPMP29 Iran

2023 Endo-FM30 China

20xx POLAR31 Multiple

2023 MedVQA-GI32 Norway

Anatomical landmarks 2017 Kvasir17 Norway

2020 Hyper-Kvasir22 Norway

2021 Kvasir-Capsule33 Norway

2022 RI-VCE34 USA

Upper GI diseases 2017 Kvasir17 Norway

2020 Hyper-Kvasir22 Norway

2020 IPCL35 Taiwan

2022 ERS27 Poland

2023 GastroVision36 Multiple

2023 GA-IM37 China

Small intestine diseases 2021 CrohnIPI38 France

2021 Kvasir-Capsule33 Norway

2021 Kvasir-Capsule-SEG39 Norway

2023 AICE40 Japan

Large intestine diseases 2017 Kvasir17 Norway

2020 Hyper-Kvasir22 Norway

2022 ERS 27 Poland

2023 GastroVision36 Multiple

2023 MedFMC-Endo41 China

Bowel prep quality 2017 Nerthus42 Norway
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Barriers to progress
Understanding the barriers to progress is crucial for advancing 
the application of AI in GI endoscopy. By addressing these 
challenges, we can improve the robustness and generalizability of 
AI models, ensuring they are effective in diverse clinical settings. 
Below is a summary table outlining the key barriers to progress.

Collection of diverse and higher-quality 
datasets
Current datasets exhibit bias towards colon polyps, which 
limits progress in developing GI models for other diseases. 
We also note that some datasets have low-quality images, 
which leads to unreliable AI models. Therefore, larger and 
high-quality datasets covering a broader set of GI diseases 
will be needed for progress in training AI models capable of 
assisting with GI diagnoses in clinical settings.

Furthermore, though data collection efforts have been 
undertaken across various countries, there are still entire 
continents that are not well represented (e.g., South America), 
therefore presenting an opportunity to capture more diversity 
of patient population in future data collection efforts.

Collection of video datasets
Most of the current endoscopic datasets capture still images 
only, which limits the development of clinically relevant AI 
models for diseases such as Barrett’s oesophagus and Crohn’s 
disease which require evaluation of more than a single frame 
to determine disease severity and extent. Video datasets will 
provide much higher value information to support AI models 
for assessing these disease states and many others.

Furthermore, most of the few existing video datasets provide 
only short video snippets that are about ~1–2 mins long and 

depict the disease. Therefore, the AI models are biased towards 
assuming that there is a higher likelihood for presence of an ab-
normality in the image/video provided. This is contrary to clin-
ical settings, where the abnormality is often present in a small 
part of the entire endoscopic procedure. A collection of full-
length endoscopies will be needed to develop better AI models.

Additionally, current endoscopy video datasets typically pro-
vide a single label for each short video rather than frame-by-
frame labels. This is problematic because, even if most frames 
in a video snippet depict the disease, it is impossible to evaluate 
AI models based on their frame-by-frame predictions without 
such labels. This capability is crucial for real-world deploy-
ment. Therefore, future video labelling efforts should focus on 
collecting frame-by-frame annotations instead of single labels.

Consistency in labelling
Current datasets are labelled in a non-consistent way, leading 
to difficulty in directly combining datasets for training AI 
models. For example, some datasets label colon polyp as 
“polyp,” “cancer” or simply “colon-polyp.” Other datasets 
may label a gastric polyp as “polyp.” Therefore, when these 
datasets are combined to train ML models, there is a signif-
icant re-labelling effort involved. Therefore, there is a need 
to adopt a consistent labelling schema, such as Minimum 
Standard Terminology 3.0,43 for harmonizing existing datasets 
and when releasing new ones.

Collection of paired endoscopy reports to 
automate report generation
Current datasets have been focussed on images or videos, 
without the accompanying endoscopy report. This limits prog-
ress towards the development of AI models for automatic en-
doscopic report generation. Future efforts towards collecting 

Figure 1. Countries of origin of publicly available GI image and video datasets.
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endoscopy reports will enable development of AI models that 
can reduce the clinical burden of writing endoscopy reports.

Adhering to ethical standards
Lastly, medical societies and regulatory bodies have taken 
steps to outline some of the key ethical standards that must 
be considered during the development and implementation of 
AI tools in medicine,44 namely, human agency and oversight, 

technical robustness and safety, privacy and data governance, 
transparency, diversity, non-discrimination and fairness, envi-
ronmental and societal well-being, and accountability.

Conclusion
We are still in the earliest stages of developing AI tools to 
support GI endoscopy, and the current shortcomings of avail-
able endoscopy datasets are a key barrier to progress and 

Figure 2. GI diseases covered by datasets.
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innovation in this field. Addressing these barriers requires a 
collaborative effort across the medical and AI communities. 
By increasing dataset size and diversity, improving annota-
tion quality, adhering to ethical standards, and integrating 
advanced data types and procedures, we can create more 
robust and generalizable AI models. Focussing on clinically 
relevant metrics and leveraging unlabelled data will further 
enhance the applicability of these models in real-world clin-
ical settings. Through these efforts, we can harness the full 
potential of AI in GI endoscopy, ultimately improving patient 
outcomes and streamlining clinical workflows.
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