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Abstract

Understanding how mutations affect protein activity and organismal fitness is a major challenge. We used saturation
mutagenesis combined with deep sequencing to determine mutational sensitivity scores for 1,664 single-site mutants of
the 101 residue Escherichia coli cytotoxin, CcdB at seven different expression levels. Active-site residues could be distin-
guished from buried ones, based on their differential tolerance to aliphatic and charged amino acid substitutions. At
nonactive-site positions, the average mutational tolerance correlated better with depth from the protein surface than
with accessibility. Remarkably, similar results were observed for two other small proteins, PDZ domain (PSD95pdz3) and
IgG-binding domain of protein G (GB1). Mutational sensitivity data obtained with CcdB were used to derive a procedure
for predicting functional effects of mutations. Results compared favorably with those of two widely used computational
predictors. In vitro characterization of 80 single, nonactive-site mutants of CcdB showed that activity in vivo correlates
moderately with thermal stability and solubility. The inability to refold reversibly, as well as a decreased folding rate in
vitro, is associated with decreased activity in vivo. Upon probing the effect of modulating expression of various proteases
and chaperones on mutant phenotypes, most deleterious mutants showed an increased in vivo activity and solubility only
upon over-expression of either Trigger factor or SecB ATP-independent chaperones. Collectively, these data suggest that
folding kinetics rather than protein stability is the primary determinant of activity in vivo. This study enhances our
understanding of how mutations affect phenotype, as well as the ability to predict fitness effects of point mutations.
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Introduction
The amino acid sequence of a protein determines its three
dimensional structure, function and stability. Understanding
and predicting the effects of mutations on protein structure,
function and organismal fitness is a major challenge in biol-
ogy. It has been suggested that most positions in a protein
can tolerate mutations while retaining stability and function
(DePristo et al. 2005; Bershtein et al. 2006). Other studies
indicate that proteins acquire new functions at the cost of
stability (Wang et al. 2002). Human single nucleotide poly-
morphisms analyses suggest that>80% of disease-causing
mutations cause a loss of stability (Yue et al. 2005). The sta-
bility of the wildtype protein is believed to determine the
nature and extent of mutations that can be tolerated. The
distribution of fitness effects of mutations is thought to be
primarily shaped by their effects on protein thermodynamic
stability (Firnberg et al. 2014). It is widely believed that resi-
dues in the protein interior are important for protein shape
and stability, and those on the surface for function/interac-
tion (Ponder and Richards 1987; Bowie and Sauer 1989; Milla
et al. 1994). However, there are few studies which exhaustively

test this assertion. For example, in the case of Thioredoxin, the
correlation between thermodynamic stability and biological
activity was not evident for single mutants (Hellinga et al.
1992). Buried residues are less tolerant to mutations than
nonactive-site surface exposed residues. Hence, the propor-
tion of solvent exposed residues in a protein is an important
determinant of its evolutionary rate (Lin et al. 2007). Further,
it is difficult to determine whether deleterious mutations at
nonactive-site residues act primarily through affecting ther-
modynamic stability or folding kinetics, because both factors
can affect the amount of properly folded, functional protein
in vivo. It has been suggested that mutations which are desta-
bilizing beyond a certain threshold can render a protein dys-
functional and hence accumulation of such mutations can
decrease organismal fitness (Yue et al. 2005; Bershtein et al.
2006; Randles et al. 2006).

In the past, the effects of mutations on protein stability
were usually determined by creating a limited number of
single-site mutants followed by protein expression, purifica-
tion and characterization of the properties of each mutant,
relative to the wildtype protein. Each of these steps is
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laborious and limits the number of mutants that can be
studied. If a convenient phenotypic readout for protein func-
tion is available, this can be combined with deep sequencing
to obtain relative activity estimates for large numbers of mu-
tants (Tripathi and Varadarajan 2014). In cases where a phe-
notypic readout is unavailable, monitoring the levels of a
reporter gene fused to the protein of interest can be used
as a proxy for activity, although such fusions may also affect
the stability and folding of the protein (Kim et al. 2013). The
advent of next generation sequencing has provided a consid-
erable amount of phenotypic data linked to mutations, but
studies that aim at understanding the molecular basis of these
phenotypes are limited. Many studies that employ site-
saturation mutagenesis methodology have goals specific to
a given protein such as to identify active-site residues
(Melnikov et al. 2014; Romero et al. 2015), improve/alter pro-
tein properties (Wang et al. 2002; Deng et al. 2012; Whitehead
et al. 2012; Starita et al. 2013), identify stabilizing mutations
(Araya et al. 2012; Traxlmayr et al. 2012; Kim et al. 2013),
determine affinity and specificity determinants of protein–
protein interaction (DeBartolo et al. 2012; Dutta et al. 2013)
or to study the fitness landscape (Hietpas et al. 2011, 2012;
Melnikov et al. 2014; Thyagarajan and Bloom 2014; Sarkisyan
et al. 2016). The readout in most cases is either qualitative
(binding/no binding) or semi-quantitative, experiments are
carried out at a single expression level, some cases sample a
limited number of sites (Fowler et al. 2010; Hietpas et al. 2011;
Deng et al. 2012; McLaughlin et al. 2012; Schlinkmann et al.
2012) and can involve metastable proteins with multiple
functional conformations (Thyagarajan and Bloom 2014).
Some of these studies sample multi-site as well as single mu-
tations, complicating interpretation of the data (Hietpas et al.
2011; Deng et al. 2012) and in most cases, inferences from
these analyses are not validated by detailed characterization
of individual single mutants. Previously, attempts to obtain
residue-specific contributions to activity with either a full
length protein such as Ubiquitin (76 aa) (Roscoe et al.
2013) or with protein domains such as the hYAP65 WW
domain (25-aa region) (Fowler et al. 2010) have been made,
but in such cases it is difficult to separate the effect of single
mutations on stability/folding from those that directly affect
function, either because the system has multiple binding part-
ners, such as in the case of Ubiquitin or due to a limited
number of single mutants and presence of several double
and triple mutants in the library (Fowler et al. 2010; Deng
et al. 2012).

There have also been numerous prior attempts to under-
stand and predict the functional consequences of mutations
by using computational methods (Bloom et al. 2005;
Parthiban et al. 2006; Moretti et al. 2013; Pires et al. 2014).
While experimental approaches often measure changes in
thermodynamic stability or activity of proteins upon muta-
tion, computational methods typically predict stabilities,
based on either sequence and/or structure. Some recent
methods based on machine learning such as SNAP2 (Hecht
et al. 2015) and SuSPect (Yates et al. 2014) take into account
evolutionary information and other sequence and structure

based features to predict functional consequences of
mutations.

In the present study, we attempt to understand the con-
tribution of every amino acid in a protein to its structure,
stability and function, understand how mutations modulate
protein activity in vivo, and use this information in predicting
the functional effects of mutations computationally. We at-
tempt to address the following issues: (1) Can we distinguish
active-site residues from buried ones based solely on satura-
tion mutagenesis phenotypes? (2) Are there consistent pat-
terns in substitution preferences at buried sites? (3) What is
the primary mechanism by which mutations at buried sites
affect activity in vivo? (4) Can we predict functional effects of
specific mutations at buried sites? We use the protein CcdB
(Controller of Cell Death protein B) as an experimental test
protein. CcdB is a homodimeric protein and each protomer
contains 101 residues (Loris et al. 1999). CcdB is a part of the
CcdAB toxin–antitoxin system present on the Escherichia coli
F-plasmid and plays an important role in F-plasmid mainte-
nance by killing plasmid free cells (Jaffe et al. 1985; Hayes
2003). Biophysical and thermodynamic studies of dimeric
CcdB (Chakshusmathi 2002; Bajaj et al. 2004) indicate that
the protein exists as a homodimer at neutral pH and under-
goes a two-state unfolding process, with a free energy of un-
folding of�21 kcal/mol at 298 K (Bajaj et al. 2004). CcdB has
two primary ligands, its cognate antitoxin CcdA and cellular
target, DNA Gyrase. The Kd of CcdB for CcdA37–72 is in the
picomolar range, and is much smaller than for GyrA, which is
�10 nM (De Jonge et al. 2009).

Phenotypes of 1,664 single-site mutants of CcdB were de-
termined at seven different expression levels (designated as
2–8 in the order of increasing expression level) by using two
different deep sequencing techniques, 454 (Adkar et al. 2012)
and Illumina (this work). We describe a mutational sensitivity
score derived from sequencing (MSseq) and use it to quanti-
tatively rank order mutant effects on phenotype at both
buried and exposed positions, and to distinguish buried
from active-site residues based solely on mutational data.
Two other systems for which experimentally derived muta-
tional sensitivity scores were available, namely PDZ domain
(PSD95pdz3) and IgG-binding domain of protein G (GB1) were
used to compare the substitution preferences and determine
if a coherent set of rules derived from a fraction of the CcdB
mutational data can also be used for predicting the functional
effects of other mutations in CcdB as well as the two addi-
tional test proteins.

To gain additional insights into the molecular determi-
nants of phenotype for the nonactive-site mutants,
�80 CcdB mutants with a range of in vivo activities were
purified and characterized in vitro, to obtain insights into
determinants of protein stability, solubility and activity.
Effects of chaperone over-expression as well as chaperone
and protease deletion on activities of individual mutants
were also studied to rationalize the effect of mutations on
protein folding and stability. The data suggest that mutational
effects on folding rather than stability determine the in vivo
phenotype of CcdB mutants.
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In summary, this work has important implications for un-
derstanding the molecular basis of mutant phenotypes and
for mutant phenotype prediction.

Results

Phenotypes Determined from 454 Sanger Sequencing
Match Well with Phenotypes Determined by Illumina
Sequencing
We have previously described a library consisting of approx-
imately 1,000 single-site mutants of CcdB (Adkar et al. 2012)
which was constructed by pooling single-site mutants and
individually sequenced by 454 Sanger sequencing to obtain
phenotypes (Bajaj et al. 2008). We have previously shown that
phenotypes of individual mutants determined by growing
them on plates at various repressor and inducer concentra-
tions correlate well (r¼ 0.95) with those obtained from 454
deep sequencing (Adkar et al. 2012). In the present study, a
fresh library for CcdB was prepared by individually random-
izing each codon using an inverse PCR procedure (Jain and
Varadarajan 2014). This library was transformed and screened
at seven different expression levels, under identical conditions
to those used for the earlier library. The relative population of
each mutant as a fraction of repressor/inducer concentration
was estimated using Illumina deep sequencing. In contrast to
454 sequencing where the read length was sufficient to cover
the entire gene, each Illumina read provided only 50–70 bp of
useful sequence. Hence it was necessary to create six PCR
products to obtain complete sequence coverage for the
whole gene. The key assumption here is that each mutant
gene is mutant only at a single codon, thus we considered
reads which contain exactly one mutant codon. We observed
78.5% of the reads to be wildtype, which is close to the ex-
pected 83.3% (5/6�100). Only 2.5% of the non wildtype reads
(0.12% of total reads) had two mutations. Since the additional
mutations will likely be randomly distributed and given that
most single mutants show an active phenotype, the fraction
of incorrectly assigned, inactive phenotypes is expected to be
small. Since expression of active CcdB leads to cell death, the
number of sequencing reads for a given mutant abruptly
decreases at the expression level where the mutant shows
an active phenotype. These expression levels are assigned
numerical values from 2 to 8 (value of 9 is assigned to the
mutants that show cell growth even at the highest expression
level). The CcdB gene is amplified from colonies surviving at
each expression level, and tagged with a Multiplex IDentifier
sequence (MID) unique to each expression level. MSseq is the
expression level at which the number of the sequencing reads
for a particular mutant decreases by a factor of five or more
compared to the previous expression level (Adkar et al. 2012;
Sahoo et al. 2015). Based on this, phenotypes for a total of
1,664 single-site mutants in the two independent single-site
libraries of CcdB were mapped collectively by the two deep
sequencing methods, 454 and Illumina, respectively, which
corresponds to 16.5 mutants per position (87.6% of all pos-
sible mutants). Of the 1,093 mutants analyzed by 454 se-
quencing and 1,342 by Illumina sequencing, 771 mutants
were common, 625 mutants have the same MSseq value

and the MSseq score differed by at most 1 for 59 mutants.
In few cases, where the MSseq value differed between Illumina
and 454, the lower value (higher activity) was taken. The high
concordance between phenotypes derived from Illumina, 454
and plate based assays of individual mutants validates the
deep sequencing based phenotypic identification.

Determination of the Active-Site Residues Solely from
the Mutational Data
As a first step towards understanding and interpretation of
the large amount of mutational data, we calculated residue-
wise mutational tolerance, namely the fraction of active mu-
tants for each residue at a given condition.

Residues with low mutational tolerance are mostly buried,
whereas some are surface exposed. The latter are likely to be a
part of the active-site (Wu et al. 2015). Active-site residues can
be distinguished from buried ones, even in the absence of
structural information, based on the pattern of mutational
sensitivity. At buried positions, typically most aliphatic sub-
stitutions are tolerated, except when the wildtype residue is a
small A or G residue, whereas polar and charged residues are
poorly tolerated. In contrast, for active-site residues (which
are typically exposed), mutations to aliphatic residues are of-
ten poorly tolerated, polar and charged residues are some-
times tolerated and the average mutational tolerance is
typically lower than that of the buried residues. Based on
these criteria, we can identify residues Q2, F3, Y6, S22, I24,
N95, W99, G100 and I101 as putative active-site residues
based solely on the mutational data (fig. 1). Upon examining
the crystal structure of free CcdB (PDB ID 3VUB), all the
active-site residues identified from the mutational pheno-
types with the exception of Y6, are in close proximity to
each other and line a surface groove, indicating that these
eight residues are likely to be part of the active-site (fig. 1D). In
the structure of CcdB bound to a fragment of GyrA (PDB ID
1X75), all eight residues are in proximity to GyrA, confirming
that these are indeed part of the active-site. Y6 has an expo-
sure of just 9%, and only the terminal OH group is exposed,
suggesting that the low mutational tolerance at this position
is likely to be primarily due to mutational effects on folding
and stability, rather than due to direct effects on GyrA bind-
ing. In subsequent analyses, we focus primarily on effects of
mutations at nonactive-site positions. Mutational effects on
active-site residues involved in binding Gyrase will be dis-
cussed in more detail elsewhere.

Substitution Preferences at Buried Positions
There are 92 nonactive-site positions in CcdB, of which 21
positions are buried (accessibility� 5%) and 71 are exposed
(accessibility> 5%). Of the 21 buried residues, 18 are hydro-
phobic (table 1). Mutational tolerance increased with in-
creasing expression level (supplementary fig. S2,
Supplementary Material online) and was lower at buried
positions compared with the exposed positions. At the low-
est expression level (MID 2), the average mutational toler-
ance for the 14 buried residues that are not part of the dimer
interface or active-site is 48.5% while for dimer-interface
buried residues it is 47.5%, indicating that both classes of
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buried residues are equally sensitive to mutation (supple
mentary table S3, Supplementary Material online). Residue
D19 is the only buried, potentially charged residue and yet
surprisingly shows the highest mutational tolerance relative
to other buried residues. Although the residue is largely
buried, the side-chain points outwards towards solvent ex-
plaining its high tolerance to mutation. A subset of buried
residues most sensitive to mutation was selected using the
following criteria: tolerance at MID 2< 40%, tolerance at
MID 8< 90% and phenotypic data for� 15 mutants is avail-
able. Interestingly, this selected subset (V18, V20, I34, I90,
and I94) clusters together in the interior of each monomer
(supplementary fig. S1E, Supplementary Material online).

On analyzing the mutational tolerance as a function of
mutant amino acid at buried residues, we found that at the
lowest expression level, D, R and P are the least tolerated
mutations and tolerance decreases in the order ali-
phatic> aromatic, polar> charged. Interestingly, for charged

and polar amino acids, smaller amino acids were consistently
more poorly tolerated than larger ones (compare D, E; N, Q; S,
T tolerances in supplementary table S2, Supplementary
Material online). The opposite trend is observed for aromatic
substitutions where tolerance decreases in order F>Y,
H>W. D and R are the least tolerated substitutions (fig.
1C) though most other mutations are well tolerated at the
highest expression level (supplementary table S2,
Supplementary Material online). The poor tolerance for a
buried Aspartate at all expression levels is likely due to the
inability of the small charged side-chain to be solvated upon
burial and reconfirms our earlier result (Bajaj et al. 2005),
indicating that Aspartate mutant phenotypes are good indi-
cators of residue burial.

We further attempted to quantitate the relative prefer-
ence for different substitutions for all buried positions, by
incorporating phenotypic data at multiple expression levels.
The distribution of MSseq values for introducing a specific

FIG. 1. Mutational effects on CcdB protein activity inferred from phenotypic screening and deep sequencing. (A), (B) and (C) show the MSseq values
for representative exposed-site (accessibility>5%), all active-site and buried-site residues (accessibility�5%), respectively. On the vertical axis,
residues are grouped into (G, P), aliphatic (A–M), aromatic (F–W), polar (S–Q) and charged (D–R) amino acids. Residue numbers and substi-
tutions are indicated on the horizontal and vertical axes, respectively. Each heatmap is colored according to the MSseq value of the mutant. Green
to red color gradation represents increasing MSseq values. Zero value (light green) indicates that the corresponding mutant was not observed in the
library. WT residue at each position is indicated in white. Data for only representative residue positions are shown for clarity. (D) Active-site
residues (highlighted in cyan) identified from the mutational phenotypes mapped onto the crystal structure of CcdB (PDB ID 3VUB).
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residue “X” at every buried-site was obtained. Pair-wise com-
parisons of these distributions were made using a Wilcoxon
signed-rank test. The heatmap (fig. 2A) indicates the log10 P
value for the null hypothesis that the introduction of the row
residues at a buried site does not reduce protein function
significantly more than introduction of the corresponding col-
umn residue at the same site. It is important to note here that
both the residues being compared are mutant residues. Unlike
typical amino acid substitution matrices (Henikoff and
Henikoff 1992) used for sequence alignment, our matrix is
asymmetric. Aspartate and Arginine mutants possess signifi-
cantly higher MSseq values than 18 and 16 other residues,
respectively, indicating that they are the least tolerated muta-
tions. Proline is the next most poorly tolerated mutation. P
values for (D, E), (N, Q) and (S, T) (row, column) pairs are lower
than for (E, D), (Q, N) and (T, S) indicating that on an average
the order of tolerance is D< E, N<Q and S< T. Similarly, for
aromatic residue tolerances, W<Y, H< F. In order to exam-
ine if these observations remain valid for systems other than
CcdB, we examined previously published mutational sensitiv-
ity data for PSD95pdz3 (McLaughlin et al. 2012) and GB1 (Olson
et al. 2014) (fig. 2B and C). The general trends were very similar
and confirm our observation that for buried sites, smaller
charged and polar residues are disfavored relative to larger
ones, whereas the opposite is true for aromatic residues.
Close examination of the log10 P values in figure 2A suggests
that at buried sites, the substitution preference is approxi-
mately in the following order A,C,V,L,I,M> T>F>H,Y,S>
Q,G,W>N>K,P,E> R>D. A similar (but not identical) trend
is also visible in the PSD95pdz3 and GB1 data, though this is
based on fewer buried positions and at a single expression

level. Additional saturation mutagenesis studies on other sys-
tems using quantitative or semi-quantitative readouts would
be useful in consolidating our observations.

Substitution preferences at active-site residues should be
different than those at buried sites, because protein:protein
interfaces are more polar than protein interiors (Janin et al.
1988; Tsai et al. 1997) and are also likely to display a greater
context dependence. Extensive analysis of a large amount of
mutational data would be required to decipher these substi-
tution preferences. In the case of CcdB, data for only 142
active-site mutants is available. Hence, we did not attempt
to predict mutational sensitivities at active-site residues.

Mutational Tolerance as a Function of Depth
Mutational tolerances at the lowest (MID 2) and highest
(MID 8) expression levels for all nonactive-site residues are
listed (supplementary table S2, Supplementary Material on-
line, and fig. 1). At the lowest expression level, mutational
tolerance increased with increasing accessibility while at the
highest expression level it is less sensitive to accessibility and
most mutants show an active phenotype. Most substitutions
are tolerated at exposed, nonactive-site residues both at low
and high expression levels (fig. 1A and supplementary fig. S1A,
Supplementary Material online). However, a few mutants
with accessibility> 40% were found to show an inactive phe-
notype. These exposed inactive, nonactive-site substitutions
are typically either aromatic residues or proline (supplemen
tary table S4, Supplementary Material online). These exposed,
aromatic substitutions probably affect the folding of CcdB
protein as they show high propensity to aggregation, al-
though Tm’s are somewhat comparable to the wildtype (see
mutants G29W, L41F and V73F in supplementary table S5,
Supplementary Material online).

Cation–p interactions are thought to contribute to pro-
tein stability (Gallivan and Dougherty 1999) though an earlier
study (Prajapati et al. 2006) shows these contribute little to
the stability of Maltose Binding Protein. We find that all the
19 and 11 mutations at the 13th and 14th positions respec-
tively, involed in cation–p interaction, including the charge
reversal mutant R13D were well tolerated even at the lowest
expression levels (supplementary table S6, Supplementary
Material online). Salt-bridges are another possible stabilizing
noncovalent electrostatic interaction in proteins. In case of
CcdB, five salt-bridges are present between the following pairs
of residues: D19-R31, D23-R31, E59-R40, E79-K4 and D89-R86.
All amino acids participating in salt-bridges are solvent ex-
posed except for D19, in which only the terminal oxygens are
exposed. Mutations at all these positions are well tolerated
even at the lowest expression level (supplementary table S6,
Supplementary Material online), suggesting that none of the
salt-bridges in CcdB contributes significantly to the stability or
activity of the protein.

We also examined the correlation of average MSseq values
with residue depth for all nonactive-site positions in CcdB
(PDB ID 3VUB) (fig. 2D). Similar calculations were performed
for PSD95pdz3 and GB1 using the phenotypic data obtained
from (McLaughlin et al. 2012) (PDB ID 1BE9) and (Olson et al.
2014) (PDB ID 1PGA), respectively. In these studies, the ability

Table 1. Mutational Tolerance at the Buried-Site Residues at Lowest
and Highest Expression Levels.

Amino
acid

No. of
mutants

Depth
(Å)

ACCa

(%)
Tol at
MID2b (%)

Tol at
MID8b (%)

V05 18 6.8 0 39 94
F17 17 7.3 0.2 82 100
V18 18 9.3 0 33 83
D19 18 6.7 1.4 83 100
V20c,d 19 8.6 0 32 74
Q21c,d 19 6.5 1 63 100
M32d 17 7.8 0.3 76 100
V33 19 6.5 1.4 68 95
I34 19 7.9 0 37 79
L36 12 7.2 0 0 67
P52 17 5.4 3.5 41 100
V54 15 5.6 0.4 73 100
M63 19 8.1 0.1 47 89
T65 9 7.9 0 44 100
M68c,d 12 6.6 0 33 100
L83 19 5.8 1.5 53 100
I90 19 7.4 0.1 26 89
A93c,d 14 6.0 0 36 100
I94c,d 18 7.9 0.6 33 83
M97c,d 16 7.5 0 56 94
F98c,d 19 7.7 0.7 37 79

aSide-chain accessibility.
bMutational tolerance at the lowest (MID 2) and highest (MID 8) expression levels.
cResidues within van der Waals distance of the active-site residues.
dResidues present at dimer interface.
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FIG. 2. Relative tolerance for substitutions at buried positions. (A) Mutational sensitivity data at all buried positions, obtained at different
expression levels for CcdB was used to obtain the distribution of MSseq values for a given mutant residue. The distributions for row and column
residues were compared using a Wilcoxon signed-rank test and the corresponding P values were calculated. A log10 of the P values is indicated.
Gradation from red to blue indicates increasing values log10 P, i.e., decreasing destabilizing effect of the row residue w.r.t. column residue. A lower
P value implies that introduction of the row residue at a buried site is typically more destabilizing than introduction of the corresponding column
residue. (B and C) Similar plot, but using DEx

i values derived from saturation mutagenesis of the PDZ domain (PSD95pdz3) and lnW values from
saturation mutagenesis of IgG Binding domain of protein G (GB1), respectively. (D–F) Correlation of the average MSseq values, DEx

i values and lnW
values with side-chain depth for all nonactive-site residues of CcdB, PSD95pdz3 and GB1, respectively. Accessibility and depth values were
calculated based on the crystal structure of WT homodimeric CcdB (PDB ID 3VUB), PSD95pdz3 (PDB ID 1BE9) and GB1 (PDB ID 1PGA). A residue
was defined as buried if the side-chain accessibility is�5%.

Table 2. Mutant Phenotype Prediction by MSpred, SNAP2 and SuSPect.

Protein Prediction
method

Pearson’s correlation
coefficienta

Matthews correlation
coefficientb

Sensitivityc(%) Specificityd(%) Accuracye(%)

CcdB MSpred
f 0.69 0.65 69 95 90

SNAP2g 0.27 0.19 100 11 37
SuSPecth 0.29 0.14 100 8 30

PSD95pdz3 MSpred
f 0.57 0.53 61 93 88

SNAP2g 0.24 0.15 100 7 34
SuSPecth 0.6 0.61 87 87 87

GB1 MSpred
f 0.65 0.49 44 96 79

SNAP2g 0.27 0.11 100 3 42
SuSPecth 0.08 �0.03 73 24 38

aModulus of the correlation coefficient.
bMathews correlation coefficient¼ TP X TN�FP X FN

�ðTPþFPÞðTPþFNÞðTNþFPÞðTNþFNÞ, where TP, TN, FP, FN are True Positives, True Negatives, False Positives and False Negatives, respectively.
cSensitivity¼ TP

TPþFN.
dSpecificity¼ TN

TNþFP.
eAccuracy¼ TPþTN

TPþTNþFPþFN.
fMutant was classified as nonneutral if MSpred> 2 and neutral if the score¼ 2. Mutants were classified into true positives (TP), true negatives (TN), false positives (FP) and false
negatives (FN).
gMutant was classified as nonneutral if SNAP2 score> 50 and neutral if the score<�50. �50< Score< 50: low reliability predictions and were omitted. Mutants were
classified into TP, TN, FP and FN.
hMutant was classified as nonneutral if SuSPect score> 75 and neutral if the score< 25. 25< Score< 75: low reliability predictions and were omitted. Mutants were classified
into TP, TN, FP and FN.
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of these proteins to bind their cognate ligands is quantita-
tively linked to a phenotypic readout. In all the three cases,
average phenotypic effect was observed to increase with res-
idue depth (Correlation coefficients of 0.85,�0.73 and�0.61
for CcdB, PSD95pdz3 and GB1, respectively) (fig. 2D–F). Buried
positions with small (A or G) wildtype residues were not
included in the correlations. These positions are unusually
sensitive to mutation because all substitutions result in large
steric overlap. These data suggest that a large fraction of the
average sensitivity to mutation at nonactive-site residues is
governed by a single parameter, the residue depth. This is a
remarkably simple metric that provides an alternative to the
sector based models used to analyze mutational data for
PSD95pdz3 as well as other proteins (McLaughlin et al. 2012).

One alternative approach to estimating burial preferences
of amino acids is measuring free energies of transfer of amino
acid side-chain analogs from water to cyclohexane
(Wolfenden et al. 2015). Another approach is to measure
accessible surface areas of the side-chains averaged over a
large database of protein structures and either infer free en-
ergies of transfer from aqueous solution into the protein in-
terior as described previously (Rose et al. 1985), or construct
environment dependent substitution matrices from such
data (Overington et al. 1992). Relative DDG’s of burial from
the first two approaches are shown in supplementary figure
S1C and D, Supplementary Material online. Both of these
show some qualitative similarities with the mutational data
in figure 2A–C, but there are several notable differences. For
example, the relative DDG’s of burial inferred from the free
energy of transfer approaches show that the introduction of
W at buried positions is clearly favored over Y and H, unlike
the situation for the experimental mutational data. In addi-
tion, the transfer data predict that mutation to G and P will
be largely tolerated, whereas the experimental mutational
data suggest that substitutions to G or P are rarely tolerated.
It is also observed in the mutational data-sets that at buried
sites, smaller charged and polar residues are disfavored rela-
tive to larger ones, whereas the opposite trend is observed for
aromatic residues. In case of DDG transfer data, the trend is
preserved for polar and charged residues but clearly not for
aromatic residues.

Prediction of Mutational Sensitivity Score (MSpred)
Using Penalties Derived from the CcdB Data
We further determined whether the above observations re-
garding substitution preferences could be employed for pre-
diction of functional consequences of individual mutations.
To this end, we developed a predictive model using a coher-
ent set of rules derived from a randomly chosen subset of the
CcdB mutational data containing 60% of the mutants and
tested its applicability in predicting the mutational sensitivi-
ties of the remaining 40% mutants as well as two other pro-
teins, PSD95pdz3 and GB1. The predicted score is denoted as
MSpred.

For CcdB mutational data, a mutational sensitivity score
(MSseq) of 2 is indicative of wild-type like behavior in the
mutant and higher values of MSseq indicate higher mutational
sensitivity. Therefore, a base MSpred value of 2 was assigned to

all the mutants in the test set, and penalties were subse-
quently added according to the nature of the substitution,
taking into account the wildtype residue identity. As exposed
nonactive-site positions tolerated almost all substitutions,
penalties were calculated only for buried positions. We also
observed that buried side-chains that point outwards with
respect to the protein core are less sensitive to mutations
compared with the ones that point inside. These residues
were identified by their side-chain depth values (see
“Materials and Methods” section) and were not considered
for penalty calculation.

Substitutions were divided into categories based on the
nature of the wildtype and mutant residue. Each wildtype and
mutant residue was assigned to one of six categories, namely,
aliphatic, aromatic, polar, charged, G and P, resulting in a total
of 34 (36�2 [G!G and P!P]) types of substitutions. The
CcdB data was randomly divided into training (60% data) and
test sets (40% data). The category penalty for each type of
substitution was calculated using only the training data set by
averaging the MSseq values observed for each category of
substitution and subtracting the base MSpred value of 2
from the average MSseq. Additional “residue-specific penal-
ties” were also derived to account for the residue-size-wise
substitution preferences; e.g., smaller polar residues being
more destabilizing than larger ones (Materials and
Methods, supplementary table S7, Supplementary Material
online). Penalties for proline substitutions (both buried and
exposed) were derived using the flowchart described previ-
ously (Bajaj et al. 2007). Next, MSpred values were calculated
for all buried positions based on these penalties
(MSpred¼ 2þ category penaltyþ residue-specific penalty)
and all exposed, nonactive-site positions were assigned an
MSpred of 2. Active-site residues were not considered in the
analysis. The predicted mutational sensitivity scores (MSpred)
for the test data set showed a high Pearson’s correlation
(r¼ 0.69) with the experimental MSseq values and a SD of
1.26 (table 2). We also derived the Matthews correlation co-
efficient in order to evaluate the performance of MSpred in
classifying mutants as neutral and nonneutral (see “Materials
and Methods” section). It was observed to be 0.65 (table 2).

We tested the performance of MSpred on two other pro-
teins. The MSpred values for PSD95pdz3 and GB1 agreed well
with the experimental mutational sensitivity data with
Pearson’s correlation coefficients of �0.57 and �0.65 and
Matthews correlation coefficients of 0.53 and 0.49, respec-
tively (table 2).

We also carried out mutational sensitivity predictions for
CcdB, PSD95pdz3 and GB1 using two frequently used meth-
ods, SNAP2 (Hecht et al. 2015) and SuSPect (Yates et al. 2014).
Both SNAP2 and SuSPect show poorer correlation with the
experimental mutational sensitivity data than MSpred (except
SuSPect predictions for PSD95pdz3, table 2). Both the methods
show a very high sensitivity but a very low specificity value
compared with MSpred. Thus, MSpred which is derived based
on very simple rules compares favorably with the popular
machine learning based methods, SNAP2 and SuSPect. This
approach should work to rank order mutational effects at
buried sites for other globular proteins. While a three
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dimensional structure is not essential, it is important to have
residue burial information, because predictions have been
optimized for buried residues. A saturation mutagenesis
data set is also not required. However, it is important to
have experimental data on the functional effects of multiple
point mutants, to decide on the cutoff value of MSpred that
would result in an observable phenotype. This value would
likely depend on factors such as intrinsic protein stability,
expression level and gene essentiality, that would vary from
one protein to another (Miosge et al. 2015).

In Vitro Determined Apparent Tm’s Correlate Better
with in Vivo Solubility than with Relative Activity
Derived from Deep Sequencing
To experimentally probe the molecular basis for mutant phe-
notypes at nonactive-site positions, around 80 single-site mu-
tants of CcdB were selected from the saturation mutagenesis
library (Bajaj et al. 2008) based on MSseq and accessibility class
(Adkar et al. 2012) (supplementary table S5, Supplementary
Material online). All the mutants were purified by affinity
purification against immobilized ligands, GyrA or CcdA.
Each purified protein was subjected to thermal denaturation,
monitored using Sypro orange dye (Niesen et al. 2007) and
the apparent Tm was calculated for each mutant (supplemen

tary fig. S3A and table S5, Supplementary Material online).
During purification of various CcdB mutants, it is possible
that the protein may be inactivated by aggregation or mis-
folding. Hence the ability of purified protein to bind CcdA was
examined by monitoring the thermal denaturation of each
mutant in the absence and presence of a CcdA peptide that
contains CcdB binding residues (residues 46–72). If the mu-
tant binds the CcdA peptide, this should result in an increase
in its apparent Tm (supplementary fig. S3B, Supplementary
Material online) (Fukada et al. 1983; Brandts and Lin 1990;
Gonzalez et al. 1999). There were nine mutants, e.g., V05S,
V05L, Y06G and F17D that did not show an increase in ap-
parent Tm in the presence of CcdA peptide (supplementary
table S5, Supplementary Material online), suggesting that
these are misfolded or aggregated, hence these mutants
were removed from the analysis. Most of these mutants are
largely found in inclusion bodies and have Tm’s between 40 �C
and 50 �C, in contrast to WT CcdB which has a Tm of 68.4 �C.
Further studies were restricted to the remaining 71 mutants
that showed an enhancement in thermal stability in the pres-
ence of CcdA peptide (supplementary fig. S3B,
Supplementary Material online). Mutants showed a range
of apparent Tm’s (supplementary table S5, Supplementary
Material online). When in vitro determined thermal stability
was compared with in vivo phenotypes (MSseq) determined

FIG. 3. Correlation between apparent in vitro Tm, in vivo solubility and activity (MSseq value) for CcdB mutants. Correlations of DTm [Tm (WT)�Tm

(Mutant)] for 67 single-site mutants with (A) in vivo activity and (B) in vivo fraction of soluble protein, respectively. (C) Correlation of relative
thermal stability (DTm) of mutants with DDGo of unfolding estimated by GdnHCl denaturation. (D) Correlation of fraction of protein in the
soluble fraction with in vivo activity of mutants.
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by deep sequencing, a moderate correlation (r¼ 0.65) was
obtained (fig. 3A). However, there were many mutants that
showed similar activity, but differed substantially in their sta-
bility, such as L16S, V18T, D19N, V54E (supplementary table
S5, Supplementary Material online). Conversely, there were
also mutants (e.g., V33D, M32N) that showed similar thermal
stability to wildtype, but had substantially lower activity
in vivo. This shows that the in vivo activity of a protein de-
pends on many factors inside a cell which assist in proper
folding and maintaining an active conformation. Since the
apparent Tm determined by the thermal shift assay may not
reflect the true thermodynamic stability of the protein, a
subset of 21 mutants was also subjected to GdnHCl chemical
denaturation. These mutants were chosen to span a range of
Tm and MSseq values. These measurements were done to see if
the two measures of stability, i.e., thermal and chemical de-
naturation, correlate with one another. It was found that
both measures of stability were highly correlated (fig. 3C
and supplementary table S8, Supplementary Material online).

Various mutations have different effects on protein stabil-
ity and activity. Properly folded proteins are found in the
soluble fraction of the cell lysate, whereas misfolded proteins
often form insoluble aggregates called inclusion bodies.
Hence, misfolding reduces the amount of active, soluble
and functional protein, though studies have shown that
some amount of protein in the soluble fraction can also be
misfolded (Liu et al. 2014). To study the relation between
in vivo solubility of CcdB mutants with in vitro determined
thermal stability, E. coli strain CSH501 (which has a mutation
in the gyrA gene, and is hence resistant towards CcdB action)
was transformed individually with the mutants and the
amount of protein in both the soluble fraction and in inclu-
sion bodies was estimated. Surprisingly, for a few mutants,
although very little protein was found in the soluble fraction,
these showed an active phenotype with an MSseq of 2 (fig.
3D). Hence, for these mutants the small amount of protein
present in the soluble fraction is properly folded and sufficient
to cause cell death in a CcdB sensitive strain. In some cases,
different mutants have similar fractions of soluble protein
in vivo, but have different in vivo activity and in vitro thermal
stability (supplementary table S5, Supplementary Material
online). The overall thermal stabilities of mutants correlated
well with the in vivo amount of soluble protein (fig. 3B). This
indicates that protein stability is an important determinant of
proper folding in vivo. The moderate correlation of stability or
solubility with in vivo activity likely arises because only a small
amount of properly folded soluble protein is sufficient to
result in an active phenotype.

One reason for the lack of a better correlation between
solubility and in vivo activity is that for each mutant, various
conformational forms of the protein can partition differently
in the soluble and insoluble fractions of the cell lysate. The
soluble fraction can comprise both of folded protein which is
active, and soluble aggregates/partially misfolded protein
which are inactive (Liu et al. 2014). Moreover, this partitioning
can be influenced by perturbations in the cytosolic proteo-
stasis network. To study the relation between in vivo activity
and solubility, the ability of four selected CcdB mutants

(V33K and Y06G as examples of active but insoluble mutants
and R31G and V80N as examples of soluble but inactive
mutants) in the soluble fraction of the cell lysate to bind
Gyrase was monitored by surface plasmon resonance (supple
mentary fig. S4A and B, Supplementary Material online).
Mutants with only a small amount of protein in the soluble
fraction but displaying an active phenotype in vivo (V33K,
Y06G), showed binding to Gyrase comparable to the wild-
type in this surface plasmon resonance assay, showing that
the protein is well folded. Whereas in cases where a mutant is
mostly in the soluble fraction but shows an inactive pheno-
type in vivo (R31G, V80N), the in vitro binding with Gyrase
was also negligible compared with the wild-type (supplemen
tary fig. S4C, Supplementary Material online).

Refolding and Unfolding Kinetics
Refolding and unfolding kinetics for 10 mutants that have
similar thermal stability but different in vivo solubility and
activity were monitored by time-course fluorescence spec-
troscopy at 25 �C. Refolding and unfolding were carried out
at pH 7.4 at final GdnHCl concentrations of 0.6 and 3.2 M,
respectively. Of the 10 selected mutants, four (V05S, I56G,
V18R and V18H) could not be studied for their refolding
profiles due to high precipitation immediately following pu-
rification. Further, for these mutants the proportion in the
soluble fraction in vivo was low, ranging from 0.1 to 0.3 (sup
plementary table S5, Supplementary Material online). Of
these V05S and I56G are active (MSseq¼2), whereas V18R
and V18H show an inactive phenotype (MSseq of 9 and 6,
respectively). Most mutants (except V80N) showed slower
refolding kinetics than the wild-type, indicating that these
mutants are folding defective (table 3). Refolding for the wild-
type occurs with a significant burst phase (k> 0.5 s� 1) and a
slow phase. Mutants typically show a much smaller burst
phase, an intermediate phase and a slow phase of much
higher amplitude than the wildtype. Most mutants show
unfolding kinetics similar to the wildtype, except V54E,
which shows a much higher unfolding rate. The ability of
the refolded mutants to bind to the cognate ligand, GyrA
or the CcdA peptide (residues 46–72) was also monitored.
Binding of refolded mutants to immobilized GyrA, on
Amine Reactive Second Generation (AR2G) biosensors
was monitored using Bio-layer interferometry (Sultana
and Lee 2015), and the binding to CcdA peptide was mon-
itored using Thermal Shift Assay (Niesen et al. 2007). Active
mutants (L16S, V18T) retained their binding to both GyrA
and CcdA upon refolding, even though their refolding ki-
netics was slow (table 3). Surprisingly, V54E which is also an
active mutant failed to bind GyrA and CcdA upon refold-
ing even though the native protein showed binding (sup
plementary fig. S6, Supplementary Material online). On the
other hand, the inactive mutants R31G and M63N did not
bind to GyrA and CcdA after refolding (table 3), showing
that their refolded state is nonnative. Interestingly, the
native V80N mutant did not show any binding to GyrA,
but the refolded protein binds weakly to both ligands. Two
of these mutants V80N and V54E also show formation of
higher order oligomers (supplementary fig. S5,

Tripathi et al. . doi:10.1093/molbev/msw182 MBE

2968

http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msw182/-/DC1
http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msw182/-/DC1
http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msw182/-/DC1
Deleted Text: ,
http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msw182/-/DC1
http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msw182/-/DC1
Deleted Text: while
http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msw182/-/DC1
http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msw182/-/DC1
http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msw182/-/DC1
http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msw182/-/DC1
http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msw182/-/DC1
Deleted Text: -
Deleted Text: to
http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msw182/-/DC1
http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msw182/-/DC1
http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msw182/-/DC1
Deleted Text: u
Deleted Text: k
Deleted Text: ten 
Deleted Text:  M
Deleted Text:  
Deleted Text: ten 
Deleted Text: -
http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msw182/-/DC1
http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msw182/-/DC1
http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msw182/-/DC1
Deleted Text:  
Deleted Text: -
http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msw182/-/DC1
http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msw182/-/DC1
http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msw182/-/DC1
Deleted Text: -
http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msw182/-/DC1


Supplementary Material online). Overall, the data indicate
that slower refolding in vitro is qualitatively correlated with
targeting to inclusion bodies in vivo. Further, mutants with
low activity in vivo, often refold to an inactive state in vitro.
Finally, some mutants which show high aggregation pro-
pensity in vitro, show an active phenotype in vivo, presum-
ably because of the presence of chaperones which help in
folding to the native state.

Over-Expression of Chaperones Rescues Folding
Defects of Mutants
Various factors within the cell influence the proper folding of
proteins to the native state. Folding assistance by various chap-
erones and other quality control mechanisms can buffer mu-
tational effects on protein stability and function (Bershtein
et al. 2013). To study this, the in vivo activity of CcdB mutants
was assayed in various chaperone and protease deleted strains,
as well as chaperone over-expressing strains (see “Materials
and Methods” section). Eleven CcdB mutants with a range of
solubility and activity were chosen, to study if the over-
expression or deletion of chaperones and proteases affects
both the in vivo solubility and activity of the mutants. Of these
mutants L16S, V33K, L36K and V80N had low Tm’s (<55 �C),
but they differ in their in vivo activity, whereas mutants G29W,
D67P and V73F show a higher Tm (>56 �C) but are inactive. In
vivo activity of these mutants was monitored both in chaper-
one and protease deletion strains to delineate effects on pro-
tein folding or stability. Mutants were transformed in different
strains, and cells were plated in the presence of different re-
pressor (glucose) and inducer (arabinose) concentrations to
modulate CcdB expression. Over-expression of ATP-
dependent chaperones (DnaJ, DnaK, GroEL, and ClpB) did
not lead to a change in the in vivo activity of CcdB mutants.
A few mutants showed a decrease in the activity in protease
deletion strains BWDlon, BWDclpP, BWDhchA (supplemen
tary table S9, Supplementary Material online), but a consistent
effect on the activity was not observed, probably due to direct
involvement of proteases in the process of CcdB mediated cell
death (Van Melderen et al. 1996). Many of these proteases

have also been shown to have chaperone-like activity
(Gottesman et al. 1997) which can further complicate inter-
pretation of the observed phenotypes. Over-expression of two
ATP-independent chaperones namely, Trigger Factor and
SecB showed substantial and consistent effect on mutant ac-
tivity, probably due to their ability to cooperate in the folding
of newly synthesized cytosolic proteins (Ullers et al. 2004;
Maier et al. 2005). Most mutants show an increase in activity
upon over-expression of these two chaperones, whereas they
become less active in BWDtig and BWDsecB strains, relative to
the parent BW25113 strain (fig. 4A and B and table 4). An
increase in the in vivo solubility of the mutants was also ob-
served upon chaperone over-expression, the effect being larger
for Trigger Factor over-expression (fig. 4B and C and table 4).
These effects suggest that for many of these mutants, inactivity
primarily results from folding defects which can be rescued by
over-expression of chaperones. Interestingly, this is also the
case for mutants which show similar stability to wildtype but
lower solubility (V73F, D67P, and G29W). This further indi-
cates that defects in folding, rather than stability are the pri-
mary causes for inactivity. Previous studies have shown that
GroEL/ES chaperonins when over-expressed can not only buf-
fer destabilizing and adaptive mutations, shown in E. coli en-
zymes during in vitro mutational drift experiments, but can
have significant effects on the E. coli proteome evolution
through their modulation of protein folding (Tokuriki and
Tawfik 2009; Williams and Fares 2010). The observation that
folding defects in CcdB mutants are rescued solely by the SecB
and Trigger Factor chaperones implies that these defects occur
at an early stage of folding, and once the misfolding occurs it
cannot be rescued by the ATP-dependent chaperones, such as
GroEL and DnaK, as described above. This could also be because
for the ATP-dependent chaperones, multiple chaperones may
need to be over-expressed as they may have to cooperate to
disaggregate misfolded mutants (Mogk et al. 2015).

Discussion
Saturation mutagenesis is a useful tool to study the contri-
bution of each amino acid in a protein to its structure,

Table 3. Kinetic Parameters for In Vitro Refolding and Unfolding of Selected, Moderately Stable CcdB Mutantsa, b.

Mutant Fraction
soluble

MSseq DTm

(Wt-mutant)
(�C)

Refolding Unfolding CcdA binding
to refolded
protein (TSA)

Gyrase binding
to refolded
protein (BLI)Fast phase Slow phase

a0 a1 k1 (s�1) a2 k2 (s�1) A0 A1 K1 (s�1)

L16S 0.4 2 16.7 0.04 0.72 0.07 0.24 0.02 0.83 0.17 0.06 þþþþ þþþ
V18T 0.7 2 9 0.04 0.7 0.1 0.26 0.02 0.8 0.2 0.16 þþþþ þþþþ
R31G 0.6 6 11 0.05 0.8 0.2 0.15 0.02 0.85 0.15 0.02 –c –c

V54E 0.4 2 14.5 0.14 0.17 0.28 0.68 0.04 1 – – –c –c

M63N 0.2 6 15.2 0.15 – – 0.85 0.08 0.84 0.16 0.07 –c –c

V80N 0.8 6 17.5 0.8 – > 0.5 0.2 0.04 0.76 0.24 0.07 þ þ
WT 1 2 – 0.84 – > 0.5 0.16 0.046 0.62 0.38 0.04 þþþþ þþþþ
aThe mutants chosen for refolding studies have similar stability and different solubility and activity (MSseq). Four other selected mutants, could not be used for refolding studies
due to very low solubility and high protein precipitation under the given reaction conditions. These had MSseq values of 2, 2, 9 and 6, respectively.
bThe traces were fit to a 5-parameter equation for exponential decay for refolding (f¼ y0þ a�e(�bx)þc�e(�dx)), yielding fast (k1) and slow phase rate constants (k2), with
associated amplitudes a1 and a2, respectively, and to a 3-parameter exponential rise for unfolding (f¼ y0þ a�e(b�x)) yielding the rate constant k1 with associated amplitude
change, A1. a0 and A0 are the amplitudes for the burst phase for refolding and unfolding, respectively. Errors for all the observed parameters were� 10% of the measured
experimental value.
cNo observable binding.
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stability and function and in understanding the relation be-
tween genotype and phenotype. In the present study, a sat-
uration mutagenesis library of single-site mutants of CcdB
was used to understand the molecular basis of mutant phe-
notypes and to derive a simple procedure to predict such
phenotypes. While there have been other saturation muta-
genesis studies published in the recent past (Abriata et al.
2015; Kowalsky et al. 2015; Romero et al. 2015; Starita et al.
2015), the present study examines multiple expression levels,
effects of multiple chaperones and proteases and employs
extensive in vitro characterization to understand how muta-
tions affect phenotype. The tolerance of each residue to var-
ious substitutions at multiple expression levels was calculated
and mapped on the crystal structure of CcdB (Loris et al.
1999). Mutational tolerance depended on both protein ex-
pression level and structural context, as noted by us earlier

(Bajaj et al. 2005). Virtually all mutants which showed an
inactive phenotype at low expression levels show an active
phenotype when over-expressed. This is in contrast with
other studies that showed growth defects in the presence
of misfolded proteins in a dosage dependent manner
(Geiler-Samerotte et al. 2011; Bershtein et al. 2012). In these
studies, when destabilized mutants of YFP or DHFR were
expressed at high levels, increased aggregation and growth
defects were observed. In the case of the CcdB system, in-
creasing expression results in an increased total amount of
active protein inside a cell that is available for binding and
inhibiting the function of DNA-Gyrase (Bajaj et al. 2008). A
similar observation was made in another study which showed
increased activity of Hsp90 mutants upon over-expression
(Jiang et al. 2013). In the case of TEM-1b lactamase protein
it has been found that deleterious effects of mutations

FIG. 4. In vivo activity and solubility of CcdB mutants, in presence and absence of ATP-independent chaperones. (A) The activity of the selected
mutants was monitored in chaperone deleted (BWDtig and BWDsecB) as well as in chaperone over-expression strains (BWpTig and BWpSecB)
under seven different repressing or activating conditions for the expression of mutants and the condition where growth ceased was reported as the
active condition. (B and C) The fraction of protein for cells grown at 37 �C and induced for CcdB with 0.2% arabinose, in both supernatant (soluble)
and pellet (insoluble), with or without over-expression of chaperones, Trigger Factor and SecB, respectively, determined following SDS–PAGE and
Coomasie staining using Quantity One software (Bio-Rad). S and P are supernatant and pellet, respectively. Data for representative mutants is
shown. The relative estimates of protein present in the soluble fraction and inclusion bodies for all mutants are shown in table 4. The arrow
indicates the band for the induced chaperone.
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primarily arise from a decrease in specific protein activity and
not cellular protein levels (Firnberg et al. 2014), contrary to
the results of the present study.

For CcdB, at exposed, nonactive-site residues, virtually all
mutations are tolerated. At a few highly exposed positions
(� 40% accessibility) aromatic residues and proline are not
tolerated (supplementary table S4, Supplementary Material
online), presumably because of aggregation or misfolding.
Previous experimental studies have shown that the removal
of one methylene group from the protein interior destabilizes
a protein by �5 kJ/mol and suggested that loss of packing
interactions is the major contributor to the increase in sta-
bility (Main et al. 1998; Chakravarty et al. 2002; Loladze et al.
2002) though the relative contributions of packing and the
hydrophobic effect to protein stabilization remain a matter of
debate.

Residue substitution penalties derived from analysis of the
CcdB mutant data (supplementary table S7, Supplementary
Material online) indicate that substitutions of the aliphatic to
aliphatic category are well tolerated. In contrast, aliphatic to
aromatic changes are poorly tolerated even when the volume
change is equivalent to a single methylene group such as
going from I, L or M to F (Richards 1977). This is likely due
to the difference in shape between aliphatic and aromatic
side-chains, and suggests that while small increases in volume
can be tolerated, changes in shape of the side-chains require
more reorganization of the neighboring residues that in turn
incur a higher energetic penalty.

While there have been many studies that address the sta-
bility effects associated with large to small substitutions (Main
et al. 1998; Loladze et al. 2002), there are relatively few studies
which have quantitated effects of small to large substitutions,
particularly substitutions to aromatic residues (Liu et al. 2000;
Tanaka et al. 2010). In fact, some studies have shown that very
significant increases in residue size of up to three methylene
groups can be well tolerated (Hellinga et al. 1992; Wynn et al.
1996), that energetic effects are highly context dependent
(Main et al. 1998; Liu et al. 2000) and that such substitutions
can even be stabilizing (Lim et al. 1994; Liu et al. 2000). In the
current Protherm database (Kumar et al. 2006) (http://www.

abren.net/protherm/, last accessed 31 August 2016) 4,805
single buried site mutants from 180 proteins were available.
About 1,667 mutants belonged to the aliphatic to aliphatic
category, nearly half of them being mutations to alanine. Only
154 aliphatic to aromatic substitutions were available. About 50
aliphatic to aliphatic and 8 aliphatic to aromatic substitutions
had similar volume increases with average DDGH2O values of
�0.43 and �2.75 kcal/mol, respectively. Thus, consistent with
our mutational data, aromatic substitutions are more destabi-
lizing than aliphatic ones involving similar volume changes.

Burial of polar groups in the nonpolar interior of a protein
are highly destabilizing, and the degree of destabilization de-
pends on the relative polarity of the group (Main et al. 1998).
Interestingly, in the saturation mutagenesis data for charged
and polar amino acids at buried positions, smaller amino
acids were consistently more poorly tolerated than larger
ones, whereas the opposite trend is observed for aromatic
substitutions. Surprisingly, mutations at residues involved in
cation-p and salt-bridge interactions were well tolerated, in-
dicating that these interactions do not contribute signifi-
cantly to the stability and function of CcdB.

By combining phenotypic data at multiple expression lev-
els, at all buried positions, it was possible to approximately
rank order mutational effects of substitutions at buried posi-
tions. The results obtained for CcdB were remarkably similar
with those of other proteins, PSD95pdz3 and GB1 for which
saturation mutagenesis data were also available (McLaughlin
et al. 2012; Olson et al. 2014) and differed from trends ob-
served in free energy of transfer data (compare fig. 2A–C with
supplementary fig. S1C and D, Supplementary Material on-
line). Prediction of mutational sensitivity score (MSpred) for
other proteins (PSD95pdz3 and GB1) using penalties derived
from the CcdB data, taking into account the wildtype residue
identity (table 2) gave encouraging results and shows the
potential for the use of sequencing based phenotypic data
obtained from saturation mutagenesis in understanding and
predicting the functional effects of mutations. The present
approach compared favorably with known computational
predictors (SNAP2 and SuSPect) showing more consistent
results and higher specificity (table 2). These and data from

Table 4. In Vivo Activity and Solubility of CcdB Mutants in Presence and Absence of ATP-Independent Chaperones.

Mutant Strain Fraction soluble Fractional increase in solubilitya

BW25113 BWDtig BWDsecB BWpTig BWpSecB Tig SecB

WT 1 1 1 1 1 1 1 1
L16S 4 7 7 2 3 0.4 1.5 1.7
G29W 8 8 8 2 4 0.6 1.2 1.1
M32N 4 6 6 2 3 0.1 3 2
V33K 4 7 6 2 3 0.1 2 2
P35I 8 7 8 5 5 0.6 1.3 1.1
L36K 8 8 8 3 5 0.05 4 2
L41F 7 8 8 3 3 0.4 1.8 2.5
D67P 6 8 8 2 4 0.2 0.8 0.5
S70W 6 8 8 2 4 0.5 1 0.4
V73F 7 7 8 2 3 0.5 2 1.3
V80N 6 6 7 3 4 0.6 1.3 1.2

aRatio of the soluble fraction of the protein in the presence of over-expressed chaperone (Trigger Factor and SecB, respectively) to the soluble fraction of the protein under
normal conditions.
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other saturation mutagenesis studies can be used to improve
predictions of effects of nonsynonymous single nucleotide
polymorphisms on protein activity (Guerois et al. 2002;
Randles et al. 2006; Yue and Moult 2006; Bromberg et al.
2008; Radivojac et al. 2013) as well as for protein threading
applications to guide structure prediction (Shen and Sali
2006; Yang et al. 2015).

To obtain further insights into determinants of pheno-
types, a set of � 80 mutants were expressed and purified.
They showed a range of stabilities. Thermal stabilities mea-
sured by thermal shift assay (Niesen et al. 2007) and equilib-
rium chemical denaturation were well correlated. Mutations
affect both the thermodynamic stability and aggregation pro-
pensity of proteins by enhancing misfolding. Both these fac-
tors lead to a decrease in the amount of properly folded,
active protein. Thermal stabilities of CcdB mutants correlated
better with the amount of soluble protein present in a cell
(r¼ 0.82) than with in vivo phenotype (r¼ 0.65). In some
cases, despite being highly soluble, mutants show low activity
in vivo, suggesting that a significant fraction of soluble mutant
protein is misfolded, and that fraction differs between mu-
tants. In other cases, mutants show high or moderate in vivo
activity but differ in in vivo solubility. Both these observations
could be rationalized by monitoring in vitro binding of CcdB
mutants in the soluble fraction of the cell lysate with Gyrase,
using surface plasmon resonance. Mutants with high solubil-
ity but low activity also show low binding to Gyrase, whereas
partially soluble mutants with high in vivo activity bind well to
Gyrase in this assay (supplementary fig. S4, Supplementary
Material online). This shows that even a small amount of well
folded protein results in sufficient activity to cause cell death
even at the lowest level of expression, despite low solubility
and stability. Refolding and unfolding kinetics for a subset of
mutants, suggest that slow refolding rates measured in vitro
correlate with the tendency to form inclusion bodies in vivo.
Additionally, several inactive mutants fail to refold to a func-
tional state in vitro as well. In contrast to the refolding rates,
most mutants studied had similar unfolding rates to wild
type.

The ability of a mutant to fold to the native state is affected
by many parameters that include the crowded environment
of the cell, folding assistance by various chaperones that buf-
fer mutational effects on protein stability, and quality control
mechanisms which are involved in degradation and removal
of misfolded proteins from a cell. These factors are likely re-
sponsible for the less than perfect correlation between in vitro
stability and in vivo activity. To study these effects, the cellular
proteostasis machinery was perturbed by either over-
expression or depletion of various chaperones and proteases.
Interestingly, the most significant changes in the in vivo ac-
tivity of many mutants were observed upon perturbing the
levels of two ATP-independent chaperones, SecB and Trigger
Factor, both of which act on their targets while the nascent
polypeptide chain is being synthesized at the ribosome. This
suggests that many of the CcdB mutants are targeted to
inclusion bodies due to defects early in the folding pathway.
Over expression of these chaperones lead to an increase in
the amount of folded protein in the cell as well as increased

in vivo activity and solubility for several formerly inactive
mutants, whereas chaperone deletion lead to a correspond-
ing decrease in the activity. These chaperones have previously
been shown to increase soluble protein expression by rescu-
ing folding defects (Nishihara et al. 2000). Since these chap-
erones are ATP-independent, the data clearly show that
rescuing folding defects, without additional energy input or
protein stabilization, results in increased activity in vivo.

In conclusion, comprehensive analyses of a CcdB satura-
tion mutagenesis library reveal the contribution of each res-
idue to protein activity and function. Protein activity was
found to depend monotonically on expression level and
was related to stability and solubility in a complex fashion,
but correlated well with the ability of mutant protein in the
soluble fraction of the cell lysate to bind DNA Gyrase. The
moderate correlation of stability with activity, the high in vivo
activity of several destabilized mutants, and the ability of the
ATP-independent chaperones SecB and Trigger Factor to en-
hance mutant activity, all suggest that mutational effects on
folding, rather than on solubility or stability are the primary
determinant of CcdB activity and fitness in vivo. Despite this
apparent mechanistic complication, the data demonstrate
consistent preferences in accommodating specific residues
at buried positions. Besides enhancing our understanding of
how mutations affect phenotype, these data can be used to
enhance predictions of fitness effects of Single Nucleotide
Polymorphisms and to guide protein design and structure
prediction efforts.

Materials and Methods
Information about all the strains used in this study is available
in supplementary table S1, Supplementary Material online.

Mutant Library Preparation
Previously, a total of 1,430 single-site mutants of CcdB (�75%
of possible mutants) were generated by using a mega-primer
based method (Bajaj et al. 2005, 2008). In the present study,
an inverse-PCR based approach was used and mutagenesis
was carried out by using adjacent nonoverlapping forward
and reverse primers. The forward primer contained the mu-
tant codon NNK in the middle of the primer (N is A/C/G/T,
and K is G/T in equimolar ratio). The individual products
were pooled, gel purified, phosphorylated, subjected to intra-
molecular ligation and transformed to generate the mutant
library (Jain and Varadarajan 2014).

In Vivo Activity of Individual Single-Site Mutants
Escherichia coli strain, TOP10pJAT was individually trans-
formed with mutant CcdB plasmids and activity was assayed
by plating the transformation mix on LB-amp plates in the
presence of the following concentrations of glucose (repres-
sor) or arabinose (inducer); 2� 10� 1% glucose, 4� 10� 2%
glucose, 7� 10� 3% glucose, 0% glucose/arabinose,
2� 10� 5% arabinose, 7� 10� 5% arabinose and 2� 10� 2%
arabinose at 37 �C. Since active CcdB protein kills the cells,
colonies were obtained only for mutants that showed an
inactive phenotype. Plate data was analyzed and compared
with relative activity estimates obtained by deep sequencing.
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Determination of Active Fraction of the Protein in the
Cell Lysate Using Surface Plasmon Resonance
Cultures of E. coli strain CSH501 transformed with the mutant
of interest were grown in LB media, induced with 0.2% (w/v)
arabinose at an OD600 of 0.6 and grown for 3 h at 37 �C. Cells
were centrifuged (1,800�g, 10 min, RT). The pellet was resus-
pended in PBS buffer pH 7.4 and sonicated, followed by cen-
trifugation at 11,000�g, 10 min, 4�C. Various dilutions of
supernatant were passed over GyrA14 fragment immobilized
on the surface of a CM5 chip and binding was monitored as
change in resonance units per unit time. Analysis was carried
out on a Biacore 3000 instrument (Biacore, GE Healthcare).

In Vivo Activity of CcdB Mutants in Presence and
Absence of Chaperones and Proteases
Escherichia coli BW25113 strain was transformed with plas-
mids expressing the following chaperones; Trigger factor and
SecB (both ATP-independent), ClpB, DnaK, DnaJ GroEL, (all
ATP dependent chaperones). The resulting strains were re-
ferred to as BWpTig, BWpSecB, BWpClpB, BWpDnaK,
BWpDnaJ, and BWpGroEl. In addition, BW25113 strains de-
leted for the following proteases Lon, ClpP, HslU, HslV and
HchA were also used and referred to as BWDlon, BWDclpP,
BWDhslU, BWDhslV and BWDhchA, respectively.
Competent cells of each of these E. coli strains were prepared
(Chung et al. 1989) and individually transformed with se-
lected mutant CcdB plasmids and grown in deep well plates.
Transformation with pUC19 was used as a transformation
efficiency control. Activity of the mutants was assayed by
spotting the transformation mix on LB-Amp plates in the
presence of the following concentrations of glucose (repres-
sor) or arabinose (inducer): 2� 10� 1% glucose, 2� 10� 2%
glucose, 2� 10� 3% glucose, 0% glucose/arabinose,
2� 10� 3% arabinose, 2� 10� 2% arabinose and 2� 10� 1%
arabinose at 30 �C, as many of these strains are temperature
sensitive. In case of chaperone over-expression strains, me-
dium used for recovery following transformation was
LBþChl (35 mg/ml) as the chaperone expressing plasmids
are ChlR. After 60 min of incubation at 30�C in the above
medium, cultures were spotted on LBþAmp plates contain-
ing 0.5 mM IPTG to induce chaperone expression, and various
concentrations of glucose and arabinose as described above
to modulate CcdB expression. Since active CcdB protein kills
the cells, colonies are obtained only for mutants that show an
inactive phenotype under the conditions examined. Plates
were imaged, data was analyzed and the condition where
each of the mutants became active in presence or absence
of the chaperone was tabulated.

Supplementary Material
Supplementary figures S1–S6, tables S1–S9, CcdB MSseq data
(S1_Appendix.xlsx) and Materials and Methods are available
at Molecular Biology and Evolution online (http://www.mbe.
oxfordjournals.org/).
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