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Abstract

This work aimed at improving the empirical database of time (i.e., exposure duration),

interspecies and intraspecies extrapolation when deriving occupational exposure

limits (OELs). For each extrapolation step, a distribution was derived, which can be

used to model the associated uncertainties. For time and interspecies extrapolation,

distributions of ratios of dose descriptors were derived from studies of different

length or species. National Toxicology Program (NTP) study data were manually

assessed, and data from REACH (Registration, Evaluation and Authorisation of

Chemicals) registration dossiers were evaluated semi-automatically. Intraspecies

extrapolation was investigated by compiling published studies on human

toxicokinetic and toxicodynamic variability. A new database was established for

toxicokinetic differences in interindividual susceptibility, including many inhalation

studies. Using NTP data produced more reliable results than using REACH data. The

geometric mean (GM) for time extrapolation subacute/chronic agreed with previous

evaluations (GM = 4.11), whereas the GM for subchronic/chronic extrapolation was

slightly higher (GM = 2.93) than the GMs found by others. No significant differences

were observed between systemically and locally acting substances. Observed inter-

species differences confirmed the suitability of allometric scaling, with the derived

distribution describing remaining uncertainty. Distributions of intraspecies variability

at the 1% and 5% incidence level had medians of 7.25 and 3.56, respectively. When

compared with assessment factors (AFs) currently used in the EU, probabilities that

these AFs are protective enough span a wide range from 10% to 95%, depending on

the extrapolation step. These results help to select AFs in a transparent and informed

way and, by allowing to compare protection levels achieved, to harmonise methods

for deriving OELs.
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1 | INTRODUCTION

Health-based occupational exposure limits (OELs) are a key instru-

ment to control airborne exposures to hazardous substances and

to prevent adverse health effects at the workplace. From a methodo-

logical point of view, their derivation should ideally be based on sound

human evidence, preferentially from long-term observations. Such

information is lacking for newly introduced substances, but in many

cases also for chemicals used for a long time. In such cases, experi-

mental animal toxicity data are used to derive OELs. Assessment fac-

tors (AFs), which are partly based on empirical data, have been used

for many years already to derive health-based exposure limits for the

general population (Falk Filipsson et al., 2007; Kalberlah &

Schneider, 1998; Vermeire et al., 1999; WHO, 2020). It is generally

agreed that substance-specific AFs should be used whenever possible

(Bhat et al., 2017). For deriving OELs, AFs for bridging data gaps gained

wider acceptance only in recent years (Dankovic et al., 2015; Schenk &

Johanson, 2018). They are now part of many frameworks such as the

derivation of EU-wide OEL proposals by the European Chemicals

Agency's (ECHA) Committee for Risk Assessment (RAC) (ECHA, 2019)

or the German national OELs of the Committee on Hazardous Sub-

stances (Ausschuss für Gefahrstoffe, AGS) (AGS, 2010). Whenever pos-

sible, AFs should be based on empirical data derived from other known

substances and should be accompanied with a characterisation of its

uncertainty, which can best be accomplished by presenting it as proba-

bility distributions (Schneider et al., 2006; US Environmental Protection

Agency [EPA], 2014; Vermeire et al., 1999).

There are differences between methodological approaches as

well as numerical discrepancies between OELs derived for specific

substances by different bodies. The latter is partly caused by numeri-

cal differences in AFs used and also by lacking guidance and transpar-

ency on how AFs should be used for deriving exposure limits (Deveau

et al., 2015; Schenk & Johanson, 2010). This publication provides data

evaluations aimed at improving the empirical basis for AFs. A major

driver for differences in OELs is the uncertainty associated with inter-

individual differences in susceptibility, which is addressed here by cre-

ating a new empirical database on intraspecies extrapolation. Another

objective of this work was to analyse (a) data provided to ECHA as

part of REACH (Regulation [EC] No 1907/2006: Registration, Evalua-

tion and Authorisation of Chemicals) registration dossiers and

(b) studies from the US National Toxicology Program (NTP) to improve

the data available for informing time and interspecies extrapolation.

These efforts were part of the research project F2437 (‘Derivation

of occupational exposure limits for airborne chemicals—Comparison of

methods and protection levels’) initiated by the German Federal Insti-

tute for Occupational Safety and Health (BAuA). This project analysed

existing frameworks for deriving OELs and analogue values (such as

Derived No Effect Levels for workers under REACH) at EU level in vari-

ous regulatory sectors as well as those established at the national level

in Germany. In a second publication, we describe the differences

between the methods used in several frameworks and present a proba-

bilistic analysis of the respective protection levels achieved using the

distributions presented here (Schneider et al., 2022a).

2 | METHODS

2.1 | Selection and evaluation of NTP study data

Technical reports of the US NTP (available at https://ntp.niehs.nih.

gov/data/tr/) that satisfied all of the following criteria were selected

for in-depth analysis: (1) either inhalation or oral exposure; (2) at least

two of the three exposure durations subacute (sa), subchronic (sc) or

chronic (c) available; and (3) effects (as specified below) observed for

at least one study type. Reports older than TR-184 (1979) were not

screened as the investigation depth was considered insufficient for

further analysis. In subacute NTP studies, endpoints are evaluated in

less detail than in the longer studies. Consequently, the absence of

reported effects does not imply the actual absence of toxicity, which

could introduce bias in the subsequent analysis. Therefore, only

effects on body weight were evaluated for the subacute studies. For

subchronic and chronic studies, body weight and systemic effects

were evaluated. In addition, local effects in the respiratory tract were

evaluated for inhalation studies. For each evaluated endpoint type,

the species, study type, No Observed Adverse Effect Level or Con-

centration (NOAEL or NOAEC) and Lowest Observed Adverse Effect

Level or Concentration (LOAEL or LOAEC) were identified by consult-

ing NTP study reports as described in detail in the project report

(Schneider et al., 2022b; Report 6: Time extrapolation; section 2:

Methods). This included documentation of the target organ(s) associ-

ated with the systemic LOAEL. The main goals of the evaluation

criteria were to minimise subjectivity in identification of effect levels

and to consider only those examinations that can be compared

between two studies. Consequently, organ weights and reproductive

parameters like sperm motility and oestrous cyclicity were not consid-

ered, as they are not evaluated in the chronic studies.

2.2 | Processing and evaluation of REACH study
data

Study data on repeated dose toxicity for the oral and inhalation route

were exported as structured data from the REACH database on

23 October 2018 by the ECHA and provided as Microsoft Excel® files.

For reasons of confidentiality, it is not possible to provide these data,

but we provide the ultimately calculated ratios in the depository at

https://www.baua.de/EN/Tasks/Research/Research-projects/f2437.

html. Studies were selected that fulfilled all of the following criteria: (1)

Klimisch reliability of at least 2; (2) only experimental studies (no predic-

tions from quantitative structure–activity relationships or read-across);

(3) test material matches the registered substance; (4) appropriate study

design (OECD test guideline or equivalent); (5) appropriate exposure

duration*; (6) species needs to be identifiable*; (7) appropriate dose

descriptor* (NO(A)EC/NO(A)EL, LO(A)EC/LO(A)EL, benchmark doses if

comparable with no effect levels); and (8) appropriate dose units (daily

doses normalised to body weight for oral studies, inhalation studies

need to have a unit that can be converted to mg/m3*). The marked (*)

selection criteria are at least partially based on information in natural
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language and involved data curation efforts by iteratively built string

matching rules in order to assign a value that can be used for selection.

Effect levels given as ranges or unbounded values were converted to

the most appropriate discrete values, where possible. Details of this

process and examples are given in Schneider et al. (2022a) (Report 6:

Time extrapolation; section 2: Methods). Briefly, this step involved

selecting the lower end of the reported dose range for a dose descrip-

tor and equating values given as ‘NO(A)EL > x’ with ‘NO(A)EL = x’ and
‘LO(A)EL < x’ with ‘LO(A)EL = x’, while values given as ‘NO(A)EL < x’
and ‘LO(A)EL > x’ were considered inconclusive and discarded. Data

curation further included extraction of the target organ from the avail-

able information in the results and discussion section, but this informa-

tion was only used for data evaluation, not for selection.

Study selection and curation steps were performed entirely by

scripts written in the R language (last checked with Version 4.0.3)

(R Core Team, 2021), ensuring reproducibility and minimising subjec-

tivity. The scripts can be downloaded from the depository at https://

www.baua.de/EN/Tasks/Research/Research-projects/f2437.html.

2.3 | Deriving ratios of dose descriptors from
study pairs

Due to the different characteristics of the two data pools, there are dif-

ferences in the way ratios of dose descriptors are formed from a study

pair. In case of the NTP data, identification of the two studies that form

a pair was straightforward. In our evaluation, we distinguished between

sex and up to three endpoint types (body weight, local and systemic

effects). Each NTP report provided up to 28 NOAELs (specific for spe-

cies, sex, exposure duration and endpoint type), which could be used for

ratio building. However, a significant number of studies did not identify

a true NOAEL, meaning that either the NOAEL was the highest tested

dose or the LOAEL was at the lowest tested dose. If this was the case

for one of two compared values, a ratio was calculated. The resulting

ratio then represents either a minimum or a maximum and this uncer-

tainty was accepted in return for the higher number of ratios. If both

compared N(L)OAELs were facing this issue, no ratio was calculated.

The REACH data for one substance often include several relevant

studies. To resolve this issue, the arithmetic mean (AM) was calculated

from the dose descriptors of only those studies that match the best

Klimisch reliability among all studies under consideration for the spe-

cific ratio calculation. No distinction was made between the sex of the

animals or between NOAEL/NOAEC and NOEL/NOEC or LOAEL/

LOAEC and LOEL/LOEC. Ratios were always calculated from two

NO(A)ELs (vast majority of cases). If only two LO(A)ELs were available,

these were used instead.

Ratios were always calculated in such a way that for time compar-

isons the value of the shorter study was divided by that of the longer

one (expecting ratios > 1). For interspecies comparisons, the value of

the larger species was divided by that of the smaller species (with

expected values < 1, as allometric principles predict lower NOAELs,

expressed as dose per kg body weight, for larger species)

(Kenyon, 2012; Schneider et al., 2004).

Procedures are explained in more detail by Schneider et al.

(2022b) (Report 6: Time extrapolation; section 2: Methods) and are

implemented in the R scripts provided in the depository at https://

www.baua.de/EN/Tasks/Research/Research-projects/f2437.html.

2.4 | Evaluation of data to model toxicokinetic
(TK) and toxicodynamic (TD) uncertainty

Literature searches for data on human interindividual variability were

performed until October 2019 in the database ‘PubMed’ (at https://
pubmed.ncbi.nlm.nih.gov/). Initial searches were restricted to publica-

tions from the last 10 years, but to avoid overrepresentation of oral

data, further studies were searched without time restriction (for

details on the search strategy, see Schneider et al., 2022b [Report 8:

Intraspecies extrapolation; section 2: Evaluation of literature data]).

For TK effects, studies in adults with oral or inhalation exposure to

industrial chemicals or pharmaceuticals were screened for quantitative

kinetic data (area under the curve [AUC] or Cmax). For accepting a

study for evaluation, the study group had to comprise at least four

individuals (representing not a highly selective subgroup of individ-

uals) and the reported data should allow the characterisation of the

variability in the study group (either individual data, or AM plus stan-

dard deviation [SD] or variation coefficient [CV] or geometric mean

[GM] plus 95th confidence interval [CI] or 25th and 75th percentile).

All data were assumed to be lognormally distributed, as all data were

restricted on the left side (no negative values possible for TK parame-

ters). As the variability of these data cannot be described by their SD,

a log10 GSD value (SD of the logarithmic data) (WHO, 2014) was

derived for each evaluated study using the equations provided in

Table S8. For a given log10 GSD (i.e., for a given variability), the factor

required to cover susceptibilities higher than the median can be calcu-

lated according to the following equation (WHO, 2014):

Factor covering 1� ið Þof the population¼GSDz1�i, where i is the inci-

dence (or, in other words, the percentage of the target population not

covered) and z1� i is the z-score of the normal distribution

corresponding to this incidence. For i=5%, the corresponding value

for z1� i is 1.6449; for i=1%, it is 2.3263.

Accordingly, the parametrised distribution (see below) of log10

GSDTK values obtained from the literature evaluation is transformed

by the relationship: distributionincidence I = 10 lognormlog10GSDTK
μ,σð Þ�z1�ið Þ to

get a distribution of factors corresponding to the intraspecies variabil-

ity for a certain accepted incidence level. From this distribution, sam-

ples are drawn for the Monte Carlo simulation. In Schneider et al.

(2022b) (Report 8: Intraspecies extrapolation; annex 2: The concept of

log10 GSD), more explanation of log10 GSD and the necessary trans-

formations is provided.

For investigating variability regarding TD effects, human stud-

ies (adults only) with oral, inhalation or parenteral exposure were

considered. Studies were selected for evaluation if effect data for

at least two different doses/concentrations were spread wide

enough to observe the range of different susceptibilities. For the

quantitative evaluation, ratios are calculated by dividing the highest

dose or concentration without effects in some individuals by the
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lowest dose or concentration with effects. Note that these ratios

based on effect doses describe both the variability due to TK and

TD reasons.

A further dataset describing TD variability was published by Abdo

et al. (2015). These authors provide information on the variability in

the in vitro cytotoxicity of 179 chemicals in immortalised human

lymphoblastoid cell lines derived from 1086 individuals representing

nine different populations from five different continents (‘1000
Genomes project’, Coriell Institute). EC10 values (effective concentra-

tion, 10th percentile) were determined by Abdo et al. (2015) from

eight different concentrations covering 6 orders of magnitude. Vari-

ability for each substance was described by percentiles of the

obtained empirical distributions of EC10 values. Further, factors were

calculated for each dataset describing the difference between the 1st

(or 5th) percentile and the median, reflecting the difference in

response of the 1% (or 5%) with the lowest EC10 (highest susceptibil-

ity) and the median. These ‘raw factors’ were corrected for sampling

variability (variation between replicate measurements), which reduced

variability considerably.

2.5 | Stratifications into subdistributions

The ratios of the dose descriptors were further stratified by exposure

route, species, sex, endpoint type, target organ or substance type, to

check for differences between ratio distributions in the strata.

The stratification by substance type used two exemplary sub-

stance classes, which were deemed to be suitable for a meaningful

comparison based on their occurrence in the NTP data. These were

metal compounds (excluding metals in their elemental form) and

alkylated aromatics (additionally containing benzene). A list of all

members of these two categories is found in Table S4. Substance clas-

ses were not extracted from the REACH data.

2.6 | Statistics and estimation of distribution
parameters

Assumption of lognormality of the empirically determined distribu-

tions was verified by quantile–quantile plots. Comparison of quantiles

indicated that all distributions can be adequately described by lognor-

mal distributions. Subsequently, lognormal distributions with the

parameters μ (location parameter, corresponding to the expected

value on the log scale) and σ (shape parameter, corresponding to the

SD on the log scale) were fitted to the data using the function ‘get.
lnorm.par()’ from the R package ‘rriskDistributions’ Version 2.1.2

(Belgorodski et al., 2017). The function was called with the sorted

quantiles and the corresponding probabilities (pi ¼ i�0:5=n, where

n is the number of empirical data points and i�ℕþ, i≤ n). Defaults

were used for all other parameters.

The distribution for interspecies extrapolation was additionally

corrected for variance introduced by using NOAEL ratios, because the

NOAEL carries inherent uncertainty. The evaluation by Bokkers and

Slob (2007) provided data for this correction as they derived ratios

based on benchmark doses as well as on NOAEL for the same study

selection (column 6 of table 2 in Bokkers & Slob, 2007). σ of the distri-

bution was corrected by

σcorrected ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σNOAEL,uncorrectedð Þ2� σNOAEL�errorð Þ2

q
,

for explanation, see Schneider et al. (2022b) (Report 10: Synthesis

report; section 2.4: Interspecies extrapolation).

The distribution for intraspecies variability is composed of the

individual distributions for TK and TD differences, combined by

multiplication:

Factorsintra�combined,i ¼Factorintra�TK,i �Factorintra�TD,i:

The individual distributions are dependent on the chosen target

incidence i, as described above. The distribution of the combined

intraspecies ratios cannot be described by a lognormal distribution

(or another common probability distribution) anymore. Instead, the

distribution is modelled in the Monte Carlo simulation by the multipli-

cative combination of samples drawn from the individual distributions

for TK and TD differences:

distributionintra�combined,i ¼10 lognormlog10GSDTK
μ,σð Þ�z1�ið Þ

� lognormfactorsTD,i μ,σð Þ

Statistical evaluation of differences between distributions was per-

formed using the bootstrap method on the GM and 75th percentile. CIs

were estimated using the ‘boot.ci()’ from the R package ‘boot’ with

10,000-fold resampling and type = ‘perc’. A parameter was considered

different between compared distributions, if the 95% CI did not overlap.

3 | RESULTS

3.1 | Compiled datasets from NTP and REACH to
evaluate time and interspecies extrapolation factors

The compiled dataset from NTP technical reports used for time and

interspecies extrapolation contained studies on 256 unique substances

(some of them having data for both exposure routes). Split by exposure

duration, species and exposure route, a total of 1366 studies are con-

tained in the dataset. There are roughly equal numbers of subchronic

and chronic studies, and about 25% less subacute studies, which is pri-

marily due to less frequent inclusion of this study type in older reports.

Nevertheless, for most substances, the NTP data provide a complete

set of data regarding different exposure durations and species (i.e., a

subacute, a subchronic and a chronic study both in rats and in mice).

Therefore, these data are especially valuable for calculation of dose

descriptor ratios for time and interspecies extrapolation.

The REACH data started with 150,000 study records for repeated

dose toxicity. After applying the selection criteria and curation steps

outlined in Section 2, this resulted in 8500 dose descriptors for oral

studies and 1800 dose descriptors for inhalation studies. However, the

number of ratios for time and interspecies extrapolation that can be

derived from the REACH data is relatively low when compared with

the NTP data. This results from the fact that the second study needed
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for a comparison is frequently lacking, for example, because only a sub-

acute study is available, or all studies were performed in rats.

Even though the IUCLID entries used for the REACH dataset

closely follow harmonised templates and, in principle, store the study

result data as structured and machine-readable data, there is still some

information to be entered as natural language. This leaves a certain

amount of leeway in reporting the data, such as the description of the

exposure duration and guideline followed, or usage of ‘exotic’ dose
descriptors. We iteratively built rulesets to convert natural language

into categorical variables by integrating the available information from

the study records. However, the overall quality of the study entries

was lower than expected, and contradictory or equivocal information

was often found.

3.2 | Time extrapolation

3.2.1 | Empirical distributions obtained with NTP
and REACH data

The ratios from NTP data resulted in distributions with a GM of

4.11, 1.60 and 2.93 for the extrapolations sa/c, sa/sc and sc/c,

respectively (Table 1). Ratios from roughly 400 study pairs could be

calculated for sa/c and sa/sc and about 1200 study pairs were avail-

able for calculation of ratios for sc/c. The difference of about a fac-

tor of 3 is because only the body weight was evaluated in the

subacute studies. Therefore, no ratios could be calculated based on

local or systemic effects for comparisons with this study type. The

distributions obtained with the REACH data are generally based on

a lower number of valid study pairs. In this case, this is not

explained by the evaluated endpoints but rather an outcome of the

different frequencies of subacute, subchronic and chronic studies in

substance registrations (caused by the information requirements for

REACH registrations). Interestingly, the GMs from the REACH data

are all lower than those from NTP data: 2.49, 1.28 and 2.02 for

sa/c, sa/sc and sc/c, respectively (Table 1). The corresponding

GSDs however are all larger than those obtained with NTP data. In

consequence, the higher percentiles are quite comparable between

the two data sources. The larger GSDs for the REACH data corre-

spond to our experience while processing the data: The quality of

the REACH study entries varies considerably (see above and discus-

sion for more details). The resulting distributions are shown in

Figure 1.

TABLE 1 Summary statistics for the
distributions of the ratios of dose
descriptors for time extrapolation
obtained from NTP and REACH study
data (sa = subacute, sc = subchronic,
c = chronic)

Source Study pairs GM GSD 5th perc. Median 75th perc. 95th perc. n

NTP sa/c 4.11 3.40 0.98 4.00 7.91 30.31 396

NTP sa/sc 1.60 2.69 0.47 1.33 2.30 7.98 390

NTP sc/c 2.93 3.04 0.50 2.67 5.00 18.94 1218

REACH sa/c 2.49 5.22 0.21 2.95 5.44 33.50 68

REACH sa/sc 1.28 3.48 0.20 1.03 2.40 10.00 478

REACH sc/c 2.02 3.55 0.30 2.00 3.80 15.53 144

Abbreviations: GM, geometric mean; NTP, National Toxicology Program; REACH, Registration,

Evaluation and Authorisation of Chemicals.

F IGURE 1 Distribution of all time comparison ratios derived from NTP and REACH data (presented as probability density function, scatter
plot and box plot). NTP, National Toxicology Program; REACH, Registration, Evaluation and Authorisation of Chemicals
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3.2.2 | Stratifications within the distributions for
time extrapolation

The exposure route had little influence on the investigated ratio distri-

butions for time extrapolation based on the GM and the 75th percen-

tile (Table 2). As this may have been obscured by aggregation of

systemic and local effects, the influence of the effect type was also

investigated (Table 3). This stratification was only possible for the

NTP data (as for the REACH data, no systematic information on the

critical endpoint could be obtained) and only for the sc/c time extrap-

olation (as local and systemic effects were not evaluated in subacute

studies).

No significant differences between ratio distributions from local,

systemic or body weight effects are present in the sc/c extrapolation

data from NTP inhalation studies. Similarly, no significant differences

were observed between sc/c ratios derived from oral studies based

on body weight or systemic effects (Table 3, Figure 2).

Other possible influencing factors on the ratio distributions are

species, sex of the animals, target organ and substance type. None of

these stratifications revealed relevant differences (Figure S1,

Tables S1–S5), but the number of cases was small. More details on

these stratifications can be found in Schneider et al. (2022b) (Report

6: Time extrapolation; section 3: Results).

3.3 | Interspecies extrapolation

3.3.1 | Empirical distributions obtained with NTP
and REACH data

The vast majority of valid study pairs for ratio calculation are from the

comparison of rat studies with studies on mice. Because NTP usually

performed all studies on both rodent species, the number of ratios

from this data source is particularly high (927 oral, 333 inhalation). In

contrast, a second rodent species is generally not needed for REACH

registrations, which results in the fairly low number of ratios (135 oral,

105 inhalation) (Figure 3). The REACH data also comprise some study

pairs for less common species combinations, but only the comparison

of oral studies in dogs versus rats gave enough ratios to draw conclu-

sions (Table 4). The GMs for oral ratios were <1 regardless of the data

source. The ratios from inhalation studies were close to 1 and the

95% CI of the GM bracketed 1 for both data sources. The oral effect

TABLE 2 Influence of the exposure route on the distributions of the ratios of dose descriptors for time extrapolation (sa = subacute,
sc = subchronic, c = chronic)

Study pairs Database Exposure route GM (95% CI) GSD 75th perc. (95% CI) n

sa/c NTP Oral 4.40 (3.85–5.06) 3.41 8.00 (6.27–8.33) 305

sa/c NTP Inhalation 3.25 (2.58–4.17) 3.31 6.83 (4.67–8.00) 91

sa/sc NTP Oral 1.65 (1.48–1.86) 2.78 2.50 (2.00–3.23) 303

sa/sc NTP Inhalation 1.44 (1.20–1.72) 2.38 2.00 (1.97–3.09) 87

sc/c NTP Oral 3.06 (2.86–3.27) 2.85 5.33 (4.76–6.00) 895

sc/c NTP Inhalation 2.60 (2.27–3.00) 3.54 4.01 (4.00–6.46) 323

sa/c REACH Oral 2.35 (1.42–3.96) 5.40 5.48 (3.63–7.67) 43

sa/c REACH Inhalation 2.76 (1.55–5.24) 5.08 5.02 (3.20–10.67) 25

sa/sc REACH Oral 1.24 (1.12–1.39) 3.10 2.12 (2.00–3.00) 379

sa/sc REACH Inhalation 1.45 (1.07–2.05) 5.01 2.49 (2.00–4.77) 99

sc/c REACH Oral 1.91 (1.52–2.38) 3.12 3.36 (2.54–5.47) 96

sc/c REACH Inhalation 2.28 (1.54–3.57) 4.47 4.25 (2.59–10.05) 48

Abbreviations: CI, confidence interval; GM, geometric mean; NTP, National Toxicology Program; REACH, Registration, Evaluation and Authorisation of

Chemicals.

TABLE 3 Influence of the type of
endpoint on the distributions of the
ratios of dose descriptors for time
extrapolation (subchronic/chronic) from
National Toxicology Program studies

Exposure route Endpoint type GM (95% CI) GSD 75th perc. (95% CI) n

Oral Body weight 2.97 (2.72–3.24) 2.52 4.82 (4.00–6.00) 447

Oral Local effects Not evaluated

Oral Systemic effects 3.17 (2.84–3.52) 3.19 6.00 (5.00–7.67) 448

Inhalation Body weight 2.40 (1.83–3.14) 4.12 4.00 (3.00–7.98) 115

Inhalation Local effects 2.73 (2.20–3.43) 2.96 6.25 (4.00–8.00) 101

Inhalation Systemic effects 2.70 (2.17–3.48) 3.52 4.01 (4.00–7.50) 107

Abbreviations: CI, confidence interval; GM, geometric mean.
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F IGURE 3 Distribution of ratios for the interspecies comparison of rats with mice obtained with NTP and REACH data, separated by
exposure route. NTP, National Toxicology Program; REACH, Registration, Evaluation and Authorisation of Chemicals

TABLE 4 Summary statistics of distributions of the ratios of dose descriptors for interspecies extrapolation, separated by exposure route

Source Study pairs Route GM (95% CI) GSD 5th perc. Median (50%) 75th perc. 95th perc. n

NTP Rat/mouse Oral 0.40 (0.37–0.44) 3.78 0.04 0.44 1.00 2.97 927

NTP Rat/mouse Inhalation 0.96 (0.84–1.10) 3.61 0.12 1.00 2.00 8.00 333

REACH Rat/mouse Oral 0.66 (0.52–0.83) 3.85 0.06 0.67 1.27 3.39 135

REACH Rat/mouse Inhalation 1.09 (0.88–1.34) 2.98 0.20 1.00 1.56 9.28 105

REACH Dog/rat Oral 0.68 (0.48–0.98) 4.71 0.07 0.66 1.50 5.54 72

REACH Dog/rat Inhalation 0.82a 3.77 0.19 0.70 1.76 6.02 7

Abbreviations: CI, confidence interval; GM, geometric mean; NTP, National Toxicology Program; REACH, Registration, Evaluation and Authorisation of

Chemicals.
aNot enough values to calculate meaningful confidence intervals.

F IGURE 2 Distribution of ratios for the comparison of subchronic with chronic exposure, separated by exposure route and endpoint type.
NTP, National Toxicology Program
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levels are based on doses relative to body weight. Therefore, in agree-

ment with allometric principles (Schneider et al., 2004), ratios < 1 for

ratios from oral studies were expected. Expected values according to

basal metabolic rate scaling (with an allometric exponent of 0.75) are

0.59 for rat/mouse comparisons and 0.34 in the case of dog/rat (for

details, see Schneider et al., 2022b [Report 7: Interspecies extrapola-

tion; section 2: Methods]). The GM for the rat/mouse ratios was

slightly below the expected value in case of the NTP data and slightly

above it for the REACH data (95% CI NTP: 0.37–0.44, REACH: 0.52–

0.83). For dog/rat ratios derived from REACH data, the 95% CI for

the GM ranges from 0.48 to 0.98, which is above the expected value

(Table 4).

3.3.2 | Stratifications within the distributions for
interspecies extrapolation

The data were further stratified to check whether exposure duration,

endpoint type or target organ influenced the ratio distributions. All

these stratifications were performed on the rat/mouse comparison

only due to the limiting number of ratios for the other comparisons.

The exposure duration had little to no impact on interspecies dif-

ferences. The interspecies differences in the oral NTP dataset from

studies of varying exposure durations are very close, yet the 95% CI

of the GM for chronic studies exceeds that of subacute and sub-

chronic comparisons (Table S6). This difference is likely too small to

be of practical relevance. The oral studies provided through REACH

suggest that the ratios from subacute studies are higher than from

longer studies, but this is due to the rather low sample number that is

influenced by a few high ratios. This is also reflected in a high GSD

and consequently a great overlap in the 95% CI of the GM (Table S6).

The ratios from inhalation studies show no differences between expo-

sure durations, and the NTP and REACH data are in good agreement.

The stratification according to types of endpoints showed only

insignificant differences for ratios from oral studies. In the case of inha-

lation studies, the GM for ratios derived from effects on body weight is

slightly shifted towards greater ratio values (1.26, i.e., a higher sensitiv-

ity of mice), whereas for local and systemic effects, the GM was <1.0

(Table S7). Because all three 95% CIs for inhalation studies comprise

the ratio of 1 or are very close to 1 and the differences in the distribu-

tion are rather small, this is likely not of further relevance.

Target organ had no influence on the distributions, but the rela-

tively low number of ratios made it difficult to detect any target

organ-specific differences (Table S8). The stratification by substance

type faced the same difficulty, yet here a difference was observed in

the ratios from inhalation studies. It appears that alkylated aromatics

have a higher GM (1.57, corresponding to mice being more sensitive)

whereas metal compounds have a lower GM (0.56, rats more sensi-

tive). The 95% CI for the GM suggests that rats may indeed react

more sensitive towards metal compounds after inhalation exposure

than mice (Table S9).

3.4 | Intraspecies extrapolation

3.4.1 | Differences in toxicokinetics

We identified 74 human studies in the data searches and evaluated

them in detail (see Table S10). In about half of the studies, the route

of exposure was inhalation, which is the most relevant pathway for

occupational exposures. From 68 studies, we calculated log10 GSD

values, characterising the interindividual variability in pharmacoki-

netic/TK parameters observed in each individual dataset. Six studies

were dismissed, mainly because only ranges (maximum, minimum)

were reported.

Inhalation studies showed a slightly lower variability than oral

studies (GM for log10 GSD values from inhalation studies: 0.111

vs. GM for oral studies 0.168) (Table 5). Differences were significant

between GMs (95% CI inhalation: 0.091–0.135, oral: 0.138–0.202),

but not the 75th percentiles of the empirical distributions (95% CI

inhalation: 0.127–0.223, oral: 0.175–0.351). Other stratifications

(by substance class or health status of study participants) did not

reveal significant differences (see Tables S13 and S14).

The data in Table 5 point to a smaller variability for the inhalation

route. However, the opposite was observed when evaluating studies

that involve both TK and TD differences (see below). Therefore, the

full dataset (all routes combined) is used for describing intraspecies

variability due to TK reasons.

3.4.2 | Differences in toxicodynamics

Variability observed in measured endpoints at a given concentration

or dose cannot be linearly translated into variability in equipotent

doses. Therefore, studies applying a large range of concentrations or

doses allowing to identify interindividual differences in equipotent

doses or concentrations were searched but, expectedly, proved to be

scarce. We only identified 24 studies (12 inhalation studies, 4 with

oral and 8 with other exposure routes; see Tables 6 and S11), in which

similar effects were observed in individuals or groups at varying

TABLE 5 Summary statistics of the
empirical distribution of the log10
GSD values from the evaluated
pharmacokinetic/toxicokinetic studies

Exposure route GM GSD 5th perc. Median 75th perc. 95th perc. n

All 0.141 1.830 0.049 0.146 0.220 0.355 68

Oral 0.168 1.764 0.058 0.167 0.264 0.379 33

Inhalation 0.111 1.804 0.042 0.106 0.179 0.252 31

Other 0.218 1.305 0.174 0.205 0.236 0.300 4

Abbreviation: GM, geometric mean.
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concentrations or doses. For these studies, we calculated the ratios of

equipotent doses or concentrations between highly susceptible indi-

viduals and those with low susceptibility. These ratios varied over a

broad range from 3 to 201, which include in most cases variability due

to both TK and TD reasons, as external doses or concentrations were

compared. Variability was especially high in inhalation studies, but dif-

ferences due to exposure routes (or other parameters) are difficult to

judge upon given the small number of studies.

In light of these uncertainties, we chose an alternative approach

to characterise TD variability, based on the data from Abdo

et al. (2015) as described in Section 2. With the data reported by

Abdo et al. (2015), we calculated for each chemical the ratio

median/5th percentile and the ratio median/1st percentile for the

reported EC10 values. The statistical parameters of the distributions

representing a protection goal of 95% and 99% of the target popula-

tion, respectively, are given in Table 7.

The data in Table 7 can be interpreted as follows: To cover TD

variability in 95% of the adult population with a probability of 50%, a

factor of 1.95 is required. For covering 99% of the population with a

probability of 95%, the extrapolation factor would be 10.32. These

empirical distributions can be taken to derive parametric distributions

for TD variability to cover 95% or 99% of the adult population.

3.5 | Distributions to model time, interspecies and
intraspecies extrapolation

The stratifications of the distributions for time and interspecies

extrapolation did not identify a study parameter that was influencing

the empirical ratio distributions with sufficient magnitude or certainty

to warrant the derivation of separate distribution parameters specific

for that study parameter. The experiences made with the REACH

data, both during preparation and curation as well as with the

resulting ratio (high number of time extrapolation ratios < 1, generally

wider distributions), led us to use only the NTP data for deriving para-

metrised distributions for time and interspecies extrapolation.

Our evaluation of interspecies differences confirmed the applica-

bility of allometric principles for interspecies extrapolation. For

describing the remaining variability, all ratios obtained from the evalu-

ation of NTP data were normalised to a GM of 1, with the scatter

around 1 describing the substance-to-substance variability.

The empirical distributions for time and interspecies extrapolation

could be adequately described by lognormal distributions with μ (loca-

tion parameter, corresponding to the expected value on the log scale)

and σ (shape parameter, corresponding to the SD on the log scale)

(Table 8). The parameters for the interspecies distribution in Table 8

TABLE 7 Statistical characterisation
of the ratios of dose descriptors
describing toxicodynamic variability
reported by Abdo et al. (2015)

Distribution Median 5th perc. 95th perc.

Median/5th percentile ratios of EC10 values from

substance-specific datasetsa

(5% incidence; 95% of population covered)

1.95 1.19 4.67

Median/1st percentile ratios of EC10 values from

substance-specific datasetsa

(1% incidence; 99% of population covered)

3.04 1.44 10.32

aOwn calculation from substance-specific data provided in supplemental material of Abdo et al. (2015).

TABLE 8 Parameters of derived distributions of assessment factors (μ: location parameter; σ: shape parameter)

Extrapolation Data source μ σ Median
75th
perc.

95th
perc.

Time: sa/c NTP 1.31 1.05 3.71 7.52 20.85

Time: sc/c NTP 1.04 0.99 2.83 5.53 14.49

Interspecies NTP 0.02 0.75 1.02 1.69 3.49

Combined (TK and TD)

intraspecies

TK and TD distributions for 1% incidence, see text for

explanation

See text 7.25 12.53 34.26

TK and TD distributions for 5% incidence See text 3.56 5.15 10.37

Abbreviations: NTP, National Toxicology Program; sa/c, subacute/chronic; sc/c, subchronic/chronic; TD, toxicodynamic; TK, toxicokinetic.

TABLE 6 Summary statistics of the distribution of the ratios of dose descriptors from all evaluated studies for pharmacodynamic/
toxicodynamic effects

Exposure route GM GSD 5th perc. Median 75th perc. 95th perc. n

All (inhalation [n = 12], oral [n = 4], other [n = 8]) 7.39 2.48 3.00 6.00 8.00 33.00 24

Abbreviation: GM, geometric mean.
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are already corrected for the inflated variance as described in

Section 2.

The combined (TK plus TD) intraspecies distributions were

derived for the two protection objectives with coverage of 95% or

99% (or 5% and 1% remaining incidence, respectively) of the target

population (adult workers) by combining the respective lognormal dis-

tributions for TK and TD as given by the formula in Section 2 using

the Monte Carlo simulations. The parameters for the distribution of

log10 GSDTK were μ = 1.93 and σ = 0.61. For the distribution of ratio-

sTD, lognormal distributions with μ = 1.11 and σ = 0.58 (1% remaining

incidence) and μ = 0.66 and σ = 0.37 (5% incidence) were derived

from the data by Abdo et al. (2015) as given in Table 7. The resulting

distributions (TK and TD combined) are shown in Table 8.

3.6 | Comparison with currently used default
values

Having concluded on appropriate distributions to model the uncer-

tainties of the extrapolation steps involved in risk assessment, it is

possible to compare the currently used default values for AFs with

these distributions. The cumulative probability of the distribution at a

certain value corresponds to the probability that this AF is adequately

covering the uncertainty of this extrapolation step for a new sub-

stance or evaluation. In this project, we evaluated the following

frameworks for deriving OELs or analogue values: EU REACH

(ECHA, 2012), the EU Plant Protection Products Directive (EU PPPD)

(European Commission [EC], 2006; European Food Safety Authority

[EFSA], 2012), the EU Biocidal Products Directive (EU BPD)

(ECHA, 2017), OELs set by ECHA's RAC (ECHA, 2019), the German

Committees AGS (AGS, 2010, 2018) and MAK Commission (Deutsche

Forschungsgemeinschaft [DFG], 2019), and European Centre for Eco-

toxicology and Toxicology of Chemicals (ECETOC, 2010) (for more

details, see Schneider et al., 2022a).

Figure 4 shows an example for such a comparison. The common

default value for the AF for subacute to chronic extrapolation is 6. This

default covers about 68% of cases in our analysis, corresponding to a

probability of 68% that the point of departure (POD) from the sub-

acute study divided by 6 provides the same protection from adverse

effects that the chronic POD would provide. Table 9 provides the

achieved probabilities for the various extrapolation steps.

F IGURE 4 Cumulative probability distribution for subacute to

chronic extrapolation and probabilities achieved by currently used
assessment factors (vertical lines). AGS, Ausschuss für Gefahrstoffe;
ECETOC, European Centre for Ecotoxicology and Toxicology of
Chemicals; EU BPR, EU Biocidal Products Regulation; EU PPPD, EU
Plant Protection Products Directive; RAC, Committee for Risk
Assessment; REACH, Registration, Evaluation and Authorisation of
Chemicals

TABLE 9 Probabilities achieved by currently used default values
for assessment factors

Extrapolation

Assessment factor
(regulatory

framework) Probability

Time: sc/c 2 (REACH, RAC, AGS,

MAK, ECETOC, EU

PPPD, EU BPR)

36.3%

1 (discussed by

ECETOC for local

effects)

14.6%

Time: sa/c 6 (REACH, RAC, AGS,

MAK, ECETOC, EU

PPPD, EU BPR)

67.7%

1 (discussed by

ECETOC for local

effects)

10.6%

Interspecies 2.5 (REACH, RAC, EU

PPPDa, EU BPRa)

88.4%

1 (ECETOC) 48.6%

Intraspecies 10 (EU PPPD, EU

BPR)

65.8% (1% incidence)

94.6% (5% incidence)

5 (REACH, RAC) 30.7% (1% incidence)

73.4% (5% incidence)

3 (ECETOC) 10.8% (1% incidence)

36.6% (5% incidence)

Interspecies and

intraspecies

combinedb

5 (AGS) 34.5% (1% incidence)

61.9% (5% incidence)

2 (MAK) 10.1% (1% incidence)

24.3% (5% incidence)

AGS, Ausschuss für Gefahrstoffe; ECETOC, European Centre for

Ecotoxicology and Toxicology of Chemicals; EU BPR, EU Biocidal Products

Regulation; EU PPPD, EU Plant Protection Products Directive; RAC,

Committee for Risk Assessment; REACH, Registration, Evaluation and

Authorisation of Chemicals; sa/c, subacute/chronic; sc/c, subchronic/

chronic.
aEU PPPD and BPR recommend a default of 10 for interspecies

extrapolation (without a factor for allometric scaling). Hence, it is identical

to the default of 2.5 used by REACH and RAC in case of extrapolation

from rat data, for which the allometric scaling factor is 4.
bCombined factors of interspecies and intraspecies extrapolation are used

in the German frameworks; probabilities were calculated by combining the

two distributions by the Monte Carlo simulation.
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4 | DISCUSSION

This study aimed at improving the empirical database of time, inter-

species and intraspecies extrapolation when deriving OELs. For each

extrapolation step, a distribution was derived. In a further step, we

used the established distributions to evaluate the differences between

various OEL frameworks and their levels of protection achieved.

We used two different approaches for time and interspecies

extrapolation according to the nature of the data. A completely man-

ual assessment in case of the unstructured, but high-quality, NTP data

and a largely automated data analysis was based on the mostly

computer-readable REACH data. The resulting distributions agree in

the basic characteristics, but the distributions from REACH data, in

general, have a lower GM but a larger spread. In the data analysis, we

experienced obstacles in getting quality results from the REACH data,

which generally could be overcome by iteratively customising the

analysis pipeline. Yet, limitations due to the inconsistent reporting

quality of the REACH data persist, as evidenced, for example, by the

high frequency of implausible ratios for time extrapolation, which are

less than 1 (i.e., effects in the shorter study are reported at lower con-

centrations). This finding agrees with the ones observed by others

(Lampe et al., 2018; Luechtefeld et al., 2016; Zarn et al., 2011). Many

of these cases could have been resolved by a manual assessment, but

this was not possible due to the large amount of data. Researchers,

who use REACH data directly or indirectly via aggregators like

eChemPortal, EPAs CompTox Dashboard or the OECD QSAR Tool-

box, should be wary of such limitations and consider appropriate qual-

ity controls. Considering all aspects that contribute to the quality of

the resulting distributions, we consider the ratios derived from NTP

data a better representation of the reality and therefore use the NTP

data to derive parametrised distributions for comparison with default

AFs. Nevertheless, the REACH data are of high value to train predic-

tive models, although Luechtefeld et al. (2016) also acknowledged lim-

itations in the data for time extrapolation of repeated dose toxicity

(only sa/sc was investigated).

The GMs for subacute to chronic ratios, which we obtained with

the NTP data, are close to the results published by others (Figure 5).

The variability (expressed as dimensionless GSD) is slightly lower com-

pared with other evaluations, which might be due to the strict criteria

for comparing related endpoint types.

For substances acting locally in the respiratory tract,

ECETOC (2010) argued that these effects are concentration driven

and not depending on exposure time and, hence, proposed an AF of

1 for differences in exposure duration. This assumption is not con-

firmed by our analysis. Also, Mangelsdorf et al. (2021) found even

higher ratios for local effects (which included effects on the eye and

the respiratory tract in their evaluation) compared with systemic

toxicity.

For subchronic to chronic extrapolation, our GMs from the NTP

studies (3.1 for oral, 2.6 for inhalation data) are at the upper end of

values reported by others (Figure 5). This might partly be due to our

rigorous exclusion of endpoints in the subchronic NTP studies, which

are not reported in the chronic studies (e.g., organ weights). Their

inclusion would have tended to lower the NOAELs and LOAELs in the

subchronic studies and would have reduced the ratios when com-

pared with the respective chronic values. As the NTP studies form

part of many of the existing evaluations (due to the scarcity of chronic

studies), this methodological difference might have a relevant impact.

It is noteworthy that the multiplication product of our GMs for sa/sc

and sc/c (see Table 1) shows a high accordance with the GM for sa/c,

indicating consistency in the whole dataset.

The comparison between species performed with the NTP data

revealed a distinctive difference in the ratios for inhalation and oral

data, which agrees with the principles of allometric scaling (Table 4).

The accordance with the predictions by basal metabolic rate scaling is

high, considering that only data from rats and mice were used, two

rather small species. Such an agreement has been shown by many

authors before (Bokkers & Slob, 2007; Escher et al., 2013; Kratchman

et al., 2018;Price et al., 2008; Schneider et al., 2004). Although the

information obtained from the comparison of two smaller species is

limited and does not provide immediate conclusions on animal–human

interspecies differences, it supports the principle of allometric scaling

and therefore is in agreement with analyses comparing effect levels

between animal species and humans (Price et al., 2008; Schneider

et al., 2004).

The distribution shown in Figure 3 reflects the remaining varia-

tion around a GM of 1 after correction for the additional variability

introduced by the measurement error inherent to NOAEL/LOAEL

values. This variability is modest in size and, as can be seen in Table 9,

the coverage achieved by the often-used AF of 2.5 is high. Application

of this distribution, which is based on the evaluation of NTP reports

for 256 substances, in combination with basal metabolic rate scaling

provides a robust, data-derived procedure in case substance- and

effect-specific information on species differences is not available. The

range of variability is narrower in this large dataset compared with the

ones observed earlier in smaller datasets with short-term exposure

conditions, which compared TK parameters and subacute toxicity

between experimental animals and humans (Schneider et al., 2004).

Consequently, the use of distributions derived from these evaluations

would result in more conservative OEL estimates.

Compared with mice, rats appeared to be less sensitive to

alkylated aromatic compounds in NTP inhalation studies. On the other

side, rats seem to be more sensitive towards metal compounds. It is

known that inflammatory responses in the lungs after particle expo-

sure can be more pronounced in rats compared with mice (Carter

et al., 2006; Elder et al., 2005). Although this might be an explanation

for the difference observed with metal compounds, it is unlikely that

it had a large impact on the total dataset (due to the limited number

of substances concerned), which can also be deduced from the GM

close to 1 (i.e., 0.96) for all NTP inhalation studies combined. How-

ever, it is an important aspect to consider when deriving OELs for par-

ticulate substances based on rat inhalation studies. For adjusting for

species differences regarding particle dosimetry and retention in the

respiratory tract, models such as the ‘Multi-Path Particle Dosimetry’
(MPPD) model can be used to calculate a ‘human equivalent concen-

tration’. Advantages and limitations of this approach are discussed in
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detail by Schneider et al. (2022b) (Report 9: Human Equivalent Con-

centration and Kinetic Modelling of Aerosols in the Lower Respiratory

Tract).

Interindividual variability caused by differences in TKs was sub-

ject to various investigations. In an attempt to develop AFs specific

for certain metabolism pathways, Renwick, Dorne and colleagues

evaluated human studies published between 1966 and 2003 (Dorne

et al., 2001a, 2001b, 2004, 2005; Dorne et al., 2002; Renwick

et al., 2001). These authors noted that for pathways involving

polymorphically expressed xenobiotic metabolising enzymes

(e.g., CYP2C19 and CYP2D6), TK variability often exceeded a factor

of 3. Hattis and colleagues developed a database documenting inter-

individual variability in TKs and TDs (Hattis, 1996a, 1996b; Hattis

et al., 2002; Hattis, Banati, & Goble, 1999; Hattis, Banati, Goble, &

Burmaster, 1999; Hattis & Lynch, 2007; Hattis & Silver, 1994). The

data were used to describe intraspecies variability in a probabilistic

assessment framework developed by WHO (2014). The data evalu-

ated by both groups mostly consist of studies on pharmaceuticals with

oral administration. Other data for differences due to TDs are

extremely scarce.

Our new data compilation fills important data gaps with relevance

for the derivation of OELs. Half of the TK studies we used are inhala-

tion studies with industrial chemicals. For the TD part, we used the

in vitro data presented by Abdo et al. (2015), which avoids several lim-

itations of in vivo studies: The differences observed can be attributed

to TD variability alone, and by repeating the experiments, the data

F IGURE 5 Geometric means (dot) and GSD
(horizontal lines; dashed, if our estimates) for
subchronic/chronic (top panel) and subacute/
chronic (bottom) time extrapolation; comparison
of results from this analysis (in black) with
published data (for references see Schneider
et al., 2022b; Report 6: Time extrapolation). (a):
one ratio per substance, (b): ratios derived from
multiple studies per substance, (c): multiple ratios

derived from two studies per substance. NTP,
National Toxicology Program; REACH,
Registration, Evaluation and Authorisation of
Chemicals
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could be corrected for additional variability caused by measurement

uncertainty. With cells from more than 1000 individuals, they repre-

sent a much broader range of the population than the available in vivo

studies. However, some uncertainty arises from the unknown repre-

sentativity of these immortalised human cell lines for cells in living

human individuals. Most importantly, it is unclear whether the inter-

individual variability measured for the endpoint cytotoxicity is ade-

quate for effects on highly specialised cells such as immune cells. The

observed variability should therefore be considered to represent the

lower end of TD variabilities in humans. Although it is somewhat

lower than that described by Hattis and colleagues and as used in

WHO (2014) based on human in vivo data, Abdo et al. (2015) found

the two datasets being largely consistent. A detailed comparison and

discussion of the two datasets can be found in Schneider et al.

(2022b) (Report 8: Intraspecies extrapolation; section 4.2: Variability

in toxicodynamics).

With a median of 3.6 and a 95th percentile of 10.4 at the 5% inci-

dence level, our distribution, derived from adult data for the target

population of workers, describes a slightly lower variability compared

with the distribution obtained by WHO (2014) (median 5.0, 95th perc.

14.0). Although the WHO distribution is meant to be applied for

health-based exposure limits for the general population, inclusion of

data on vulnerable groups (e.g., children) does not seem to substan-

tially increase the variability. Rather, considering the results obtained

by Renwick, Dorne and colleagues as discussed above (Dorne

et al., 2001a, 2001b, 2004, 2005; Dorne et al., 2002; Renwick

et al., 2001), polymorphisms in xenobiotic metabolising enzymes are

likely drivers for large differences in susceptibility for some sub-

stances. These polymorphisms are relevant for both workers and the

general population. In light of our distribution for intraspecies variabil-

ity, currently used default values for AFs are showing a low probability

of providing sufficient protection (Table 9).

In conclusion, this study compiled new data from various

sources and now provides an improved empirical database to set

data-derived values for AFs in the context of OEL derivation from

toxicological studies. Using these data, our analysis shows that prob-

abilities that default values of AFs currently used in the different

OEL frameworks in the EU are protective enough span a wide range

from 10% to 95%, depending on the extrapolation step. Combining

the distributions with probabilistic methods in full assessments

confirmed that considerable differences exist between existing

methodologies for deriving OELs (Schneider et al., 2022a). Such

evaluations increase the transparency of OELs and thus contribute

to harmonising the approaches.
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