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Abstract. This study examined early detection of Alzheimer’s disease (AD) by diffusion tensor visualization-based method-
ology and neuro-fuzzy tools. Initially, we proposed a model for the early detection of AD using the measurement of apparent
diffusion coefficient, fractional anisotropy, and gray matter, which can determine neurological disorder patterns and abnor-
malities in brain white matter. These are used as input parameters into fuzzy tools, and using fuzzy rules, we evaluate the
AD score as an output variable that provides a useful platform to physicians in determining the status of the disease. In the
second stage, we present an investigative study on AD and used the neuro-fuzzy classification system for pattern recognition
of either AD or healthy control. The experimental results are from 20 samples (14 for training, 3 for validation, and 3 for
testing) used in an artificial neural network classification system. The neural network is trained with a training algorithm
and the performance of the training algorithm is obtained by executing a fuzzy expert system. Out of 20 patients, 9 are AD
patients and 11 are healthy control patients. We present a neuro-fuzzy tool as a better classifier for early detection of AD and
obtain a satisfactory performance with 100% accuracy.

Keywords: Alzheimer’s disease, apparent diffusion coefficient, diffusion tensor imaging, fractional anisotropy, gray matter,
neuro-fuzzy classification system

INTRODUCTION

This study investigated Alzheimer’s disease (AD)
where cognitive features are impaired and clinical
features are detected by neuroimaging from CT and
MR images of brain of the affected patients [1, 2].
These images show a gross reduction of volume
of brain matter with enlarged lateral ventricle. We
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conducted the experiment of registration using T1/

T2weighted MR and CT imaging modalities of ven-
tricular region of brain in AD patients [3]. Diffusion
magnetic resonance imaging (DMRI) and diffusion
tensor imaging (DTI) of brain provide a cognitive
assessment in white matter fibers tract integrity as a
biomarker for AD. These findings are correlated with
cognitive assessments and rates of AD progression
and differentiate between mild cognitive impairment,
AD, and other dementias. DTI provides information
about anatomical microstructures changes in tissues
with aging and aging-related cognitive decline in
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the brain of AD patients [4, 5]. Diffusion process
of water molecules in tissue is either isotropic or
anisotropic. In isotropic diffusion, water molecules
diffuse equally in all directions and are found in the
gray matter (GM) of the brain. In the anisotropic pro-
cess, water molecules have a preferred direction of
diffusion and are found in the white matter of the
brain. In such tissue, diffusion is normally highly
restricted along the fiber membranes. DTI measures
of diffusion anisotropic movement of water in white
matter of brain provides more information about
white matter fiber tract integrity [6]. DTI provides
the parameters such as fractional anisotropy (FA)
and apparent diffusion coefficient (ADC) or mean
diffusivity to quantify the degree of preferred water
diffusion restriction in different tissues. FA have val-
ues with ranges from 0 to 1, indicating the degree
of anisotropy, and tissues with high anisotropy in
white matter tracts have a value closer to 1. FA values
were found to be significantly reduced in AD patients,
especially in the posterior of the brain. These find-
ings may provide image methods to diagnose patients
with early stage AD. Mean diffusivity, which is cal-
culated as the mean of the three eigen values in the
three different axes of the diffusion tensor [7] and
its value max, increase or decrease depending on
the histopathological progression of the lesion [8, 9].
This paper proposes a model for early detection of AD
using the measurements of ADC, FA, and GM from
the diffusion magnetic resonance images of brain
white matter. These are taken as input parameters into
fuzzy tools, and using fuzzy rules, we evaluate the AD
score as an output variable. We have presented a neu-
ral network (NN) system which is an important model
for the purpose of classification of AD. Levenberg-
Marquardt (LM) is a feed forward back propagation
learning algorithm which is used to train the NN for
the diagnosis of AD [10, 11]. The performance of the
feature extraction method is evaluated on an experi-
mental data set of 20 samples, taken from a database
in the literature [12]. Out of 20 subjects, 9 are AD
patients and 11 are healthy controls. We present a
neuro-fuzzy tool as a better classifier for early detec-
tion of AD and gets satisfactory performance.

Research background and clinical significance

In our research work, we have undertaken the
task of developing a screening test for the early
detection of AD when cognitive features such as
the intelligent behavior, power of rational thinking,
and effective dealing with intellectual and higher

integrative faculties are impaired. In this study,
we have proposed a model of diffusion tensor
visualization-based neuro-fuzzy classification sys-
tem for early detection of AD [13]. We used the fuzzy
(if–then) rules by taking three extracted features of
ADC, FA, and GM values from the DMRI images
of brain as input variables and evaluated the AD
score as an output variable, which provides a useful
platform to physicians in determining the status of
the disease. The patterns were classified as either AD
or healthy control patient. The experimental results
show that out of the 20 samples, 14 for training, 3 for
validation, and 3 for testing were used in the artificial
neural network (ANN) classification system. The
proposed network is trained and fed into the ANN
with three input neurons, one hidden layer of thirty
neurons, and two output neurons. The NN is trained
with a training algorithm and the performance of the
training algorithm is obtained by executing a fuzzy
expert system (FES). The results show that the LM
training algorithm gave a satisfactory performance
for the diagnosis of AD, and it is an efficient tool as
predictive accuracy equaled 100%.

DTI based neuro-fuzzy classification system
of AD

A number of different tools or methods have been
developed and investigated over the years as alter-
native screening tests for AD such as CT scan,
traditional MR images [14], and DMRI of brain.
They have served extensively for screening of AD
patients or healthy controls. DTI-based neuro-fuzzy
diagnostic systems of brain other than traditional
tools have an important role in the cognitive assess-
ment in brain white matter fibers tract integrity as a
biomarker and in early detection of AD [15]. DTI
provides information about anatomical microstruc-
ture changes in tissues with aging and aging-related
cognitive decline in the brain of AD patients. DTI is
an important tool to map the anisotropic water dif-
fusion in the tissues. It visualizes the brain white
matter tracts and tracks the diseased fibers or trauma.
DTI can reveal abnormalities in white matter fiber
structure or neurological disorder patterns in a vari-
ety of diseases including stroke, multiple sclerosis,
dyslexia, schizophrenia, and tumor in brain white
matter and provides a model of brain connectivity.
FA is used to measure the rate of water diffusion in
white matter tracts and characterize the DTI changes
in each voxel of the tissue. It maps the axonal tracts
and architecture and locates any injured part of the
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Table 1
Summary of subject demographics and dementia status

Alzheimer’s Healthy
disease controls

Number of subjects 95 55
Sex (M/F) 60/35 30/25
Age 80.4 (69–96) 76.47 (65–89)
Education 2.66 (1–5) 2.93 (1–5)
Socioeconomic status 2.8 (1–5) 2.9 (1–5)
Mini-Mental State

Examination
21.92 (15–28) 28.5 (28–30)

axon in myelin of the white matter. DTI provides
the parameters such as FA and ADC to quantify
the degree of preferred water diffusion restriction in
different tissues. These findings may provide image
methods to diagnose patients with early stage of
AD.

MATERIALS AND METHODS

Study population

We have used the clinical and laboratory database
as ADC, FA, and GM of 20 patients from litera-
ture. The subjects utilized in this study were obtained
from the Alzheimer’s Disease Neuroimaging Initia-
tive (ADNI) database (http://adni.loni.usc.edu/). The
study has been made for AD patients. One hun-
dred and fifty brain scan images were downloaded
from the ADNI database including the scans of AD
patients (n = 95) and healthy controls (n = 55). Out
of 150 patients (aged 65 to 96 years), we have
taken 20 samples for the proposed work and exper-
iment for classification of AD patients or healthy
controls subjects (Tables 2 and 3). A summary of
subject demographics and dementia status is shown
in Table 1.

In this section, we reviewed this paper which has
proposed a methodology for early detection of AD
for 20 samples data set of patients from the litera-
ture using the measurement of ADC, FA, and GM
of diffusion MR images of brain white matter [16].
These are used as input parameters into fuzzy tools,
and using fuzzy rules, we evaluate the AD score in
patients as an output variable which provides a useful
platform to physicians in determining the status of the
disease. In the second stage, the authors present an
investigative study on AD and used the neuro-fuzzy
classification system for pattern recognition of either
AD or healthy control (Fig. 1).

From Table 2, the mean value and standard devi-
ation of the ADC, FA, and GM values for AD

Table 2
Statistical results of features

Features Alzheimer’s disease Healthy control

ADC (10−3mm2/s) 1.97 ± 0.82 0.69 ± 0.25
FA 0.53 ± 0.05 0.89 ± 0.35
GM 48.67 ± 2.50 43.45 ± 50.23

ADC, apparent diffusion coefficient; FA, fractional anisotropy;
GM, gray matter.

Table 3
Database of the individual patient

Patient number ADC (10−3mm2/s) FA GM

Patient-I 0.0776 0.0326 –79.59
Patient-II 0.3838 0.4613 –18.07
Patient-III 0.69 0.89 43.45
Patient-IV 0.9962 1.3187 104.97
Patient-V 1.3024 1.7474 166.49
Patient-VI –1.042 0.3464 38.77
Patient-VII –0.038 0.4076 42.07
Patient-VIII 0.966 0.4688 45.37
Patient-IX 1.97 0.53 48.67
Patient-X 2.974 0.5912 51.97
Patient-XI 3.978 0.6524 55.27
Patient-XII 4.982 0.7136 58.57
Patient-XIII 5.986 0.7748 61.87
Patient-XIV 6.99 0.836 65.17
Patient-XV 7.994 0.8972 68.47
Patient-XVI 8.998 0.9584 71.77
Patient-XVII 10.002 1.0196 75.07
Patient-XVIII 11.006 1.0808 78.37
Patient-XIX 12.01 1.142 81.67
Patient-XX 13.014 1.2032 84.97

ADC, apparent diffusion coefficient; FA, fractional anisotropy;
GM, gray matter.

patients (n = 95) are 1.97 ± 0.82, 0.53 ± 0.05, and
48.67 ± 2.50, respectively; and for healthy control
subjects (n = 55) are 0.69 ± 0.25, 0.89 ± 0.35, and
43.45 ± 50.23, respectively. The actual values of
ADC, FA, and GM for AD patients and healthy
control subjects together is 150 each. Out of the
150–sample database, we have taken 20 samples
database consisting of AD patients and healthy con-
trol subjects. The values of ADC, FA, and GM for
individual patients were calculated from the mean
value and standard deviation of ADC, FA, and GM
from Table 2. It is shown in Table 3 where patient-III
is the healthy control and patient-IX is the AD patient.

The proposed methodology for the AD classifica-
tion process using the neuro-fuzzy system is shown
in Fig. 2.

The procedures involving experiments on human
subjects are done in accord with the ethical standards
of the Committee on Human Experimentation of the
institution in which the experiments were done or in
accord with the Helsinki Declaration of 1975.

http://adni.loni.usc.edu/
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Fig. 1. Segmentation results of a normal individual and an AD patient. AD, Alzheimer’s disease; GM, gray matter; WM, white matter; CSF,
cerebrospinal fluid.

Fig. 2. Proposed methodology for AD classification process by using neuro-fuzzy system. AD, Alzheimer’s disease; ANN, artificial neural
network.

Preprocessing and segmentation of CT and MR
images of AD patient

Preprocessing of images is required before seg-
mentation of region of interest (ROI), feature extrac-
tion, and recognition. The processed images appear
better in quality for diagnostics purpose and to dis-
tinguish more clearly the superimposed structures of
the images. For certain specific application, the digital
radiographs are modified by image enhancement and
restoration to get more suitable results. Enhancement
techniques convolve the gray level of a pixel indepen-
dently of its neighbors using spatial masks. Enhance-
ment includes image smoothing by two-dimensional
filtering of images, sharpening, edge detection, and
contrast stretching. Image segmentation is the process
of localization of the ROI in the images. This is partic-
ularly true in radiographic image analysis where one

needs accurate outlines of an object which is not too
clearly defined in the original image. Edge segmen-
tation of brain of AD patients plays an important role
in recognition as edges of brain images holding much
information of the brain image to get the information
of the shape, size, and texture [17, 18].

Registration of CT and MR images of AD patient

The digitized images of axial sections of the same
region of the brain of an AD patient obtained from
T1weighted MR, T2weighted MR and CT modalities
are used of pixel dimension 173 x 230. The three
images under consideration are shown in Fig. 3a-
c. The ventricular region (ROI) is shown in Fig. 4.
The segmented edges of the ROI using canny edge
segmentation [19] and their contours are shown in
Fig. 5.
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Fig. 3. (a) T1weighted MR image of brain of an AD patient, (b) T2weighted MR image of brain of the same AD patient, and (c) CT image
of brain of an AD patient.

Fig. 4. Ventricular region of MR and CT images.

Fig. 5. Contour of the ventricular region of MR and CT images.

Fuzzy expert system

Fuzziness is relevant to complexity because the
nature of a system when its complexity exceeds a
certain threshold, it becomes impractical or compu-
tationally infeasible to make precise assertions about
it. Fuzzy control is based on fuzzy logic—a logi-
cal system which is much closer in spirit to human
thinking and natural language than traditional logical

systems. The fuzzy logic controller based on fuzzy
logic provides a means of converting a linguistic
control strategy based on expert knowledge into an
automatic control strategy. The fuzzy inference sys-
tem (FIS) has a vital role in the medical field to
provide medical assistance to the radiologist to diag-
nose the abnormality in the medical images. Decision
support systems through information technology has
become a part of classification of AD [20].
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Fig. 6. Fuzzy inference system.

Table 4
Fuzzy set of input variable ‘Apparent diffusion coefficient’

Input field Support set Fuzzy set

Apparent diffusion coefficient –1–1 Very Small
0–6 Small
3–9 Medium
6–15 High

Table 5
Fuzzy set of input variable ‘Fractional anisotropy’

Input field Support set Fuzzy set

Fractional anisotropy 0–0.5 Very Low
0.25–0.75 Low

0.5–1 Medium
0.75–2 High

In the first phase, we have used the process fuzzy
(IF-THEN) rules by taking ADC, FA, and GM as
input parameters and AD score as output variable.
The second phase carries the classification of the AD
score as either normal case or AD case by feeding the
above input parameters to the FIS (Fig. 6).

Input variables

Apparent diffusion coefficient
This input variable has four fuzzy sets: “Very

Small”, “Small”, “Medium”, and “High”. Member-
ship functions include trapezoidal and triangular
fuzzy numbers [21]. Fuzzy sets, support sets, and
membership functions of ADC are identified in
Table 4 and Fig. 7.

The membership functions of the fuzzy sets are
given below:

μV.Small (x) =

⎧⎪⎪⎨
⎪⎪⎩

1 x ≤ 0

(1 − x) 0 < x < 1

0 x ≥ 1

μSmall (x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

0 x ≤ 0

x 0 < x < 3

1 x = 3

(6 − x) /3 3 < x < 6

0 x ≥ 6

μMedium (x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

0 x ≤ 3

(x − 3) /3 3 < x < 6

1 x = 6

(9 − x) /3 6 < x < 9

0 x ≥ 9

μHigh (x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

0 x ≤ 6

(x − 6) /4.5 6 < x < 10.5

1 x = 10.5

(15 − x) /4.5 10.5 < x < 15

0 15 ≤ x

Fractional anisotropy
This input variable has four fuzzy sets: “Very

Low”, “Low”, “Medium”, and “High”. Membership
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functions include trapezoidal and triangular fuzzy
numbers. Fuzzy sets, support sets, and membership
functions of FA are identified in Table 5 and Fig. 8.

The membership functions of the fuzzy sets are
given below:

μV.Low (x) =

⎧⎪⎪⎨
⎪⎪⎩

1 x ≤ 0.25

(0.5 − x) /0.25 0.25 < x < 0.5

0 x ≥ 0.5

μLow (x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

0 x ≤ 0.25

(x − 0.25) /0.25 0.25 < x < 0.5

1 x = 0.5

(0.75 − x) /0.25 0.5 < x < 0.75

0 x ≥ 0.75

μMedium (x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

0 x ≤ 0.5

(x − 0.5) /0.25 0.5 < x < 0.75

1 x = 0.75

(1 − x) /0.25 0.75 < x < 1

0 x ≥ 1

μHigh (x) =

⎧⎪⎪⎨
⎪⎪⎩

0 x ≤ 0.75

(x − 0.75) /0.25 0.75 < x < 1

1 1 ≤ x

Gray matter
This input variable has four fuzzy sets: “Very

Small”, “Small”, “Medium”, and “High”. Mem-
bership functions include trapezoidal and triangular
fuzzy numbers. Fuzzy sets, support sets, and mem-
bership functions of GM are identified in Table 6
and Fig. 9.

The membership functions of the fuzzy sets are
given below:

μV.Small (x) =

⎧⎪⎪⎨
⎪⎪⎩

1 x ≤ −60

(20 − x) /80 −60 < x 20

0 x ≥ 20

μSmall (x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

0 x ≤ −60

(x + 60) /100 −60 < x < 40

1 x = 40

(100 − x) /60 40 < x < 100

0 x ≥ 100

Table 6
Fuzzy set of input variable ‘Gray matter’

Input field Support set Fuzzy set

Gray matter –100–20 Very Small
–60–100 Small
40–140 Medium
90–200 High

μMedium (x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

0 x ≤ 40

(x − 40) /50 40 < x < 90

1 x = 90

(140 − x) /50 90 < x < 140

0 x ≥ 140

μHigh (x) =

⎧⎪⎪⎨
⎪⎪⎩

0 x ≤ 90

(x − 90) /55 90 < x < 145

1 145 ≤ x

Output variable

Alzheimer’s disease score
AD scores are calculated on the basis of the input

variables ADC, FA, and GM fed into fuzzy infer-
ence system. This output variable has two fuzzy sets:
“Low” (healthy control) and “High” (AD). Mem-
bership function include triangular fuzzy numbers.
Fuzzy sets, support sets, and membership functions
of AD scores are identified in Table 7 and Fig. 10.

The membership functions of the fuzzy sets are
given below:

μLow (x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

0 x < 0

x/30 0 < x < 30

1 x = 30

(60 − x) /30 30 < x < 60

0 x ≥ 60

μHigh (x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

0 x < 50

(x − 50) /25 50 < x < 75

1 x = 75

(100 − x) /25 75 < x < 100

0 x ≥ 100
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Fig. 7. Membership function for apparent diffusion coefficient.

Fig. 8. Membership function for fractional anisotropy.
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Fig. 9. Membership function for gray matter.

Fig. 10. Membership function for AD score.
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Table 7
Fuzzy set of output variable ‘Alzheimer’s disease score’

Output field Support set Fuzzy set

Alzheimer’s disease score 0 – 60 Low
50 – 100 High

Table 8
Rule base of the system

Rule no. ADC FA GM AD score

Rule 1 Very Small Very Low Very Small Low
Rule 2 Very Small Low Small High
Rule 3 Very Small Medium Medium Low
Rule 4 Very Small High High High
Rule 5 Small Very Low Very Small Low
Rule 6 Small Low Small High
Rule 7 Small Medium Medium Low
Rule 8 Small High High High
Rule 9 Medium Very Low Very Small Low
Rule 10 Medium Low Small High
Rule 11 Medium Medium Medium Low
Rule 12 Medium High High High
Rule 13 High Very Low Very Small Low
Rule 14 High Low Small High
Rule 15 High Medium Medium Low
Rule 16 High High High High

Rule 1: If the ADC is Very Small, FA is Very Low, and GM is Very
Small, then AD score is Low. Rule 2: If the ADC is Very Small,
FA is Low, and GM is Small, then AD score is High. Rule 4: If the
ADC is Very Small, FA is High, and GM is High, then AD score
is High. Rule 6: If the ADC is Small, FA is Low, and GM is Small,
then AD score is High. Rule 8: If the ADC is Small, FA is High,
and GM is High, then AD score is High. Rule 14: If the ADC is
High, FA is Low, and GM is Small, then AD score is High. Rule
16: If the ADC is High, FA is High, and GM is High, then AD
score is High. ADC, apparent diffusion coefficient; FA, fractional
anisotropy; GM, gray matter; AD, Alzheimer’s disease.

Fuzzy rule base

The fuzzy rule base consists of 16 rules that deter-
mine the AD scores (Low, High) by evaluation of the
input variables ADC, FA, and GM, and it plays an
important role in further treatment decision. The rule
base of the system is shown in Table 8.

The linguistics variables such as Very Small,
Small, Medium, and High of input variable ADC are
determined. For the output variable AD score, the lin-
guistics expressions are Low and High, respectively.
For example, for Small (APC), Medium (FA), and
High (GM), the membership functions will have to
form respectively

μSmall (ADC) = {0/0 + 1/3 + 0/6} ,

μMedium (FA) = {0/0.5 + 0.4/0.6 + 1/0.75

+ 0.8/0.8 + 0.4/0.9 + 0/1} ,

μHigh (GM) = {0/90 + 0.18/100 + 1/145 + 1/200}

Table 9
Tested values of the system

Patient number ADC FA GM AD Score
(10−3mm2/s) (Risk status %)

Patient-I 0.0776 0.0326 –79.59 30
Patient-II 0.3838 0.4613 –18.07 59.8
Patient-III 0.69 0.89 43.45 30
Patient-IV 0.9962 1.3187 104.97 75
Patient-V 1.3024 1.7474 166.49 75
Patient-VI –1.042 0.3464 38.77 75
Patient-VII –0.038 0.4076 42.07 75
Patient-VIII 0.966 0.4688 45.37 75
Patient-IX 1.97 0.53 48.67 64.7
Patient-X 2.974 0.5912 51.97 58.5
Patient-XI 3.978 0.6524 55.27 52.6
Patient-XII 4.982 0.7136 58.57 41.7
Patient-XIII 5.986 0.7748 61.87 30
Patient-XIV 6.99 0.836 65.17 30
Patient-XV 7.994 0.8972 68.47 30
Patient-XVI 8.998 0.9584 71.77 30
Patient-XVII 10.002 1.0196 75.07 50
Patient-XVIII 11.006 1.0808 78.37 50
Patient-XIX 12.01 1.142 81.67 50
Patient-XX 13.014 1.2032 84.97 50

ADC, apparent diffusion coefficient; FA, fractional anisotropy;
GM, gray matter; AD, Alzheimer’s disease.

The tested values of the system are shown in
Table 9. Mamdani inference engine is used for rule
evaluation purpose. The linguistic variables used in
this system are like very small, small, medium, and
high for input variables and low and high output vari-
able. This study uses 16 rules in designing fuzzy rule
base as shown in Fig. 11.

The rules have been developed using if-then
method. Figure 12 show a rule view of this proposed
design. For example, from Fig. 11, if ADC is high,
FA is high, and GM is high, then output AD score is
high. Using these rules, the result AD score in terms
of percentage (%) has been computed. Surface views
of this design are presented in Figs. 13–15. As also
seen from Fig. 12, the value of AD score = 75. This
means that the patients have AD score with a possibil-
ity 75%. Because each case is a quite high percentage
and its tendency goes to severe AD stage, the doctor
has to take necessary steps for the earliest possible
treatment.

Defuzzification

In this stage, truth degrees (�) of the rules are
determined for each rule by aid of the min and then
by taking max between working rules. For exam-
ples, for case-I where ADC = 0.966, FA = 0.4688, and
GM = 45.37, Rule 2 and Rule 6 will be fired and we
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Fig. 11. Developed fuzzy rules.

will obtain: �2 = min{Very Small (ADC), Low (FA),
Small (GM)} = min{0.034, 0.8752, 0.9105} = 0.034
�6 = min{Small (ADC), Low(FA), Small (GM)}
= min{0.966, 0.8752, 0.9105} = 0.8752. From Mam-
dani max-min inference, we will obtain the
membership function of our system as max(�2,�6)
= max(0.034, 0.8752) = 0.8752 that means Very
High AD score. For case-II where ADC = 1.97,
FA = 0.53, and GM = 48.67, Rule 6 and Rule 10
will be fired and we will obtain: �6 = min{Small
(ADC), Low (FA), Small (GM)} = min{1.97, 0.88,
0.8555} = 0.8555,�10 = min{Medium (ADC), Low
(FA), Small (GM)} = min{0, 0.88, 0.8555} = 0. From
Mamdani max-min inference, we will obtain the
membership function of our system as max(�6,�10)
= max(0.8555,0) = 0.8555, that means Very High AD
score. Then for both cases, we can calculate the crisp
outputs. The crisp values of the AD score are calcu-
lated by the method center of gravity defuzzifier by
the formula

z∗ =
∫

zμmiddle (z) dz∫
μmiddle (z) dz

RESULTS

Study population

For screening, we used here a 20 sample dataset
of patients with ADC, FA, and GM as input variables
from the literature, and risk status as output variables
were evaluated using fuzzy rules to classify them as
either AD or healthy control (shown in Table 9).

Neuro-fuzzy classifier and back-propagation
learning algorithm

A neuro-fuzzy classifier is used to diagnose the
AD patients at an early stage. The ANN is a network
that interconnect all nodes. The input of a specific
node is the weighted sum of the output of all the
nodes to which it is connected. The output value of
a node is a non-linear function, which is known as
‘transfer function’ or it is called ‘sigmoid function’
f (x) = 1

1+e−x of its input values. The nodes in the
input layer receive the data and transfer them to nodes
in the first hidden layer through the weighted links.
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Fig. 12. Calculation of the value of AD score for the values of apparent diffusion coefficient = –0.038, fractional anisotropy = 0.4076 and
gray matter = 42.67.

The data are processed in the first hidden layer of the
network and the result is transformed to the nodes
in the next layer. The nodes in the last layer provide
the network’s output. The j-th node in a hidden layer
processes the incoming data xi by (i) calculating the
weighted sum and adding a “bias” term θj as:

netj =
m∑

i=1

xiwij + θj, (j = i,2,........n)

where wij is the weight of the link from the j-th
input node to the i-th hidden node; (ii) transform-
ing the netj through the sigmoid function f (x) =

1
1+e−x ; and (iii) transferring the result to nodes in
the next layer. We used here LM feed forward back-
propagation learning algorithm to train the NN for
the diagnosis of AD where the network connections
are allowed only between the nodes in one layer
and those in the next layer. Back propagation algo-
rithm is the most widely used learning algorithm to
train multilayer feed forward network and applied for

applications like character recognition, image pro-
cessing, pattern classification, medical diagnosis, etc.
This function is accomplished by adjusting the value
of the weights wij , using a learning algorithm. After
the weights are adjusted on the training set, their
value is fixed and the ANNs are used to classify
unknown input images. In the LM back-propagation
learning algorithm, we have to minimize the error
term defined as Ep = 1

2

∑
j

(
tpj − opj

)2, where the

index p corresponds to one input vector and the vec-
tors tp and op are the target and observed output
vectors corresponding to the input vector p, respec-
tively.

Design and architecture of neuro-fuzzy system

In this paper, we developed a FIS where input
variables like ADC, FA, and GM are three clin-
ical features obtained from patients fed into the
network using fuzzy toolbox. We used NN tool-
box from Matlab 2009 to evaluate the performance
of the proposed networks where a three layer
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Fig. 13. Surface viewer of apparent diffusion coefficient and fractional anisotropy.

(one input, one hidden, and one output) feed for-
ward network with three inputs and sigmoid hidden
neurons and linear output neurons is suggested.
The proposed NN is simulated with a set of 30
numbers of hidden neurons and the network is
evaluated with a learning function LM in Fig. 16,
which shows a model of the NN with 30 hidden
neurons.

Measures for performance

There are three performance measure, accuracy
(AC), sensitivity (SE), and specificity (SP), which
are used to evaluate the performance of the neuro-
fuzzy classifier. These measures are calculated from
the confusion matrix. SE and SP are the proportion
of positive and negative cases that are well detected
by the test. Classification AC depends on the number
of samples correctly classified and they are defined

Table 10
Confusion matrix of clinical data sets

Actual Predicted
Alzheimer’s Healthy

desease control
(Positive) (Negative)

Alzheimer’s disease (Positive) 9 (TP) 0 (FP)
Healthy control (Negative) 0 (FN) 11 (TN)

as:

AC = (TP + TN)

(TP + FP + TN + FN)
,

SE = TP

(TP + FN)
,

SP = TN

(TN + FP)

where TP is the number of true positive, FP is the
number of false positive, TN is the number of true
negative, and FN is the number of false negative. The
confusion matrix is given in Table 9.
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Fig. 14. Surface viewer of apparent diffusion coefficient and gray matter.

Experimental results

The experimental results show that the NN based
on three extracted features of brain (ADC, FA, and
GM) give a 100% classification rate. The confusion
matrix of the clinical data is presented in Table 10.
The confusion matrix of the predictive model of AD
is shown in Table 11. The performance measures are
calculated for the above clinical data of 20 patients
from the NN that are shown in Figs. 17–19. The pro-
posed network was trained and fed into the ANN
with 3 input neurons, one hidden layer of 30 neu-
rons, and 2 output neurons. Out of the 20 sample
database, 14 for training, 3 for validation, and 3 for
testing were used in the ANN classification system.

In Table 9, the confusion matrix of the clinical data
sets obtained the number of output of data sets of true
positive (TP), false positive (FP), true negative (TN),
and false negative (FN) as 9, 0, 11, and 0, respectively.
The sensitivity, specificity, and accuracy are equal to
100% each. The NN is trained with a training algo-
rithm and the performance of the training algorithm
is obtained by executing an FES. The result shows
that the LM training algorithm gives a satisfactory
performance with 100% accuracy.

DISCUSSION

In this paper, we proposed a method to discrimi-
nate between patients with AD and healthy control

Table 11
Confusion matrix of predictive model of Alzheimer’s disease

Predictive Partition Alzheimer’s Healthy Total no. Accuracy (%) Sensitivity (%) Specificity (%)
model set disease control (N)

(Nr1) (Nr2)

ANN Training set 08 06 14 100 100 100
Validation set 01 02 03 100 100 100
Testing set 0 03 03 100 100 100
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Fig. 15. Surface viewer of fractional anisotropy and gray matter.

Fig. 16. Neural network model.



16 S. Kar and D.D. Majumder / Neuro-Fuzzy Tools Classify Alzheimer’s Disease

Fig. 17. Results from neural network.

subjects based on diffusion tensor visualization-
based neuro-fuzzy classification system. This study
has demonstrated that the classification between AD
and healthy control subjects could be improved by
diffusion measures of three parameters, ADC, FA,
and GM, in each voxel of the brain. We investigated
these problems from a theoretical and computational
point of view in the area of oncology. FES and NN are
two important tools that have excellent applications in
many areas, including medical engineering which has
evolved as one of the key application areas of com-
putational intelligence. A major application area for
FES and NN includes the diagnosis of cancer, AD,
Parkinson’s disease, diabetes, hypertension, cardio-
vascular disease, etc. In this study, we used the fuzzy
(if–then) rules by taking three extracted features of
ADC, FA, and GM values from the DMRI images of
brain as input variables and evaluated the AD score as
an output variable, which provides a useful platform
to physicians in determining the status of the disease.
The patterns were classified as either AD or healthy
control patient. The proposed network is trained and
fed into the ANN with three input neurons, one hid-
den layer of thirty neurons, and two output neurons.
The NN is trained with a training algorithm and the

performance of the training algorithm is obtained by
executing FES. The results show that the LM train-
ing algorithm gave a satisfactory performance and
achieved 100% accuracy.

CONCLUSIONS

In conclusion, the method of AD diagnosis is a
successful model in assisting the physicians in the
screening treatment of AD. In this paper, the pre-
sented FES successfully identified the presence of
AD in the patients by measuring three parameters,
ADC, FA, and GM, of the brain. These are consid-
ered as input variables, and the use of the neuro-fuzzy
soft computing method can assist physicians in the
detection of AD at early stages. From the analysis
and diagnosis of the disease, the physician can decide
which stage of AD the patient has and take the neces-
sary steps for earliest possible treatment. This paper
presents an investigational study for the classification
of AD based of a neuro-fuzzy system for detection
of healthy or AD patients. The experimental results
have proven that the neuro-fuzzy based pattern recog-
nition system gives a satisfactory performance. We



S. Kar and D.D. Majumder / Neuro-Fuzzy Tools Classify Alzheimer’s Disease 17

Fig. 18. Confusion matrix of the neural network.

Fig. 19. Receiver operating characteristic (ROC) curve.
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intend to extend this methodology for early detection
of Parkinson’s disease or other dementia.
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