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Improvements of sensorimotor 
processes during action cascading 
associated with changes in sensory 
processing architecture–insights 
from sensory deprivation
Krutika Gohil1, Anja Hahne2 & Christian Beste1

In most everyday situations sensorimotor processes are quite complex because situations often require 
to carry out several actions in a specific temporal order; i.e. one has to cascade different actions. While 
it is known that changes to stimuli affect action cascading mechanisms, it is unknown whether action 
cascading changes when sensory stimuli are not manipulated, but the neural architecture to process 
these stimuli is altered. In the current study we test this hypothesis using prelingually deaf subjects as 
a model to answer this question. We use a system neurophysiological approach using event-related 
potentials (ERPs) and source localization techniques. We show that prelingually deaf subjects show 
improvements in action cascading. However, this improvement is most likely not due to changes at 
the perceptual (P1-ERP) and attentional processing level (N1-ERP), but due to changes at the response 
selection level (P3-ERP). It seems that the temporo-parietal junction (TPJ) is important for these effects 
to occur, because the TPJ comprises overlapping networks important for the processing of sensory 
information and the selection of responses. Sensory deprivation thus affects cognitive processes 
downstream of sensory processing and only these seem to be important for behavioral improvements in 
situations requiring complex sensorimotor processes and action cascading.

In most everyday situations sensorimotor processes are quite complex because situations often require execution 
of several actions in a specific temporal order. For this reason, we heavily depend on action cascading, which is 
defined as the ability to generate, process, and execute separate task goals and responses in an expedient temporal 
order to produce an efficient goal-directed multi-component behavior1–4. For example, when driving a car it is 
usually easy to drive around the corner and follow the street. However, sometimes you drive around corner and 
suddenly notice a road construction zone, which was not indicated before you turned your car around the corner. 
You will then have to stop your car and turn it into another direction. This example shows that to achieve a goal 
it is sometime necessary to stop/interrupt ongoing behavior or a response and immediately change to another 
response (option); i.e. you have to cascade different actions to achieve a task goal. Action cascading therefore 
refers to executive control processes (e.g. stopping/inhibition processes and switching processes) that are put in a 
close temporal order. To examine such processes, stop-change paradigms are frequently used.

During action cascading, examined using stop-change tasks, usually different sensory modalities have to be 
integrated to process stop and change stimuli and therefore action cascading requires attentional shifting3,5–9. 
Sensory processing and the number of sensory modalities that need to be integrated have thus been shown to play 
a major role in above processes10,11. However, attentional selection processes and response selection processes 
are less demanded when action cascading processes are triggered by uni-modal stimuli, compared to bi-modal 
stimuli12. While these results show that manipulations of the complexity of sensory information have an effect on 
action cascading processes, it remains elusive if changes in the neural architecture to process sensory stimuli also 
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have an effect on action cascading processes. In other words: Are action cascading processes modulated when 
sensory stimuli are not changed, but the neural architecture to process these stimuli is altered? In fact, this should 
be the case because changes to the processing architecture in one module of a network important for control likely 
change the global processing workspace required to cope with cognitive tasks13.

Such changes in neural architecture that may affect effortful sensorimotor processing may result from early 
sensory deprivation. Early sensory deprivation can induce changes in deprived sensory cortices to enable process-
ing of stimuli from intact sensory modalities14. These cross-modal take-over, or reorganization processes have, 
for example, been described in deaf subjects for the visual modality15–18. Subjects with (prelingual) deafness may 
therefore serve as a model to examine in how far changes in the neural architecture to process sensory stimuli 
have effects on action cascading processes. Interestingly, it has conclusively been shown that cross-modal reor-
ganization processes are associated with superior perceptual performance in the intact sensory modality19–22. An 
intriguing hypothesis that follows from this is that action cascading processes may also be more efficient or more 
accurate when neural architecture of the intact sensory system is reorganized to compensate for the deprived 
sensory system. However, this would imply that improvements are not restricted to the sensory processing stage 
but may affect downstream processing stages of response selection as well. This is likely, since previous results 
suggest that altered perceptual and attentional processes have an effect on action cascading at the response selec-
tion level12,23. This seems all the more plausible, since response selection processes during action cascading have 
been shown to depend on the activity in the temporo-parietal junction (TPJ)3,8, which is also involved in sensory 
integration processes24,25. Moreover, concerning the possible importance of a global processing workspace13 a 
change in one network module has effects on every process mediated by the global processing workspace and thus 
also on response selection processes.

In the current study, we test this hypothesis using prelingually deaf subjects as a model. We test this hypothesis 
using a system neurophysiological approach, combining EEG and source localization techniques to delineate the 
functional neuroanatomical network, which is differentially modulated between prelingually deaf subjects and 
controls during action cascading. Action cascading is examined in a stop-change paradigm. During this task a 
response had to be stopped (interrupted) in 33% of trials and an alternative response (i.e. change response) had 
to be executed. Stopping and changing processes were signaled by visual stimuli. To modulate the complexity of 
action cascading, and especially of the change of a response, we varied the time interval between the STOP and 
the CHANGE stimuli (i.e. stop-change delay, SCD). The CHANGE stimuli were either presented at the time as 
the STOP stimuli, or 300 ms thereafter.

Concerning the effect in the EEG data, the P1 has been suggested to be a measure of perceptual and attentional 
gating processes26, while the N1 is thought to reflect a top-down guided discrimination process which selec-
tively allocates attention to relevant stimulus features27–29. Given that, there is superior perceptual performance 
in the intact sensory modality, processes reflected by the P1 and N1 should be more efficient in the patients with 
pre-lingual deafness and may be therefore reduced in the amplitude. Response selection processes are reflected 
by the P3 event-related potential3,30. However, if changes associated with prelingual deafness affect response selec-
tion, we expect to find modulations of the P3 ERP as well. In the task applied, more efficient action cascading 
has been associated with a reduced P33,31. The reason is that in the stop-change paradigm was applied the P3 
reflects inhibition processes and changing processes. This is especially critical in the SCD0 condition where both 
processes likely occur at the same time. This most probably yields a strong interference between the STOP and 
CHANGE task goals at a strategic response selection bottleneck32. It is therefore possible that inhibitory control 
processes needed to manage the stopping and changing of responses are intensified. Such an intensification of 
response inhibition efforts has frequently been shown to be related to higher P3 amplitudes33 and may have led 
to the repeatedly found effect that a stronger P3 was related to poor task performance in the task applied3 (e.g. 
Mückschel et al.3). We therefore expect response selection processes (reflected by the P3) to be more efficient and 
accurate in prelingually deaf subjects and that these effects are associated with modulations in fronto-parietal 
regions.

Results
Behavioral data. The descriptive behavioral data are shown in supplementary Table S1. The analysis of the 
reaction times (RTs) on GO trials revealed main effect of “group” (F(1,25) =  26.30; p <  0.001; η p2 =  0.513). RTs 
of prelingually deaf patients were longer (703 ms ±  65) than of control participants (519 ms ±  67). A mixed effect 
ANOVA using the within-subject factors “SCD interval” and the between-subject factor “group” was run to ana-
lyze the RTs data on the CHANGE stimulus. There was a significant main effect of “group” (F(1,25) =  11.72; 
p =  0.002; η p2 =  0.319) showing that the prelingually deaf patients were slower (855 ms ±  42) than the control 
group (643 ms ±  44). There was also a main effect of “SCD interval” (F(1,25) =  176.60; p <  0.001; η p2 =  0.876) 
indicating that the participants were generally slower in the SCD0 condition (830 ms ±  31) than the SCD300 
condition (668 ms ±  31). However, there was no interaction of “SCD interval ×  group” (F(1,25) =  0.18; p =  0.673), 
which indicates that there were no differential effects of groups on RTs in the two SCD conditions.

A mixed effect ANOVA using the within-subject factors “SCD interval” and the between-subject factor 
“group” was run to analyze the accuracy (i.e., the absolute frequency of correct responses) on the CHANGE 
stimulus. There was a main effect of “SCD interval” (F(1,25) =  137.72; p <  0.001; η p2 =  0.846) showing that 
participants were generally more accurate in the SCD300 condition (121.52 ±  4.08) than the SCD0 condition 
(86.47 ±  3.49). There was also a main effect of “group” (F(1,25) =  6.39; p =  0.018; η p2 =  0.204), showing that the 
prelingually deaf patients were more accurate (112.82 ±  4.84) than the control group (95.17 ±  5.03). Importantly, 
there was an interaction of “SCD interval ×  group” (F(1,25) =  7.39; p =  0.012; η p2 =  0.228), indicating differential 
effects of SCD interval in the prelingually deaf group and the control group. This interaction is shown in Fig. 1.

Post-hoc independent samples t-tests were used to examine the interaction in more detail. These revealed 
that group differences were evident in the SCD0 condition (t(25) =  3.69; p =  0.001), which is the difficult 
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condition because both STOP and CHANGE stimuli are presented at the same time to the participants. 
However, the group differences were not significant in the SCD300 condition (t(25) =  1.16; p =  0.254). In terms 
of accuracy, there was no group effect on GO trials (F(1,25) =  3.52; p =  0.072). For SC trials, the staircase pro-
cedure was applied to access SSRTs so the accuracy for the STOP response cannot differ. The analysis of SSRTs 
revealed a main effect of “group” (F(1,25) =  23.27; p <  0.001; η p2 =  0.482) indicating that the mean stop sig-
nal reaction time was higher in the prelingually deaf patients (882 ms ±  62) than in the control participants 
(444 ms ±  65). For the behavioural data, the inclusion of “age” as covariate did not change the pattern of results 
(all F <  0.33; p >  0.3).

To examine whether the duration of cochlear implantation has an effects on the behavioral effects, Pearson’s 
bivariate correlations were calculated. This was therefore done for the behavioral effects in the SCD0 condition 
and the SSRT, but revealed no correlation (all r <  − 0.343, p >  0.23).

Summarizing the behavioral data, we found that the prelingually deaf patients had prolonged RTs as well as 
more accuracy in response selection in case of simultaneous inputs. However, a speed-accuracy trade off can be 
ruled out because the RTs did not show a differential modulation across SCD conditions and groups, as it was 
found for the accuracy data. Prelingually deaf patients therefore show better performance in action cascading in 
terms of accuracy.

Figure 1. Results for the accuracy data (correct responses). The plot shows that the group differences were 
larger in the SCD0 than in the SCD300 condition.

Figure 2. The P1 and N1 ERPs are shown. Time point 0 denotes the time point of STOP stimulus presentation. 
For the SCD300 condition (right figure part) the vertical dashed line denotes the time point of CHANGE 
stimulus presentation. In the SCD0 condition (on the left), the CHANGE stimulus was presented at the same 
time with the STOP. The visual P1 and N1 elicited by the visual CHANGE stimulus in the both groups are 
shown for electrodes P7 and P8 for the control and prelingually deaf group (refer figure for details). The scalp 
topography plots show typical maps for the P1 and N1 ERPs. The sLORETA source localization revealed that the 
peak amplitude differences in the P1 ERP between groups was due to the activation differences in the middle 
occipital gyrus (BA19).
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Neurophysiological data. P1 and N1. The ERPs on the P1 and N1 are shown in Fig. 2.
The P1 amplitudes were analyzed in a mixed effect ANOVA using the factors “SCD interval” and “electrode”, as 

within-subject factors and “group” as between-subject factor for the STOP and CHANGE stimuli. For the STOP 
stimulus P1 amplitudes showed no main effects of SCD interval and electrodes (all F <  1.7; p >  0.2). Moreover, 
there were no interactions of SCD interval ×  group, of electrodes ×  group, of SCD interval ×  electrodes, of SCD 
interval ×  electrodes ×  group (all F <  1.54; p >  0.2). There was a main effect of “group” (F(1,25) =  10.16; p =  0.004; 
η p2 =  0.289) indicating that the STOP-P1 was smaller in prelingually deaf patients (14.54 μ V/m2 ±  4.66) than in 
controls (35.97 μ V/m2 ±  4.84). The sLORETA analysis suggests that this difference was due to activity changes in 
the middle occipital gyrus (BA19).

For the CHANGE stimulus P1 amplitudes revealed a main effect of the “SCD interval” (F(1,25) =  20.22; 
p <  0.001; η p2 =  0.447) indicating that P1 was larger in the SCD0 condition (−22.05 μ V/m2 ±  4.02) than the 
SCD300 condition (−7.35 μ V/m2 ±  2.15). There was no main effect of the “electrodes” and “group” (F <  2; 
p >  0.05). Moreover, there was no interaction of “electrodes ×  group” and of “SCD interval ×  electrodes ×  group” 
(F <  3; p >  0.05). There was an interaction of “SCD interval ×  electrodes” (F(1,25) =  7.42; p =  0.01; η p2 =  0.229). 
Further analysis of the interaction in the post-hoc test revealed that the difference between the electrodes was 
significant in the SCD0 condition (t(25) =  − 3.03; p =  0.006), but not in the SCD300 condition (t(25) =  − 1.05; 
p =  0.3).

The N1 amplitude was analyzed with the same kind of mixed effects ANOVA; i.e. for the STOP and the 
CHANGE stimuli. For the STOP stimuli, N1 amplitude revealed a main effect of “SCD interval” (F(1,25) =  10.84; 
p =  0.003; η p2 =  0.302) showing that the N1 was larger (i.e. more negative) in the SCD0 condition (− 22.05  
μ V/m2 ±  4.02) than the SCD300 condition (− 15.21 μ V/m2 ±  2.96). There was a main effect of “electrodes” 
(F(1,25) =  7.866; p =  0.01; η p2 =  0.239) showing that N1 was more negative in the P8 electrode (−23.09  
μ V/m2 ±  3.9) than in the P7 electrode (− 14.17 μ V/m2 ±  3.55). There was no significant main effect of “group” 
(F(1,25) =  0.103; p =  0.75). There were no interactions of SCD interval ×  group, of electrodes ×  group, of SCD 
interval ×  electrodes, or of SCD interval ×  electrodes ×  group (all F <  0.14; p >  0.5) found for the N1 ERP.

For the CHANGE stimuli, N1 amplitude revealed a main effect of “SCD interval” (F(1,25) =  20.23; p <  0.001;  
η p2 =  0.447) showing that the N1 was larger (i.e. more negative) in the SCD0 condition (− 22.05 μ V/m2 ±  4.02) 
than the SCD300 condition (− 7.35 μ V/m2 ±  2.15). There was no main effect of “electrodes” (F(1,25) =  1.09; 
p =  0.3). There was no significant main effect of “group” (F(1,25) =  8.27; p =  0.92). There were no interactions of 
SCD interval ×  group, of electrodes ×  group, or of SCD interval ×  electrodes ×  group (all F <  3; p >  0.5) found for 
the N1 ERP. There was an interaction of “SCD interval ×  electrodes” (F(1,25) =  7.42; p =  0.01; η p2 =  0.229), which 
did not withstood bonferroni-corrected post-hoc testing (t(25) <  0.71; p >  0.2). It may be argued that the baseline 
used biases the effects. However, also when using a baseline from − 200 to 0 (i.e. locking point), or when using a 
peak-to-peak quantification method of the ERPs, which is baseline independent, the pattern of results (i.e. effects 
between groups) remained the same.

Summing up the findings on ERP components related to perceptual gating and attentional selection, we 
found that P1 and N1 ERPs displayed differential effects. While the P1 ERP was differentially modulated for 
the CHANGE stimulus in the SCD conditions, the N1 ERP was differentially modulated for the both STOP 
and CHANGE stimuli in the SCD conditions. However, the direction of the differences remained same in 
the both the cases (i.e. larger in the SCD0 condition than the SCD300 condition) (e.g.12. Groups only dif-
fered in terms of perceptual gating (P1), however, not different for the SCD conditions. The analysis of the 
SNR-data revealed no main or interaction effects (all F <  1.05; p >  0.3), showing that the results obtained 
are unbiased with respect the SNR. Moreover, the inclusion of “age” as covariate did not change the pattern 
of results (all F <  0.21; p >  0.3).

P3. The P3 at electrode Cz is shown in Fig. 3.
The mixed effects ANOVA using the factors “SCD interval” as within-subject factors and “group” as 

between-subject factor revealed a main effect of “SCD interval” (F(1,25) =  4.727; p <  0.05; η p2 =  0.159), showing 
that the P3 was larger in the SCD0 (17.32 μ V/m2 ±  2.1) than in the SCD300 condition (13.71 μ V/m2 ±  1.6). There 
was a significant main effect of “group” (F(1,25) =  22.158; p <  0.001; η p2 =  0.47) indicating that P3 was smaller in 
the prelingually deaf patients (7.536 μ V/m2 ±  2.35) than the control participant (23.495 μ V/m2 ±  2.44). However, 
as with the accuracy data, there was an interaction between “SCD interval ×  group” (F(1,25) =  3.924; p =  0.05; 
η p2 =  0.136) showing the group differences for P3 ERP in SCD0 condition (t(25) =  − 4.522; p <  0.001) and the 
SCD300 condition (t(25) =  − 3.929; p =  0.001). As with the P1 and N1 data, another baseline (i.e. from − 200 to 0),  
or a peak-to-peak quantification procedure of the ERPs did not change the pattern of results. The analysis of 
the SNR-data revealed no main or interaction effects (all F <  0.9; p >  0.4), showing that the results obtained are 
unbiased with respect the SNR. The inclusion of “age” as covariate did not change the pattern of results (all 
F <  0.15; p >  0.4). For the SCD0 condition, the sLORETA analysis revealed that differences between controls and 
prelingually deaf people (controls> prelingual deafs) are due to the left inferior parietal cortex (BA40) including 
the temporo-parietal junction (TPJ). For the SCD300 condition the sLORETA analysis again revealed the left 
TPJ (BA40) including the supramarginal gyrus and the precuneus (controls >  prelingual deafs). The Pearson’s 
bivariate correlations between the “age of cochlear implant” in the prelingually deaf people and significant P3 
differences in the “SCD0” and “SCD300” conditions revealed no correlation (r <  − 0.466, p >  0.19).

Discussion
In the current study we examined how far changes in the neural processing architecture caused by sensory depri-
vation, as in this case, related to prelingual deafness can modulate action cascading processes. Previous research 
suggests that perceptual and attentional processes modulate action cascading12, however, it has remained elusive 
to what extent changes in the neural architecture due to sensory deprivation may affect complex sensorimotor 
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Figure 3. (A) The P3 ERPs are shown. Time point 0 denotes the time point of STOP stimulus presentation. 
Patients in the prelingually deaf group are shown in red curves, controls in black curves for electrode Cz. For the 
SCD300 condition (middle figure part) the vertical dashed line denotes the time point of CHANGE stimulus 
presentation. In the SCD0 condition (on the left), the CHANGE stimulus was presented at the same time with 
the STOP. The scalp topography plots show typical maps for the P3 ERPs in the paradigm applied. sLORETA 
source localization revealed that group differences in P3 amplitudes were due to a higher activation of the TPJ in 
the control group. (B) A bar graph depicting the interaction and the modulation of the P3 peaks in the different 
groups (prelingually deaf patients and control) across SCD conditions. The graph shows that the P3 peak was 
larger in the control group in both SCD conditions than the prelingually deaf patients.
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processes during action cascading. To examine this, we investigated action cascading in prelingually deaf patients 
as a model of altered sensory processing architecture. The results show that changes in the neural processing 
architecture, known to be evident in (prelingual) deaf people15–18 and can affect action cascading and hence a 
major sensorimotor and executive control functions as well.

In particular, the behavioral results show that accuracy of action cascading differed between groups. No group 
differences were observed for the RT data. Prelingually deaf people showed a higher accuracy in action cascading, 
especially in the more demanding SCD0 condition, but not in the SCD300 condition. The SCD0 condition is 
more demanding and effortful, because stopping and changing processes are signaled at the same time. A similar 
group-dependent modulation was not found for the RT data, which indicates that the differential modulation 
of accuracy across different levels of task difficulty in prelingually deaf people do not reflect a speed-accuracy 
trade-off. The neurophysiological data provides insights into the processing stage that is differentially modulated 
across groups and is associated with the behavioral effects. Generally, the SNR of the neurophysiological signals 
was comparable between groups showing that the neurophysiological data can reliably be interpreted. Also, age 
did not affect the results obtained.

On the neurophysiological level, the differential effect observed in accuracy data was reflected in the P3 
event-related potential. The P3 ERP reflects a link between stimulus processing and the response selection30,34–36. 
In particular, the P3 has been related to the “decision” processes between stimulus evaluation and response selec-
tion30,34,35, which is related to the allocation of processing resources36. The P3 ERP was higher in controls than 
in prelingually deaf patients in the SCD0 condition. In fact, the finding that a smaller P3 is related to showing a 
better behavioral performance has been shown in a number of studies3–5. The P3 component has been suggested 
to reflect processing at a capacity-limited strategic bottleneck37,38. The likely reason that a higher P3 is found in a 
group showing compromised behavioral performance (compared to another group) is that the more participants 
put an effort to simultaneously process the ‘stop-goal’ and the ‘change-goal’, the stronger the interference between 
these goals becomes31. As a result, inhibitory control processes necessary to manage the stopping of a response 
are apt to intensify. Such increases of response inhibition efforts have been shown to correlate with the higher P3 
amplitudes33. Activation differences in the TPJ found between prelingually deaf and control subjects that were 
associated with this P3 amplitude effect are well in line with the interpretation that response selection processes 
are modulated in prelingually deaf people. The TPJ has previously been reported to be related to modulations in 
the P3 component39 and the TPJ is involved in the chaining of actions3,40–42 to sustain executive controls43. The 
results suggest that prelingually deaf people show more accurate action cascading due to more efficient neuronal 
processes related to action selection in the TPJ. However, the TPJ does not only play a role in response selection, 
but also in sensory processing and integration24,44,45. The TPJ is therefore expected to show changed functional 
characteristics in a sensory deprived neuronal system as found in prelingually deaf patients. It may be speculated 
that it is this dual role of the TPJ that makes it possible why sensory deprivation can have an effect on response 
selection processes and hence on mechanisms downstream the processing cascade of sensory information. The 
TPJ may consist of overlapping networks important for the processing of sensory information and important for 
the selection of responses. However, in the SCD300 condition there were changes in neurophysiological responses 
(i.e. P3 amplitude) also related to parietal regions (supramarginal gyrus) that were not reflected by the behavior. 
These findings suggest that neurophysiological processes in parietal association cortices are generally altered in 
prelingually deaf patients but do not always result in overt changes of behavior.

Thus far, the results suggest that changes in the neural processing architecture as observed in prelingually deaf 
patients affect response selection processes in parietal association cortices. The neurophysiological data suggest 
that this effect is specific to response selection processes and is unlikely to be a result of altered perceptual gating 
(P1) and attentional selection (N1) processes. This is because neither the P1, nor the N1 revealed interactive 
effects of SCD interval and group. Thus, they are not in line with the behavioral data and can therefore not explain 
behavioral differences. There were only main effects of SCD interval and group. The P1 and the N1 were generally 
larger in the SCD0 than in the SCD300 condition, because in the SCD0 condition two visual stimuli (i.e., STOP 
and CHANGE stimuli) occur simultaneously12. The group differences observed for the P1 (i.e. smaller P1 in 
prelingually deaf patient) are likely due to activation differences in the middle occipital gyrus (BA19). In light 
of generally slowed RTs in prelingually deaf patients, this may suggest that perceptual gating processes are less 
efficient in prelingually deaf patients. The neurophysiological data on perceptual gating and attentional selection 
underlines that the processes potentially leading to enhanced action cascading performance are confined to later 
(response selection) processing stages.

An interesting follow-up research question is whether these effects are confined to early, prelingual deaf-
ness. For this group of participants we know that deprivation induces major cortical reorganization processes46. 
However, postlingual deaf adults usually profit from inner ear prostheses (cochlear implants) their hearing abili-
ties are still limited and give rise to altered cognitive processing. Thus, it would be noteworthy to examine whether 
the modulation of action cascading processes is confined to early reorganization processes or whether restrictions 
of a sensory system occurring in adulthood also affect response selection processes.

In summary, the results show that changes in neural processing architecture as found in people with sensory 
deprivation are associated with improvements in action cascading. The results show that this improvement is 
most probably not due to changes at the perceptual (P1-ERP) and attentional processing level (N1-ERP), but at 
the response selection level (P3-ERP). Effects of sensory deprivation thus affect processing stages downstream 
of sensory processing and only these seem to be important for behavioral improvements in situations requir-
ing complex sensorimotor processes and action cascading. It seems that the temporo-parietal junction (TPJ) is 
important for these effects to occur, possibly because the TPJ may consist of overlapping networks relevant for the 
processing of sensory information and important for the selection of responses. The results underline the signifi-
cance of the sensory processing architecture for subsequent response selection processes.
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Materials and Methods
Participants. Our sample consisted of n =  14 prelingually deaf patients (8 females; mean age =  35.36 ±  13.09) 
and n =  13 healthy participants (7 females; mean age =  33.85 ±  12.85). The subjects groups did not differ in their 
age (p >  0.5). Criteria for prelingual deafness were a congenital bilateral profound hearing loss or an onset of pro-
found hearing impairment during early childhood followed by a hearing aid supply within this period. Further 
criteria included impaired language production skills regarding articulation and phonation. In all prelingual sub-
jects, a cochlear implantation was conducted in adulthood (mean age at implantation 32 ±  14.17). The mean time 
of aural deprivation between estimated onset of severe hearing loss and cochlear implantation was 29 years (± 
12.42 years). During the course of the experiment these implants were removed to avoid noise and artifacts in 
EEG signals and as a result these patients had no hearing ability. All of the participants stated to be right-handed 
and to have no history of psychiatric or neurologic diseases. The Beck Depression Inventory was used (BDI;47–49) 
to assess the level of depressive symptoms and no differences were found between the prelingually deaf patients 
(3.64 ±  3.41) and the control participants (3.30 ±  2.32) (p >  0.7). Moreover, there was no difference in the years of 
education between the groups (p >  0.2). All participants had normal or correct-to-normal vision. All participants 
were naïve to the experimental design. After the experiment, each participants was reimbursed with 20 Euros. All 
subjects gave written informed consent. The study was approved by the ethics committee of the medical faculty of 
the Technische Universität Dresden. The methods were carried out in accordance with the approved guidelines.

Task. The experimental paradigm (i.e., stop-change paradigm) is shown in Fig. 4.
It was adapted from32 and identical to12. It was a purely visual stop-change paradigm. The whole experiment 

lasted approx. 25 minutes. The experiment was conducted in a sound-attenuated room. Each subject was com-
fortably seated at a distance of 56.5 cm from a 21 inch computer monitor. A custom-made keyboard with four 
different keys was placed in front of the participants to record the responses. The presentation of experimental 
stimuli, the recording of behavioral responses and triggering of the EEG were attained by using “Presentation” 
software (Neurobehavioral Systems, Inc.). In total 864 trials (divided into six blocks) were presented during the 
experiment.

Out of these trials, 66% were GO trials and 33% were stop-change (SC) trials. All trials were presented in a 
pseudo-randomized order to avoid preparatory effects in the motor system. Stimuli were presented against a 
black background. The task array consisted of 4 vertically arranged, white-bordered circles separated by 3 white 
horizontal bars (reference lines), which were enclosed in a white-bordered rectangle (as shown in Fig. 4). Each 
trial began with this empty array. After 250 ms one of the four circles was filled in with white color. In GO trails, 
this white circle became the target and participants had to respond with the right hand: In case the target was 
located above the middle reference line, participants had to respond with their right middle finger and had to 
respond with their right index finger if the target was located below that line. If participants did not respond 
within 1000 ms after the onset of the target, a speed-up sign (containing the German word “Schneller!” translating 
to “Faster!”) was presented until the trial was ended by a button press.

Figure 4. Illustration of the visual stop-change task (SCT). The experiment presented a visual GO signal 
(white circle) at the beginning of all trials. In GO trials, the subjects needed to respond with the right hand 
(middle finger “above” response, index finger “below” response). In stop-change trials, the GO stimulus was 
followed by a visual STOP stimulus (red rectangle, see middle) after a variable and individually adjusted stop-
signal delay (SSD). The CHANGE stimulus was either presented with a stimulus onset asynchrony (SOA)/stop-
signal delay (SCD) of 0 ms or of 300 ms after the STOP stimulus. The CHANGE stimulus was a bold yellow line. 
Responses to the CHANGE stimulus had to be given with the left hand (middle finger “above” response, index 
finger “below” response).
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Stop-change (SC) trials also began with the empty array followed by the GO stimulus, but after a variable 
stop signal delay (SSD), the GO stimulus was followed by a STOP stimulus. As a STOP stimulus the border of 
the rectangle turned from white to red (see Fig. 1) and participants had to stop (interrupt) the already initiated 
right hand GO response. The stop stimulus was always followed by a CHANGE stimulus in two conditions: In the 
first condition, there was no delay between the STOP and the CHANGE stimuli (i.e., a stop-change delay of 0 ms, 
called SCD0). In the second condition, there was a stop-change delay of 300 ms (SCD300) so that the CHANGE 
stimulus was presented 300 ms after the onset of the STOP stimulus. The change stimuli were yellow bars, which 
remained on the screen until the participant responded by pressing one of the response keys. In each SC trial, one 
of the three horizontal lines would turn into a thick yellow bar, thus becoming the new reference line that needed 
to be attended. The participants were asked to spatially relate the target (white circle) to the new reference line. 
In case the target was located above the yellow reference line, participants had to respond with their left middle 
finger. When the target was located below the reference line participants had to respond with their left index fin-
ger. In case participants did not respond within 2000 ms after the onset of the CHANGE stimulus, the speed-up 
sign was presented above the stimulus array until the trial was ended by a button press. The SSD described above 
was initially set to 250 ms and dynamically adjusted to the performance by means of a staircase algorithm32. 
When the participant did not make any mistakes during an SC trial (i.e., did not respond before the presentation 
of the STOP stimulus and correctly responded to the CHANGE stimulus), the SSD for the following SC trial 
was increased by 50 ms. In case of any incorrect response, the SSD was decreased by 50 ms. Hence, the staircase 
yielded a 50% probability of successful inhibition upon stop signal presentation. To keep the trial duration within 
reasonable limits, SSD variation was restricted to a range from 50 to 1000 ms. On the basis of the assumptions of 
the horse-race model, the stop signal reaction time (SSRT) can be calculated by subtracting mean SSD from the 
untrimmed mean GO RT32.

EEG recording and analysis. High-density EEG recording was acquired using 60 Ag–AgCl electrodes at 
standard scalp positions in an equidistant electrode setup (Quick-Amp amplifier, Brain Products, Inc.). The ref-
erence electrode during recording was located at electrode Fpz. The data were recorded with 1 kHz and then 
down-sampled offline to 256 Hz. All electrode impedances were kept below 5 kΩ . Afterwards, an IIR band-pass 
filter ranging from 0.5 to 20 Hz. A manual inspection of the data was performed to remove technical artifacts. To 
correct the periodically recurring artifacts such as pulse, eye blinks or saccade artifacts, an independent compo-
nent analysis (ICA) was applied using the infomax algorithm. Afterwards, the EEG data was segmented according 
to the two SCD conditions (i.e. SCD0 and SCD300). Only correct trials were included in the data analysis, i.e. 
the GO response was successfully stopped and the response on the CHANGE stimulus was also correct. The seg-
mentation was performed in relation to the occurrence of the stop signal50; i.e. time point zero in the epochs was 
set to the occurrence of the STOP stimulus. This was done for the SCD0 and SCD300 condition (e.g.3. After the 
data were epoched, an automated artifact rejection was applied. The rejection criteria included a voltage of more 
than 150 μ V/ms, a value difference of more than 150 μ V in a 250-ms interval, or activity below 0.1 μ V in a 100 ms 
interval. This artifact rejection procedure eliminated approx. 8% of trials in each group (controls: 7.99 ±  0.82; 
patients: 8.23 ±  1.1; p >  0.4). To eliminate the reference potential from the data, a current source density (CSD) 
transformation was run51. In addition to removing the reference potential, the CSD serves as a spatial filter51. This 
helps to identify the electrodes that best reflect activity related to cognitive processes. Thereafter, and prior aver-
aging, a baseline correction was made within the time window from − 900 to − 700 ms. The baseline was not set 
prior to the presentation of the stop stimulus, since such a baseline is biased by activity related to the processing 
of the GO stimulus3.

Next, the P1, N1, and P3 event-related potentials (ERPs) were quantified. Electrodes were chosen on the basis 
of the scalp topographies by visual inspection. The mean amplitudes for the visual P1 and N1 were quantified at 
electrodes P7 and P8 for the STOP and CHANGE stimuli (P1: SCD0 STOP/CHANGE: 100–140 ms and SCD300 
STOP: 100–140 ms/SCD300 CHANGE: 400–450 ms; N1: SCD0 STOP/CHANGE: 200–240 ms and SCD300 
STOP: 200–250 ms/SCD300 CHANGE: 520–560 ms post-stimulus, respectively), and the mean amplitudes for 
the P3 was quantified at Cz (SCD0: 310–350 ms and SCD300: 290–410 ms). This choice of electrodes was vali-
dated by a procedure described in3: In this procedure, each electrode is compared against an average of all other 
electrodes using Bonferroni-correction for multiple comparisons (critical threshold p =  0.0007). Only electrodes 
that showed significantly larger mean amplitudes (i.e., negative for N-potentials and positive for the P- potentials) 
than the remaining electrodes were chosen. This validation procedure revealed the same electrode positions. 
All ERP components were quantified relative to the pre-stimulus baseline. For all components, we quantified 
peak amplitude and latency on the single-subject level. In order to obtain an estimate about the reliability of the 
neurophysiological data in the groups we calculate the signal-to-noise (SNR) in the prelingual deaf patients and 
controls as implemented in the Brain Vision Analyzer II software package (BrainProducts Inc.).

Source localization analysis. Source localization was conducted using sLORETA (standardized low reso-
lution brain electromagnetic tomography52. sLORETA gives a single linear solution to the inverse problem, based 
on extra-cranial measurements without a localization bias52–54. It has been mathematically proven that sLORETA 
provides reliable results without localization bias54 and there is evidence of EEG/fMRI and EEG/TMS studies 
underlining the validity of the sources estimated using sLORETA31,54. For sLORETA, the intracerebral volume 
is partitioned into 6239 voxels at 5 mm spatial resolution. The standardized current density at each voxel is cal-
culated in a realistic head model55 using the MNI152 template56. In this study, the voxel-based sLORETA images 
were compared across groups (i.e., prelingually deaf vs. control subjects) using the sLORETA-built-in voxel-wise 
randomization tests with 2000 permutations, based on statistical nonparametric mapping (SnPM). Voxels with 
significant differences (p <  0.01, corrected for multiple comparisons) between contrasted groups were located in 
the MNI-brain www.nizh.ch/keyinst/NewLORETA/sLORETA/sLORETA.htm

http://www.nizh.ch/keyinst/NewLORETA/sLORETA/sLORETA.htm
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Statistics. For all statistics the mean and standard error of the mean (SEM) are given. Behavioral and neu-
rophysiological data (ERP data) were analyzed using mixed effects analyses of variance (ANOVAs). The factors 
“condition” (SCD0 and SCD300) and “electrode” (only for ERP data) were used as within-subject factors. The fac-
tor “group” (prelingually deaf patients vs. controls) was used as a between-subjects factor. The degrees of freedom 
were adjusted accordingly using Greenhouse-Geisser correction. All post hoc tests were Bonferroni-corrected. 
Kolmogorov–Smirnov tests indicated that all variables used for the analysis were normally distributed (all z <  0.8; 
p >  0.6). As the age range in the patients and control sample was rather broad, we included age as covariate in the 
analyses to control for the effect of age on results obtained.
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