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a neuron model based on
DNAzyme regulation†

Cong Chen,a Ranfeng Wub and Bin Wang *a

Neural networks based on DNA molecular circuits play an important role in molecular information

processing and artificial intelligence systems. In fact, some DNA molecular systems can become

dynamic units with the assistance of DNAzymes. The complex DNA circuits can spontaneously induce

corresponding feedback behaviors when their inputs changed. However, most of the reported DNA

neural networks have been implemented by the toehold-mediated strand displacement (TMSD) method.

Therefore, it was important to develop a method to build a neural network utilizing the TMSD

mechanism and adding a mechanism to account for modulation by DNAzymes. In this study, we

designed a model of a DNA neuron controlled by DNAzymes. We proposed an approach based on the

DNAzyme modulation of neuronal function, combing two reaction mechanisms: DNAzyme digestion

and TMSD. Using the DNAzyme adjustment, each component simulating the characteristics of neurons

was constructed. By altering the input and weight of the neuron model, we verified the correctness of

the computational function of the neurons. Furthermore, in order to verify the application potential of

the neurons in specific functions, a voting machine was successfully implemented. The proposed neuron

model regulated by DNAzymes was simple to construct and possesses strong scalability, having great

potential for use in the construction of large neural networks.
1 Introduction

Thanks to the rapid development of DNA nanotechnology, DNA
molecules have become reliable programming materials due to
their great parallel computing power, excellent data storage
capacity, and predictable base pairing.1,2 DNA-based logic gates
have been used as the elementary building components of
computing systems, each of which implements a Boolean
function. These blocks were combined to realize the trans-
formation process from abstract information to concrete data.
Thus far, DNA has been widely used to construct logic
circuits,3–5 cascading networks,6–9 molecular machines,10,11 and
biochemical reaction networks.12,13 In particular, building on
the richness of DNA computing14,15 and logic circuits,16 DNA-
based nanotechnology provides a new way of developing
emerging neural networks. As a type of information processing
technology, DNA neural networks17 play a crucial role in arti-
cial intelligence systems, processing input signals efficiently
and accurately. Signal processing is performed through various
DNA molecular circuits, such as signal amplication and
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transmission.18–20 However, in DNA-based neural networks,17

the main implementation method of realizing DNA molecular
circuits is toehold-mediated strand displacement (TMSD). This
method is simple and fast in identifying the link between
adjacent logic modules. In practice, the method can be
combined with others to improve the efficiency of molecular
devices so as to achieve more complex molecular calculation
operations. For instance, some DNA molecular systems can
become dynamic units with autonomous behaviors under
DNAzyme assistance.21–23 Therefore, the introduction of
DNAzyme-assistedmechanisms provides a new direction for the
structural execution of neurons.

Actually, DNAzymes are a type of DNA molecule capable of
catalyzing various types of biochemical reactions.24 As a tool
enzyme, DNAzymes can perform a gene knockout at the cellular
level; that is, it can recognize specic sequences of certain
viruses to inactivate them, which provides a powerful technical
aid for biosensors.25,26 Additionally, DNAzymes have been
widely used in the construction of molecular machines, due to
their high cutting efficiency and catalytic capability such as DNA
walkers for intelligent molecular machines27,28 and program-
mable target-initiated DNA motors.29 DNAzymes have the
advantage of specic recognition and fast reaction speed which
have been proven to be suitable for the execution of DNA
molecular circuits, such as feedback circuits,30,31 majority voting
logic circuits,32 and multiple cascade logic circuits.33,34 The
activity of DNAzymes is affected by many factors and can be
RSC Adv., 2021, 11, 9985–9994 | 9985
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adjusted in several ways, such as pH control35,36 and metal ions
triggers.37,38 Generally speaking, DNAzymes show their activity
only within a certain pH range. When the pH level is too high or
too low, the binding arm of DNAzyme may be in a closed state,
which is not conducive to binding with substrate.39–41 In addi-
tion, pH may also affect the stability of the DNAzyme and
change the conformation of the catalytic core. On the other
hand, some metal ions can enable DNAzymes to form a stable
catalytic core to maximize cutting efficiency. For example, some
DNAzymes can form a more stable catalytic domain under the
action of divalent cations,42–44 and increase the interaction force
between the binding arms of the DNAzyme and the substrate.
Based on the ion dependence of DNAzymes, a DNA molecular
intelligent platform for targeted drug delivery45,46 and a sensor
for detecting heavy metal ions47,48 have been constructed. In this
research, the reaction conditions play an important role in
controlling the activity of DNAzymes.

Interestingly, the activity of DNAzyme can also be controlled
by adding an external strand to form a secondary structure.49

For example, DNAzyme activity was temporarily inactivated by
introducing an inhibition strand to close part of the catalytic
core of the DNAzyme, and the cleavage activity was restored
under the action of a trigger signal. DNAzymes play a double
role of signal generation and transmission. Allosteric regulation
of DNAzymes through secondary structures not only ensures the
integrity of the totality of DNA sequences, but also reduces the
impacts of factors like pH and metal ions on other reactants in
the system. This ultimately improves the stability of the
molecular system to a certain extent. In a typical DNAzyme-
based reaction,50 a DNAzyme can specically catalyze the
hydrolysis of a phosphodiester linkage at the marker site, and
the separations of the cleaved substrates are typically used as
a signal to trigger downstream reactions.51 Therefore, the
advantages of DNAzymes provide an efficient platform to
introduce to the neuron model.

Herein, we propose a strategy based on DNAzyme activity to
adjust the operation of neurons, combing two reaction mech-
anisms: DNAzyme digestion and TMSD. The strategy was
applied to E6-type DNAzyme.24,52 The Mg2+-dependent and
allosterically regulated E6-type DNAzyme can cut DNA substrate
containing ribonucleobase (TrAGG) at a high rate. In the initial
state, the neurons could not work properly because the inhib-
itor strand impeded the activity of DNAzymes. First, the input
signal of the neuron hybridized with the inhibitor in the weight
by the exposed toehold region, thereby releasing the catalytic
core of the DNAzyme. Then, DNAzyme digestion activity was
activated and the neurons started to perform calculation func-
tions. In our design, DNAzymes and strand displacement take
part in the reactions jointly, thus realizing the control of
neurons by DNAzyme. In addition, the introduction of DNA-
zymes simplied the normalization process and improved the
stability of the system. We veried the logical function of each
component step by step. On this basis, these components were
strung together to verify the correctness of the model calcula-
tion function and to structure a voting machine. This molecular
platform can make a reasonable, autonomous judgment aer
the addition of input signals. The results were conrmed via
9986 | RSC Adv., 2021, 11, 9985–9994
native polyacrylamide gel electrophoresis (PAGE) and uores-
cence detection. This neuron model was simple to build, with
rapid response and high stability. It has a great potential to
construct large neural networks, which may have more appli-
cations in intelligent computing.

2 Results and discussion
2.1. DNA neuron details

In Fig. 1A, the le panel is a diagram of an articial neuron in
an electronic computer. As an information processing unit
accepting multiple input signals from other neurons and
having singular output, an articial neuron can have any
number of inputs (X1, X2, ., Xn ˛ {0,1}), with weights (W1, W2,
.,Wn) indicating the connection strength of each input signal.
The neuron is activated to produce an output signal when the
weighted sum of all inputs exceeds a threshold. The basic
characteristics of articial neuronal behavior in DNA molecular
systems include analog inputs and weights, analog summation,
analog thresholding and output. We used DNA molecular
circuits to build a neuron based on DNAzyme regulation
(Fig. 1A, right panel). The specic DNA molecule realization is
shown in Fig. 1B. Here, we used the relative concentration of
each reactant in the system to express its value. The input signal
of the DNA neuron consisted of three different DNA strands: X1,
X2 and X3. W1, W2 and W3 represent the weight of each input
signal connection. The weight of neuron was composed of three
parts: an E6-type DNAzyme, an inhibitor and a marked cleavage
site substrate strand. The upstream product strand L was
outputted as a normalized product, followed by quantitative
threshold processing. The Th1,2 in the threshold gate is
composed of the base strand th2 and the top complementary
strand th1. Aer the threshold process was completed, the
Rep1,2 in the reporter gate consisting of a base strand rep2 and
a top strand rep1, released the output signal. The top strand
rep1 was labeled at the 50-end with ROX uorophore and the
base strand rep2 was labeled at the 30-end with BHQ2 quencher.

To imitate the input and weight of the neuron, each input
was multiplied by the corresponding weight, which was calcu-
lated as Xi � Wi (the value of “i” in the text is 1, 2, 3). When the
value ofWi is “0” the output must be “0”; when the value ofWi is
“1” the calculated output value is equal to the input value. Here,
we added excess Wi to the solution to ensure the validity of the
results. The input signal hybridized with the inhibitor strand in
the Wi to form a double-stranded complex, which has a blunt
end and thus can remain stable. The DNAzyme obtained
completed the catalytic core to restore the ability of DNAzyme
digestion. Subsequently, the summation of the neuron was
calculated as

P
Xi � Wi. DNAzyme can cut the substrate strand

with specic marker aer its reactivated. Aer the DNAzyme
digestion process is completed, the binding ability of the
DNAzyme binding arm to substrates is weakened, and strand L
is released as a normalized product. In order to ensure the
performance of threshold processing, the base length of t1 in
Th1,2 is greater than that of t2 in the Rep1,2. Because t1 is
exposed to the more complementary sticky end, the normalized
product L preferentially reacts with Th1,2. The amount of
© 2021 The Author(s). Published by the Royal Society of Chemistry



Fig. 1 (A) Abstract diagram of the artificial neuron. (B) Illustration of the DNA neuron.
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upstream product L consumed depends on the amount of Th1,2,
the remaining L is read by the Rep1,2 aer the upstream product
is consumed. The strand L binds to the Rep1,2 base strand rep2,
releases the top strand rep1, separates the ROX and BHQ2, and
results in an increasing uorescent signal. The output value of
the neuron is inferred from the uorescent signal reaching the
maximum completion level.

2.2. Design of neuron weight unit

In order to fully realize the function of an articial neuron in the
experimental work, we introduced DNA gate architecture that
modies DNAzyme activity via triggering signals to implement
the input and weight of neurons. As shown in Fig. 2A, the
abstract diagram for the weight unit 1 (W1) motif provides
a concise representation of a full DNA implementation. The
input signal X1 was a single strand; the W1 was composed of
three parts: DNAzyme 1 (D1), inhibitor 1 (I1) and a marked
cleavage site substrate strand 1 (S1). In the model, we used the
initial relative concentrations to indicate the weight values. The
reaction is depicted in Fig. 2B. The cutting activity of D1 was
inhibited because the catalytic core of D1 hybridizes with the I1,
while the substrate S1a,b could not be cut. The reaction could
only be triggered aer the addition of input signal X1, which
rst hybridized with I1 through the exposed toehold domain (7n
in domain 1) so that D1 had a complete catalytic core to restore
the specic digestion ability. Then, S1a,b was cleaved into O1
and L*. Here, strand S1a,b was designed to have a ribonucleotide
cleavage site (TrAGG) in the middle region, with the 50-end
uorescently labelled (FAM) and the 30-end labelled with
quencher (BHQ1). Finally, the cleaved short segment L* was
released serving as the output signal, and the long segment O1
hybridized with D1, resulting in a signicant uorescence
increase.

Here, the logical function of W1 was veried by native PAGE
gel electrophoresis. As shown in Fig. 2C, lane 2 indicated that
© 2021 The Author(s). Published by the Royal Society of Chemistry
the initial W1 was present and stable in a single gel band. Lane
3, in the presence of input signal X1, theW1 band disappeared to
produce three new bands (D1 + O1), (I1 + X1) and L. Lane 5
indicated the location of the complex (I1 + X1); lane 6 indicated
the location of the output signal strand L; and lane 7 indicated
the location of the other product (D1 + O1). The band (I1 + X1)
signies the input signal X1 hybridized with I1. Band (D1 + O1)
and L were generated because the input signal promoted the
digestion of D1, cutting S1 to release the output signal strand L.
These results prove the correctness of the neuron weight unit 1.
In addition, the remaining weight units were veried in ESI
Fig. S1 and S2.†

A uorescence assay was also conducted to monitor the W1

in real time. The red curve indicated that the input signal X1 was
added, and a signicant uorescence increase can be observed.
On the contrary, no remarkable increase of uorescent signal
could be observed in the black curve without the addition of
input strand X1. The results demonstrate the successful
performance of W1.

2.3. Integration gate

In order to prove the application potential of the weight unit in
the construction of neuron models, we built a three-input
integration gate as shown in Fig. 3A to implement the
summation function of neurons. As shown in Fig. 3B, X1, X2 and
X3 were used as input signals to trigger the digestion reaction of
the DNAzyme in the weight unit. Then, the catalytic core of the
DNAzyme was liberated and the substrate strand was cut. The
sum of all of the weighted inputs was calculated to get the
normalized output strand L*. With the reaction was irreversible,
the output of each weight unit continued to be released until the
input signal was exhausted. Here, we used the relative concen-
tration for each value and the normalized output product was
dependent on the input signal value. The normalized product
was inferred from the uorescent signal with the highest
RSC Adv., 2021, 11, 9985–9994 | 9987



Fig. 2 (A) Abstract diagram of the weight unit 1 motif and its DNA implementation. The black numbers indicate the initial relative concentration.
Red number indicates relative product concentrations, and different colours indicate distinct DNA sequences. S1a is the left (30-end) recognition
domain of substrate strand 1 (S1), while S1b is the right (50-end) recognition domain of S1. (B) Illustration of the weight unit 1. The substrate strand
sequence is S1a,b, 50-end fluorophore FAM and 30-end quencher BHQ1 for fluorescent signal determination. (C) Native PAGE analysis of the
weight unit 1. The strands and complex involved were labelled above the lane number. Lane 1, complex (D1 + I1) consists of DNAzyme 1 (D1) and
inhibitor 1 (I1); lane 2, weight unit 1 (W1) consists of D1, I1 and S1; lane 3, products ofW1 triggered by input X1; lane 4, products of D1 digestion; lane
5, complex (I1 + X1); lane 6, output strand L; lane 7, complex (D1 + O1). (D) Time-dependent fluorescence changes according to different inputs.
The standard concentration was 1�¼ 0.2 mM, [X1] and [W1] was 1 : 1. The red curve reflects the reactionwith the addition of X1 and the black curve
is the case with no input.
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intensity. We used gel electrophoresis experiments and uo-
rescence tests to verify this function.

By adding different inputs, we validated the function of the
three-input integration gate. As shown in Fig. 3C, from lane 1 to
lane 4, the added input signals were 0, X1, X2, X3; lane 5 to lane 7,
the added input signals were X1 + X2, X1 + X3, X2 + X3; lane 8, the
added input signal were X1 + X2 + X3. Lane 9 indicated the loca-
tion of the normalized product strand L. A new single gel band
strand L had appeared in lane 2 to lane 8. In particular, the most
obvious observation is in lane 8, the weight unit mixture (W1 +W2

+ W3) band disappeared and the band strand L was the darkest
color. This was because three weight units were triggered,
making the DNAzyme exert its ability to cut the substrate strand.
And produce more normalized product. More details can be
observed in the ESI S3,† the disappearance of gel band W1, W2,
and W3 also proved the correctness of the summation function.

Next, we used uorescence determination of the three-input
integration gate for more detailed analysis and the sum value
was inferred from the uorescent signal. The initial state were
weight unit mixture (W1 + W2 + W3), and the uorescence
changes were observed by adding input signals. As shown in
Fig. 3D, we divided all the reactions into four categories: (I) no
input was added; (II) only one input signal was added; (III) two
kinds of signals were added arbitrarily; (IV) all of the input
signals were added. In the absence of input signals, Curve (1)
had almost no increase in uorescent signals that could be
observed. Curve (2) to Curve (4), the added input signals were
X3, X2, X1. In the case of adding a signal, the uorescent started
to rise and roughly rising to the same level. Curve (5) to Curve
(7), the added input signals were X2 + X3, X1 + X3, X1 + X2. It was
9988 | RSC Adv., 2021, 11, 9985–9994
shown that when any two signals were inputted, the uores-
cence intensity increases more signicantly and also rose to the
same level. In Curve (8), all of the signals were added and the
uorescence intensity reached its maximum. This indicated
that as the input signal increases, more normalized products
were obtained.
2.4. Thresholding gate

To implement the thresholding and output of articial neurons,
we constructed the thresholding gate as shown in Fig. 4A. The
thresholding gate consists of threshold gate and reporter gate.
The Th1,2 in the threshold gate was a double-stranded complex
composed of the bottom base strand th2 and the top comple-
mentary strand th1. In order to read the output signal,
a “Reporter gate” was used. The Rep1,2 in the reporter gate was
composed of the base strand rep2 and the top bubble-like
complementary strand rep1. The Th1,2 and the Rep1,2 have
similar toehold regions. In order to ensure the processing
performance of the Th1,2, through experimental exploration, the
toehold b1 of the threshold gate had six bases, and the toehold
b2 of the reporter gate had four bases (more details were in the
ESI S6†). As shown in Fig. 4B, due to the threshold gate exposing
more toehold, the input signal strand L reacted rst with the
Th1,2. If the signal strand L exceeded a threshold, the reporter
gate reaction was initiated. The redundant strand L hybridized
with rep2 through the toehold region of the reporter gate and
the output signal rep1 was substituted. In order to better reect
the processing performance of the thresholding gate, the
quencher BHQ1 was used at the 30-end of the base strand th2,
© 2021 The Author(s). Published by the Royal Society of Chemistry



Fig. 3 (A) Abstract diagram of the three-input integration gate motif and its DNA implementation. The black numbers indicate the initial relative
concentration. (B) Illustration of the integration gate. The inputs signal consisted of three parts: X1, X2 and X3; the weights consisted of three parts:
W1, W2 and W3. All substrate strands (S1a,b, S2d,b, S3e,b) were labelled with fluorophore FAM at 50-end and quencher BHQ1 at 30-end for fluo-
rescent signal determination; L* was the normalized output. (C) Native PAGE analysis of the integration gate. The strands and complex involved
were labelled above the lane number. Lane 1, weight unit mixture (W1 +W2 +W3); lane 2, X1 was added to the weight unit mixture; lane 3, X2 was
added to the weight unit mixture; lane 4, X3 was added to the weight unit mixture; lane 5, X1 and X2 were added to the weight unit mixture; lane 6,
X1 and X3 were added to the weight unit mixture; lane 7, X2 and X3 were added to the weight unit mixture; lane 8, all signals were added to the
weight unit mixture; lane 9, normalized product strand L. (D) Normalized fluorescence of the integration gate. The standard concentration was
1� ¼ 0.2 mM, [W1] : [W2] : [W3] : [X1] : [X2] : [X3] ¼ 1 : 1 : 1 : 1 : 1 : 1. The sum value was inferred from the fluorescent signal. Curve (1) had no input
signals added; Curves (2)–(4) had only one input signal added; Curves (5)–(7) had two kinds of input signals added; Curve (8) had all input signals
added.
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and the uorophore FAM was used at the 50-end of the
complementary strand th1 of the threshold gate; the reporter
gate used the uorophore ROX and quencher BHQ2, the strand
rep2 30-end marked quencher BHQ2, strand rep1 50-end marked
uorophore ROX. Trajectories for corresponding inputs are
shown with matching colors. The step-by-step verication and
combination optimization of threshold gate and reporter gate
were in ESI S4 and S5.†

As shown in Fig. 4C, the performance of threshold process-
ing was veried by PAGE gel. In the case that the molality of the
[Th1,2] and the [Rep1,2] was 1 : 1, we added input signals with
different concentration gradients to verify the threshold effect.
Lane 1 was the location of the Rep1,2 in the reporter gate, lane 2
was the location of the Th1,2 in the threshold gate, lane 7 was
the location of the threshold gate output signal (th2 + L), and
lane 8 was the location of the reporter gate product (rep2 + L).
From lanes 3–6, the 0, 1, 2 and 3 times of input signal strand L
were added. When no input was added, no new gel band was
observed in lane 3. Lane 4, when adding 1 time of input signal
strand L, the band Th1,2 disappeared to produce a new band
(th2 + L). When more than 2 times the input signal strand L was
added, the Th1,2 and Rep1,2 all disappeared to produce two new
© 2021 The Author(s). Published by the Royal Society of Chemistry
bands (th2 + L) and (rep2 + L) (lane 5 and lane 6). This indicated
that the input signal strand L reacted rst with the threshold
gate, and when the strand L exceeded the threshold, the
reporter gate started to work.

Equal proportions of [Th1,2] and [Rep1,2] were added to the
solution. By adding different concentrations of the input signals,
we observed their uorescence changes. In order to observe the
uorescence changesmore intuitively, the uorescence results of
thresholding gate were shown separately in Fig. 4D (threshold
gate) and Fig. 4E (reporter gate). Curve (n) and Curve (n0) (n¼ 1, 2,
3, 4) were added with 0, 1, 2 and 3 times input signal strand L,
respectively. Curve (1) and Curve (10) uorescent signal did not
raise when no input was added. When 1 time of input signal
strand L was added, Curve (2) rose rapidly and tended to be
stable. Curve (20) did not change signicantly at that time
because the signal strand L rst reacted with the threshold gate.
When more than 2 times of the input signal strand L was added,
Curves (3) and (4) rose at a faster rate and tended to be stable. At
that point, the strand L exceeded the maximum capacity of
threshold, and the uorescent of Curves (30) and (40) also started
to rise signicantly. The results of uorescence testing also show
that the threshold function was correct.
RSC Adv., 2021, 11, 9985–9994 | 9989



Fig. 4 (A) Abstract diagram of the thresholding gate motif and its DNA implementation. The black numbers indicate the initial relative
concentration. (B) Illustration of the thresholding gate. In the Th1,2, the top strand th1 was labeled with the fluorophore FAM at the 50-end, and the
bottom base strand th2 was labeled with the quencher BHQ1 at the 30-end for fluorescent signal determination; in the Rep1,2, the top strand rep1
was labeled with the fluorophore ROX at the 50-end, and the bottom base strand rep2 was labeled with quencher BHQ2 at the 30-end for
fluorescent signal measurement. (C) Native PAGE analysis of the thresholding gate. The strands and complex involved were labeled above the
lane number. The molality of [Th1,2] and [Rep1,2] was 1 : 1. Input signals with different concentration gradients were added to verify the threshold
effect. Lane 1, the Rep1,2 (rep1 + rep2) in the reporter gate; lane 2, the Th1,2 (th1 + th2) in the threshold gate; lane 3, [Th1,2] and [Rep1,2] mixture;
lane 4, to add 1 time input signal strand L; lane 5, to add 2 times input signal strand L; lane 6, to add 3 times input signal strand L; lane 7, the
product of threshold gate (th2 + L); lane 8, the product of reporter gate (rep2 + L). (D) The fluorescence of the threshold gate. The standard
concentration was 1�¼ 0.2 mM. Curve (1) no input signal was added; Curves (2)–(4) indicate that 1, 2 and 3 times input signal strand L were added
in turn. (E) The fluorescence of the reporter gate. The standard concentration was 1�¼ 0.2 mM. Curve (10) no input signal was added; Curves (20)–
(40) indicate that 1, 2 and 3 times the input signal strand L were added in turn. (D) and (E) were detected in the same solution.
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2.5. An articial DNA neuron model

To prove the reliability and scalability of the neuron compo-
nents, we cascaded the above modules together to construct
a three-input linear threshold gate as shown in Fig. 5A. By
calculating the analog value of a three-input linear threshold
function y ¼ P3

i¼1
Xi �Wi � ½Th� to test the correctness of

a calculated function of the neuron. The rst layer in DNA
neuron each input was multiplied by the corresponding weight;
the second layer calculated the sum of all weighted inputs; the
third layer implemented the corresponding threshold for
output; and the nal layer of reporter gate read the output
signal. The molecular implementation process is shown in
Fig. 5B. The input signals X1, X2 and X3 were three different
single strands of DNA. Three parallel weights, W1, W2 and W3

were used to receive input signals. The input signal hybridized
with the inhibitor in the corresponding weight unit aer the
addition of input signals. With the liberation of the catalytic
core, the DNAzyme restored its hydrolysis ability, cut the
substrate with ribonucleotide cleavage site, and the cleaved
long segment L was released serving as normalized product
output. Then, the normalized output was used as the input
signal of the next level was precedence response the threshold
gate reaction for quantitative consumption. When the normal-
ized product exceeded the maximum capacity of the threshold
gate, the reporter gate released the output signal.
9990 | RSC Adv., 2021, 11, 9985–9994
The output values were inferred by uorescence signals
normalized to the maximum completion level. To clean up varia-
tions due to leaky reactions and signal decay, we used the relative
concentration for each value. If the function output was “0” the
uorescence “OFF” signal would be between 0 and 0.3, and if the
function output was “1” the uorescence “ON” signal would be
between 0.8 and 1. We tuned weights to show that the same set of
DNA molecules can implement different linear threshold func-
tions.WhenweightsW1¼ 0,W2¼ 1 andW3¼ 1, the output results
were shown in Fig. 4C. When weightsW1 ¼ 1,W2 ¼ 0 andW3 ¼ 1,
the output results were shown in Fig. 4D. Both weight conditions
achieved the correct ON or OFF state with the eight complete sets
of inputs. Other cases were in ESI Fig. S7 and S8.†
2.6. Voting machine

In particular, when the weights of neuron W1 ¼ W2 ¼ W3 ¼ 1,
they could be applied to voting machines. We constructed as
shown in Fig. 6A a voting apparatus. The three input signals of
the neuron were equivalent to the vote of the elector. With our
regulation, if the vote was “yes” then the corresponding input
signal was “1”, if “no” the corresponding input signal was “0”.
Only when two or more votes agreed the result was valid. All of
the voting information is shown in Fig. 6B.

As shown in Fig. 6C, the performance of the voting machine
was rst conrmed by native PAGE gel electrophoresis. Lane 1
© 2021 The Author(s). Published by the Royal Society of Chemistry



Fig. 5 (A) Demonstration of a 3-input 1-output linear threshold gate. The black numbers indicate the initial relative concentration. Each input
value was represented by a relative concentration. The sum of the 3-input is calculated as

P3

i¼1
Xi �Wi. (B) Abstract diagram of DNA neuron. (C)

Fluorescence detection withW1 ¼ 0,W2 ¼ 1 andW3 ¼ 1. (D) Fluorescence detection withW1 ¼ 1,W2 ¼ 0 andW3 ¼ 1. In (C) and (D), the standard
concentration was 1� ¼ 0.2 mM. Input strands X1, X2 and X3 were then added with relative concentrations of 0� or 1�.

Fig. 6 (A) Abstract diagram of the DNA voting machine. (B) Voting information form. (C) Native PAGE analysis of the voting circuit. The strands
and complex involved were labeled above the lane number. The voting system consisted of [W1], [W2], [W3], [Th1,2], [Rep1,2], and their proportion
of 1 : 1 : 1 : 1 : 1. Different inputs were added to validate the voting result. Lane 1, the Rep1,2 (rep1 + rep2); lane 2, the components required for
voting system were Th1,2 + Rep1,2 + W1 + W2 + W3; lane 3, the signal X1 was added to the voting system; lane 4, the signal X2 was added to the
voting system; lane 5, the signal X3 was added to the voting system; lane 6, the signal X1 and X2 were added to the voting system; lane 7, the signal
X1 and X3 were added to the voting system; lane 8, the signal X2 and X3 were added to the voting system; lane 9, all input signals X1, X2 and X3 were
added to the voting system; lane 10, the product of the reporter gate (rep2 + L). (D) Fluorescence of the voting device circuit. Each case was
marked below the bar chart. The fluorescence “OFF” signal was set at 0.3 to determine the positive and negative output signals. Fluorescence
modification was shown in Fig. 5B.
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was the Rep1,2 in the reporter gate. Lane 2 was the reactant
(Th1,2 + Rep1,2 + W1 + W2 + W3) required by the voting system.
Lane 10 was the location of the reported product (rep2 + L). The
input signals X1, X2 and X3 were added to lanes 3, 4 and 5,
respectively. When only one vote “agreed” the result was
deemed invalid, so the gel band Rep1,2 still existed in lanes 3–5.
The input signals X1 + X2, X1 + X3 and X2 + X3 were added to lanes
6, 7 and 8, respectively, and lane 9 contained all of the input
signals. In these lanes, the gel band Rep1,2 disappeared, and
a new band (rep2 + L) was generated, indicating that the voting
device was correctly performing its function. More details were
in the ESI S9.†

To visually reect the results of the voting machine, uo-
rescent signals were used to detect the system. As shown in
Fig. 5D, when none agree or only one agrees, the uorescent
value remains below 0.3 in the “OFF” signal area. However,
when two or more agree, the output signal increases to a high
level (above 0.8). This suggests that the DNA neuron worked very
well as expected.

3 Experimental
3.1. Materials of DNA strands

DNA strands were obtained from Sangon Biotech Co., Ltd.
(Shanghai, China). Unmodied DNA strands were puried by
polyacrylamide gel electrophoresis (PAGE), and modied DNA
strands with RNA bases and uorophore were puried by high-
performance liquid chromatography (HPLC). The Nucleic Acid
Package (NUPACK) was used to simulate the DNA sequence (ESI
S10†). The sequence of the DNA strand is listed in ESI Table S1.†
All of the DNA strands were dissolved in ultrapure water (Miao-
Kang water treatment technology, MU5100DUVFR, Shanghai) as
stock solution and quantied using a Nanodrop 2000 spectro-
photometer (Thermo Fisher Scientic Inc., USA), with absorption
intensities measured at l ¼ 260 nm. All other chemicals were of
analytical grade and were used without further purication.

3.2. Preparation of neuron components

Weight units were formed by annealing twice. First, to inhibit
DNAzyme activity, the mixture of the inhibitor DNA strands and
E6-type DNAzymes were annealed in 1� TAE/Mg2+ buffer
(40 mM Tris, 20 mM acetic acid, 1 mM EDTA 2Na and 12.5 mM
Mg(OAc)2, pH 8.0) at the same molarity, heated at 95 �C for
4min, 65 �C for 30min, 50 �C for 30min, 37 �C for 30min, 22 �C
for 30 min, and preserved at 20 �C; and then the substrates were
added into the annealed mixture and incubated at constant
temperature 20 �C for 4 hours. The threshold and reporter units
were mixed with the corresponding single strands at equal
molar concentrations in 1� TAE/Mg2+ buffer solution, heated at
95 �C for 4 min, 65 �C for 30 min, 50 �C for 30 min, 37 �C for
30 min, 22 �C for 30 min, and preserved at 4 �C.

3.3. Native polyacrylamide gel electrophoresis

Each sample (30 mL, 0.5 mM) was mixed with a 60% glycerol
solution (5 mL), and the components of the neuron were veried
by electrophoresis on 12% natural polyacrylamide gel in 1�
9992 | RSC Adv., 2021, 11, 9985–9994
TAE/Mg2+ buffer. The gel was run under a constant voltage of
90 V over a period of 2 hours at 4 �C.
3.4. Fluorescent biosensing assays

Fluorescence experiments were implemented using real-time
PCR (Bio-Rad, C1000) equipped with a 96-well uorescent
plate reader. Fluorescence measurements for all components
were performed in 1� TAE/Mg2+ buffer (40 mM Tris, 20 mM
acetic acid, 1 mM EDTA 2Na and 12.5 mM Mg(OAc)2, pH 8.0)
solution with a reaction volume of 50 mL, reaction temperature
of 25 �C, and a nal reactant concentration of 0.2 mM. The FAM
uorescent signal was detected at 492 nm excitation and
518 nm emission, while the ROX uorescent signal was detected
at 586 nm excitation and 606 nm emission. The uorescence
sampling interval was set at 30 seconds. The normalized uo-
rescence intensity was calculated by subtracting the baseline
intensity at each time point, and then the uorescence incre-
ment at each time point was divided by the maximum uores-
cence increment to obtain the nal value. All uorescence
experiments were repeated three times to ensure repeatability.
4 Conclusions

In summary, we introduced a neuron model based on DNAzyme
regulation. DNAzyme specic cutting realized the correspond-
ing relationship between input signal (Xi) and weight (Wi) in the
neuron model. In this model, a strategy is used to initiate the
activity of DNAzymes via trigger signals. The key method was to
block part of the catalytic core of the DNAzyme through the
secondary structure to inhibit its activity. The input signal and
the inhibitor strand caused strand displacement by exposed
toehold domain so that the DNAzyme restored its hydrolytic
ability to cut substrates. The cleaved substrate was outputted as
a normalized product to realize the normalization process. This
process not only simplies the normalization function of
neurons, but also provides a new mode for processing inputted
information. In addition, we also applied DNA molecular
implementations of other components of articial neurons,
including the construction of weight units and thresholding
gate. On this basis, a complete neuron was constructed by
cascading the components together, and the value of a linear
threshold function was calculated from it. The computing
power of the model was veried.

In addition, E6-type DNAzyme has good stability and enzyme
activity, has been proven to be suitable for molecular logic
operations, raising the possibility of “articial intelligence” in
biological experiments. We envision that this approach can be
combined with other methods (restriction enzyme, DNA
origami) to provide more ideas for molecular logic operations
and DNA neural networks. The experimental results show that
this strategy is versatile in building molecular logic circuits. We
envision that, this method can be extended to other variable
construct types of DNAzymes and other DNA computing
systems. By modifying the DNAzyme allosteric regulatory
domain of the weight unit, multiple input DNA neurons can be
constructed based on this model. Compared with traditional
© 2021 The Author(s). Published by the Royal Society of Chemistry



Paper RSC Advances
DNA neurons, the neuron model presented in this work is
simple to construct and easy to extend. And the successful
application of the DNA voting circuit of this model can prove its
potential in DNA computing. It is possible to establish
a connection between input signals and certain diseases, so that
the “smart” DNA system can make rational judgments inde-
pendently. With the continuous progress in experimental
technology, this model will be useful in providing new ideas for
research in computer science, biomedicine and articial intel-
ligence systems.
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