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tertiary children’s hospital
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Background: Accurately predicting waiting time for patients is crucial for effective hospital management. 
The present study examined the prediction of outpatient waiting time in a Chinese pediatric hospital through 
the use of machine learning algorithms. If patients are informed about their waiting time in advance, they 
can make more informed decisions and better plan their visit on the day of admission.
Methods: First, a novel classification method for the outpatient clinic in the Chinese pediatric hospital 
was proposed, which was based on medical knowledge and statistical analysis. Subsequently, four machine 
learning algorithms [linear regression (LR), random forest (RF), gradient boosting decision tree (GBDT), 
and K-nearest neighbor (KNN)] were used to construct prediction models of the waiting time of patients in 
four department categories.
Results: The three machine learning algorithms outperformed LR in the four department categories. The 
optimal model for Internal Medicine Department I was the RF model, with a mean absolute error (MAE) of 
5.03 minutes, which was 47.60% lower than that of the LR model. The optimal model for the other three 
categories was the GBDT model. The MAE of the GBDT model was decreased by 28.26%, 35.86%, and 
33.10%, respectively compared to that of the LR model.
Conclusions: Machine learning can predict the outpatient waiting time of pediatric hospitals well and 
ease patient anxiety when waiting in line without medical appointments. This study offers key insights 
into enhancing healthcare services and reaffirms the dedication of Chinese pediatric hospitals to providing 
efficient and patient-centric care.
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Introduction

The waiting time in the hospital is linked to the outpatient’s 
satisfaction and impacts the quality of medical care  
provided (1). In China, many tertiary hospitals are 
overwhelmed, and patients have become accustomed 
to waiting in lines because of the deficient and uneven 
distribution of medical resources, chiefly in children’s 
hospitals. Patients in European and American countries 
must book an appointment in advance unless they require 
emergency care. They must be strictly on time for their 
appointments, and any cancellations or changes in the 
schedule require advance notification. Therefore, in most 
European and American countries, the waiting time is usually 
expressed in days (2). Chinese hospitals do not require an 
appointment, and patients can choose to register and visit 
the hospital on the same day. The unpredictable nature of 
patient visits poses considerable challenges to the medical 
staff in China (3) and may be a waste of patients’ valuable 
time. If the patient cannot momentarily stay in the waiting 
room because of an emergency, a turn-missing event may 
occur, as the waiting period is not clear, and the patient may 
lose their place in line. Because of this, some patients are 
fearful about missing their turn and do not leave the waiting 
area. The congested waiting area is detrimental to hospital 
infection prevention and management, especially during the 

coronavirus disease 2019 (COVID-19) pandemic period (3).
Analyzing the determining factors that influence waiting 

time and proposing an effective forecast approach is 
critical from a practical standpoint. Various studies have 
been conducted to predict waiting times using a variety of 
machine learning prediction models in order to improve 
patient experience and care efficiency (4,5). In this manner, 
patients may be able to plan ahead and arrive at the hospital 
at the scheduled time, thus reducing their time in the 
hospital. However, several factors affect waiting time, and 
the time projected has generally relied on rolling average or 
median estimators, which may influence the accuracy (6). 
In other countries, due to differences in medical and health 
systems from those in China, waiting time is measured by 
the number of queuing days, which is not applicable to the 
situation in China (7).

The rapid development and implementation of artificial 
intelligence (AI) in the medical field has opened new 
possibilities for enhancing hospital management. Many 
machine learning algorithms (8), including deep learning (9) 
and random forest (RF) (10), have demonstrated excellent 
performance in time prediction. Studies have used AI to 
predict the onset time of illnesses and the time spent in 
the emergency department and operating room (11,12). 
However, compared with studies conducted elsewhere, those 
concerning the outpatient care situation in China entail 
greater difficulty. Online registration, machine registration, 
and window registration all coexist. Additionally, there is a 
large flow of patients and a diversity of diseases or illnesses, 
both of which complicate the implementation of AI 
technology in hospitals. Establishing an AI-based model to 
predict outpatient waiting time in pediatric hospitals may be 
novel solutions for better meeting the objectives of hospital 
development.

China currently has few models for predicting waiting 
times and even fewer models that are based on AI. Although 
two studies of prediction in medication for older adults (11) 
and chronic respiratory diseases (12) have been conducted 
in China, there is no specific research on patient waiting 
time prediction models for outpatients in Chinese children’s 
hospitals. To better respond to hospital development and 
patient demands, this study developed a set of AI algorithm 
models capable of accurately predicting patient wait times 
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using data from the hospital information system (HIS) 
of Shanghai Children’s Medical Center (SCMC) and the 
characteristics of each department. In the future, we hope 
to be able to send real-time predictions to mobile devices 
in order to provide patients with reasonable and accurate 
time scheduling. This has considerable practical and 
social significance for improving patient satisfaction and 
reducing the burden on hospital management. We present 
this article in accordance with the TRIPOD reporting 
checklist (available at https://tp.amegroups.com/article/
view/10.21037/tp-23-58/rc).

Methods

This study was conducted in accordance with the 
Declaration of Helsinki (as revised in 2013). This study 
was approved by the institute review board of SCMC (No. 
SCMCIRB-K2019020-2). This retrospective study did not 
require informed consent since it was not practicable.

Research flow

Figure 1 illustrates the modeling procedure. We planned 
to collect the relevant information in each department 

from the HIS of SCMC over the past 5 years. Prior to 
modeling, relevant data were mined and examined, and 
several hospital departments were classified into a single 
category based on medical knowledge. Data within the 
same category were consistently modeled. To facilitate 
convergence of the model algorithms, preprocessing of 
the data was conducted to eliminate the effect of extreme 
values and null values. Subsequently, models for waiting 
time prediction were constructed using four algorithms: 
linear regression (LR), K-nearest neighbor (KNN), RF, and 
gradient boosting decision tree (GBDT). The test data set 
was used to evaluate the model’s predictive ability, and the 
R2 and mean absolute error (MAE) were used as indices for 
model evaluation.

Data collection and department classification

From 2015 to 2021, we gathered retrospective outpatient 
data at SCMC. However, the COVID-19 pandemic in 
China altered our hospital outpatient service, with certain 
emergency patients merged into the outpatient clinic. 
Additionally, outpatient visits had declined significantly 
since January 2020. Patient waiting time had also decreased 
significantly since the pandemic (Figure 2). As a result, this 
research selected data only from September 2020 to April 
2021. SCMC had both specialty and general outpatient 
departments. Specialist departments had fewer patients 
than did the general departments. Furthermore, patients in 
specialty sections were treated separately and were not part 
of the general outpatient queue. The focus of this research 
was thus on the waiting time in the general outpatient 
departments.

SCMC had 24 outpatient departments; 17 of them 
had fewer people (<9,000) with short queues. There were 
seven departments with substantial patient flows and severe 
queue conditions whose waiting times were the focus of this 
study (13). These departments were internal or surgical. 
Internal departments included general internal medicine, 
endocrinology, and pneumology, while surgical departments 
included general surgery, orthopedics, otolaryngology, and 
cardiothoracic surgery, as seen in Table 1. The waiting time 
varied by department, as seen in Figure 2A. Meanwhile, 
each department’s hours of operation and closure times 
varied. As a result, we classified these seven departments 
into four categories: Internal Medicine Departments I 
and II and Surgery Departments I and II. The general 
internal department was open 24 hours a day, 7 days a week, 
including on holidays. The endocrinology, pneumology, 

Data collection

Statistical analysis

Medical knowledge

1. Linear regression 
2. K-nearest neighbor
3. Random forest 
4. Gradient boosting 

decision tree

Department classification

Data preprocessing

Feature engineering

Model construction

Model cross-validation and 
hyperparameter tuning

Model evaluation by R2 and 
MAE

Figure 1 Flowchart of model construction and evaluation. MAE, 
mean absolute error.
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otolaryngology, and cardiothoracic surgery departments 
were open from 7 am to 5 pm, while the orthopedics and 
general surgery departments were open from 7 am to 12 am.  
Thus, we classified general internal medicine as Internal 
Medicine Department I, endocrinology and pneumology as 
Internal Medicine Department II, orthopedics and general 
surgery as Surgery Department I, and otolaryngology and 
cardiothoracic surgery as Surgery Department II. Each 
category had its own model. 

Data preprocessing

Due to the fact that certain patients’ critical data (such 
as check-in time and starting time) were missing during 
exploratory analysis, we removed data containing null 

values and erroneous data. For instance, the general surgery 
department was open from 7:00 am to 11:00 pm, yet a 
patient checked in at 6:00 am, which was not possible. After 
data cleaning and deletion of some outliers and missing 
data, 80% of the data were randomly chosen to compose 
the training set, while the remaining 20% were selected to 
compose the test set. 

Feature engineering and value range

Foremost, the guardians of outpatients were required to 
register and wait for their turn with a doctor. As a result, 
we computed waiting time between the time required to 
register and the time beginning of the consultation (11,12). 
The dependent variable was the waiting time. 
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Figure 2 Average waiting time before (A) and during (B) the COVID-19 pandemic. COVID-19, coronavirus disease 2019.
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According to medical knowledge and the experience of 
physicians, independent variables were constructed. This 
study performed one-hot coding for categorical variables 
of gender, type of payment, method of registration, patient 
punctuality, and the type of department. We constructed 
the models using the features list in Table 2 after completing 
a literature research and data interpretation. The day 
of the week on which guardians registered was the first 
feature considered since queueing took longer on Mondays 

and the number of patients was comparatively lower on 
weekends. The second feature was the specific date of the 
registration. Different days might have had varying weather 
and temperature conditions, which might have impacted 
the patient’s flow. The study included the specific time of 
the registration as the third major factor. The value was an 
integer ranging from 0 to 23. The peak time of visits in our 
hospital was around 8 am to 9 am and from 2 pm to 3 pm. 
As a result, registering during this time period would cause 

Table 1 Department classification

Category Outpatient departments Number of patients Open time Number of patients after preprocessing

Internal Medicine 
Department I

General internal medicine 97,908 00:00–23:59 97,908

Total 97,908 97,908

Internal Medicine 
Department II

Endocrinology 14,724 07:00–16:59 14,644

Pneumology 10,289 10,065

Total 25,013 24,709

Surgery Department I Orthopedics 33,520 07:00–23:59 33,272

General surgery 9,460 9,383

Total 42,980 42,655

Surgery Department II Otolaryngology 18,548 07:00–16:59 18,497

Cardiothoracic surgery 10,184 9,751

Total 28,732 28,248

Table 2 Feature interpretation and value range

Feature Value range

Registration week Monday to Sunday

Registration day 1st to 31st

Registration time 0:00 to 23:00

The number of patients in line ahead The number of patients who have signed in but have not yet seen the doctor when this patient 
registered

Patient gender Girl/boy

Type of payment Medical insurance/self-pay

Way of visit Intraday/appointment

Turn missed No/yes

Department Internal Medicine Department I: general internal department

Internal Medicine Department II: endocrinology department, pneumology department

Surgery Department I: orthopedics department, general surgery department

Surgery Department II: otolaryngology department, cardiothoracic surgery department
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longer waiting times. Another feature affecting the waiting 
time was the number of patients waiting ahead of a given 
patient at the time of registration and was the most direct 
influence on the time spent waiting. We also took gender, 
method of payment, appointment, and department into 
account. 

Statistical analysis

Variance inflation factor and variable correlation were 
employed to examine the multicollinearity between 
variables. The variance inflation factors were all almost 
equal to 1, and the correlation coefficient between 
independent variables was about 0. Multiple correlations 
between the independent variables were not found. 
Following this, a significance test was completed for the 
variables in each category. 

Model construction

We first attempted to establish the model in all different 
outpatient departments; if poor results were found, then 
dimension-reduction techniques would be used. LR, RF, 
GBDT, and KNN were used in constructing models 
for the four department categories to make the models 
more explanatory and diverse (14). Grid search was 
used as a parameter tuning method to list all the cases 
of hyperparameters in a one-by-one search; that is, to 
trial each possibility through a cycle among all candidate 
hyperparameter choices, with the parameter demonstrating 
the best performance being selected as the final result (15). 
The 5-fold cross-validation method was used to evaluate the 
effect of the model on the training set (16). The training set 
was divided into five subsets on average, with each subset in 
turn being used as a validation set while the other four self-
subsets were used as training sets. Training and validation 
were repeated five times, and the result of the five average 
cross-validations was taken as the result of the training set. 
In this way, overfitting could be reduced to some extent, and 
effective information could be obtained as much as possible 
from limited data.

LR
A LR model was created as a reference for other algorithms 
with waiting time being used as the dependent variable.

RF
RF is a bagging algorithm that contains multiple weak 

decision trees. The hyperparameters tuned by grid search 
included the number of subtrees as well as the maximum 
number of features and the minimum number of samples to 
split a node.

GBDT
GBDT (17,18) is a boosting algorithm that incorporates a 
number of weak decision trees. The learning rate, number 
of boosting iterations, maximum depth of each tree, 
maximum number of features, and minimum number of 
samples to split a node were tuned by grid search.

KNN
KNN (19) involves each sample being represented by its 
KNNs. The hyperparameters tuned were the number of 
neighbors and the type of weights. 

Model evaluation 

R2 and the MAE were used to compare the model 
performances. R2 measured the amount of variation in 
the dependent variable that could be explained by the 
independent variable. The nearer R2 is to 1, the better the 
model performance. MAE is the average of the absolute 
values of the difference between the actual and expected 
waiting times for each patient. In practice, patients may 
encounter difficulties if the predicted waiting time is too 
lengthy or too short. Therefore, a lower MAE shows that 
the expected waiting time is closer to the actual time, which 
benefits patients. Additionally, predicted waiting time was 
compared against actual waiting time to demonstrate the 
disparities across models and departments. Throughout the 
investigation, data processing and analysis were carried out 
using Python (version 3.9.0, Python Software Foundation).

Results

Basic characteristics of data

Between September 1, 2020, and April 31, 2021, a total of 
248,345 observations were gathered. After removal of null 
values and outliers, a total of 193,520 visits were recorded, 
comprising 97,908 visits to Internal Medicine Department 
I, 24,709 visits to Internal Medicine Department II, 
42,655 visits to Surgery Department I, and 28,248 visits 
to Surgery Department II. According to Table 3, patients’ 
guardians visited intraday or by appointment and were 
reimbursed by medical insurance or from their own pocket. 
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Gender, means of visit, method of payment, and turn 
missing were essentially the same across all areas. Internal 
Medicine Department I had 78,326 visits for the training 
set and 19,582 visits for the testing set, Internal Medicine 
Department II had 19,767 visits for the training set and 
4,942 visits for testing set, Surgery Department I had 
34,124 visits for the training set and 8,531 visits for the 
testing set, and Surgery Department II had 22,598 visits 
for the training set and 5,650 visits for the testing set. Data 
from May 2021 were collected as an external validation 
set, with 13,413 visits in Internal Medicine Department I, 
3,717 visits in Internal Medicine Department II, 6,284 visits  
in Surgery Department I, and 4,245 visits in Surgery 
Department II.

Performance of models

Models for the departments of Internal Medicine 
Department I, Internal Medicine Department II, Surgery 
Department I, and Surgery Department II were constructed 
using four machine learning algorithms. Table 4 summarizes 
the prediction performance of the training and testing set. 

For Internal Medicine Department I, the R2 of GBDT and 
RF on both the training and test set were 0.97, which was 
higher than the R2 of LR (training set: R2=0.91; testing 
set: R2=0.91) and KNN (training set: R2=0.94; testing set: 
R2=0.95). The R2 of GBDT was the largest on the test sets 
for Internal Medicine Department II, Surgery Department 
I, and Surgery Department II, with values of 0.82, 0.89, and 
0.85, respectively, while the MAE values were 14.62, 8.73, 
and 14.11 minutes, respectively.

With the R2 and MAE of the LR algorithm being used 
as a baseline, other algorithms were compared (Table 5). 
The MAE of RF on the testing set for Internal Medicine 
Department 1 was 5.03 minutes, accounting for just 13.80% 
of the overall average wait time. When RF was compared to 
LR, the R2 increased by 6.59% and the MAE decreased by 
47.60%. Accordingly, it was found that the RF model was 
most effective in predicting outcomes in Internal Medicine 
Department I. The best predictive effect was achieved 
with the GBDT algorithm Internal Medicine Department 
II, Surgery Department I, and Surgery Department II, 
and in comparison to the LR model, the R2 was increased 
by 22.39%, 23.61%, and 19.72%, respectively, while the 

Table 3 Characteristics of the training set and testing set

Characteristics

Internal Medicine  
Department I

Internal Medicine Department 
II

Surgery Department I Surgery Department II

Training set Testing set Training set Testing set Training set Testing set Training set Testing set 

Sample size 78,326 19,582 19,767 4,942 34,124 8,531 22,598 5,650 

Gender

Girl 35,286 (45.05) 8,753 (44.70) 10,453 (52.88) 2,643 (53.48) 13,856 (40.6049) 3,569 (41.84) 9,705 (42.9463) 2,487 (44.02)

Boy 43,040 (54.95) 10,829 (55.30) 9,314 (47.12) 2,299 (46.52) 20,268 (59.3951) 4,962 (58.16) 12,893 (57.0537) 3,163 (55.98)

Visit type

Intraday 68,888 (87.95) 17,244 (88.06) 4,556 (23.05) 1,175 (23.78) 23,039 (67.5155) 5,729 (67.16) 11,352 (50.2345) 2,835 (50.18)

Appointment 9,438 (12.05) 2,338 (11.94) 15,211 (76.95) 3,767 (76.22) 11,085 (32.4845) 2,802 (32.84) 11,246 (49.7655) 2,815 (49.82)

Method of payment

Medical 
insurance

50,755 (64.80) 12,797 (65.35) 14,586 (73.79) 3,642 (73.69) 20,943 (61.3732) 5,111 (59.91) 11,993 (53.0711) 2,943 (52.09)

Self-pay 27,571 (35.20) 6,785 (34.65) 5,181 (26.21) 1,300 (26.31) 13,181 (38.6268) 3,420 (40.09) 10,605 (46.9289) 2,707 (47.91)

Turned miss

No 61,831 (78.94) 15,395 (78.62) 18,073 (91.43) 4,511 (91.28) 30,408 (89.1103) 7,615 (89.26) 19,297 (85.3925) 4,874 (86.27)

Yes 16,495 (21.06) 4,187 (21.38) 1,694 (8.57) 431 (8.72) 3,716 (10.8897) 916 (10.74) 3,301 (14.6075) 776 (13.73)

Data are presented as n (%). Internal Medicine Department I included the general internal department. Internal Medicine Department II 
included the endocrinology department and pneumology department. Surgery Department I included the orthopedics department and 
general surgery department. Surgery Department II included the otolaryngology department and cardiothoracic surgery department.
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Table 4 Performance evaluation of four prediction models in 
different departments

Department 
category

Model
Training set Test set

R2 MAE (min) R2 MAE (min)

Internal Medicine 
Department I 

LR 0.91 9.59 0.91 9.60

KNN 0.94 6.49 0.95 6.47

GBDT 0.97 5.27 0.97 5.28

RF 0.97 5.06 0.97 5.03

Internal Medicine 
Department II

LR 0.68 19.8 0.67 20.38

KNN 0.74 16.39 0.74 16.74

GBDT 0.83 14.15 0.82 14.62

RF 0.79 15.07 0.74 15.43

Surgery  
Department I

LR 0.70 13.55 0.72 13.61

KNN 0.78 10.82 0.79 10.86

GBDT 0.88 8.76 0.89 8.73

RF 0.87 8.95 0.86 8.85

Surgery  
Department II

LR 0.70 20.65 0.71 21.09

KNN 0.77 16.67 0.77 17.12

GBDT 0.85 13.62 0.85 14.11

RF 0.84 13.89 0.81 14.07

Internal Medicine Department I included the general internal 
department. Internal Medicine Department II included the 
endocrinology department and pneumology department. 
Surgery Department I included the orthopedics department and 
general surgery department. Surgery Department II included 
the otolaryngology department and cardiothoracic surgery 
department. MAE, mean absolute error; LR, linear regression; 
KNN, K-nearest neighbor; GBDT, gradient boosting decision 
tree; RF, random forest.

Table 5 Performance evaluation of the three algorithms compared 
with LR

Department 
category

Model
Training set Test set

R2 (%) MAE (%) R2 (%) MAE (%)

Internal Medicine 
Department I 

KNN 3.30 −32.33 4.40 −32.60

GBDT 6.59 −45.05 6.59 −45.00

RF 6.59 −47.24 6.59 −47.60

Internal Medicine 
Department II 

KNN 8.82 −17.22 10.45 −17.86

GBDT 22.06 −28.54 22.39 −28.26

RF 16.18 −23.89 10.45 −24.29

Surgery  
Department I

KNN 11.43 −20.15 9.72 −20.21

GBDT 25.71 −35.35 23.61 −35.86

RF 24.29 −33.95 19.44 −34.97

Surgery  
Department II

KNN 10.00 −19.27 8.45 −18.82

GBDT 21.43 −34.04 19.72 −33.10

RF 20.00 −32.74 14.08 −33.29

As a control, the linear regression algorithm was used. Internal 
Medicine Department I included the general internal department. 
Internal Medicine Department II included the endocrinology 
department and pneumology department. Surgery Department 
I included the orthopedics department and general surgery 
department. Surgery Department II included the otolaryngology 
department and cardiothoracic surgery department. LR, 
linear regression; MAE, mean absolute error; KNN, K-nearest 
neighbor; GBDT, gradient boosting decision tree; RF, random 
forest.

MAE was decreased by 28.26%, 35.86%, and 33.10%, 
respectively.

The optimal prediction model for each category was 
used to predict the data from the external validation set, 
and the results are shown in Table 6. The MAE of four 
models was within 14 minutes, and MAE of the RF model 
for Internal Medicine Department I was only 2.46 minutes.  
The prediction results on the external validation set 
indicated that the optimal model for each category had 
good generalization performance. The variable coefficients 
and significance tables of the four category models are 
shown in Tables S1-S4.

Visualization of predicted time versus real time

Figure 3 presents the relationship between actual waiting 
time and predicted waiting time. In the test set of Internal 
Medicine Department I, the waiting time predicted with 
the RF algorithm and the actual waiting time were basically 
distributed near the axis of symmetry. Meanwhile, a similar 
tendency was observed for the RF algorithm in the training 
set and test set, which proved that there was no overfitting 
problem. Therefore, for Internal Medicine Department I, 
we chose the RF model as the final prediction model. 

For Internal Medicine Department II ,  Surgery 
Department I, and Surgery Department II, the predicted 
and actual values of the LR method were distributed at 
opposite ends of the symmetry axis; meanwhile, for the 
GBDT algorithm, the data were more evenly spread along 

https://cdn.amegroups.cn/static/public/TP-23-58-Supplementary.pdf
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the symmetry axis. As a result, GBDT was chosen as the 
best prediction model, Internal Medicine Department II, 
Surgery Department I, and Surgery Department II.

Discussion

Waiting time is one of the indicators used to assess the 
overall quality of hospital health services. It is influenced 
by patients, hospitals, and society, and it has an element 
of unpredictability. In this work, a waiting time prediction 
model was established using the LR, RF, GBDT, and KNN 
algorithms, and the model was compared and analyzed using 
R2 and MAE. GBDT was found to perform the best among 
these AI algorithms, and Internal Medicine Department I 
showed the greatest R2 of these departments, at 0.97.

The impact of data sets on results

In this study, the outpatient and emergency flowchart of our 
hospital were changed before and during the COVID-19 
pandemic. To differentiate fever patients from nonfever 
patients, the hospital included emergency nonfever patients 
in the normal outpatient clinic. The emergency nonfebrile 
patient queue sequence overlapped with the outpatient 
queue sequence. Following check-in, emergency patients 
would be positioned right in front of all out-patients, 
putting a strain on outpatient medical services (20). In 
order to account for changes in outpatient and emergency 
visiting practices, this study did not include outpatient data 
from before COVID-19, but rather only data from after 
September 2020 (21). At the start of the pandemic, patient 
flow was fluctuating but steadily stabilized until the second 
half of 2020 (22). Despite the abandoning of a substantial 
amount of early data, the situation in the second half of 
2020 data was more accurate (23) and may be integrated 

more easily into the hospital’s outpatient system in the 
future, providing ease for patients and aiding in hospital 
decision-making. The waiting time was defined as the 
period from registration and to be beginning of consultation 
with a physician. After swiping the hospital card, the 
patient would be added to the queue, which eliminated the 
disruption caused by scheduling an appointment.

Although this  s tudy did not  cover a l l  hospita l 
departments, it focused on departments with a greater 
number of people (>9,000). The findings of the exploratory 
analysis showed that the waiting time in departments 
with lower volumes (patients <9,000) was brief, and there 
was virtually no waiting. As a result, their data were not 
taken into consideration. Inadequate sample size may have 
an influence on the model’s training effect. The general 
internal medicine department had a sizable outpatient 
population, and hence the training’s sample size was the 
greatest. The model of Internal Medicine Department I 
outperformed that of other departments. As a significant 
component determining the waiting time, turn missing was 
also included as an independent variable in the model. 

Not only did patients who missed their turn have to wait 
longer for a doctor’s consultation, but they also shortened 
the waiting time for the patient right behind of them, who 
could see a doctor immediately. There were a significant 
number of patients who missed a in the data set, and in 
actuality, the scenario of patients missing turns happened 
often in real life. As a consequence, since the direct deletion 
of registered patients might impact the extrapolation of the 
findings, we retained these data.

The effect of the algorithm on the results

Among the models in the four categories, the optimal 
model for Internal Medicine Department I was the RF 

Table 6 Model prediction performance on the external validation set

Department Number of patients Average waiting time (min) MAE (min)

Internal Medicine Department I 13,413 25.6 2.46

Internal Medicine Department II 3,717 55.6 13.08

Surgery Department I 6,284 28.14 8.29

Surgery Department II 4,245 56.67 13.18

Internal Medicine Department I included the general internal department. Internal Medicine Department II included the endocrinology 
department and pneumology department. Surgery Department I included the orthopedics department and general surgery department. 
Surgery Department II included the otolaryngology department and cardiothoracic surgery department. MAE, mean absolute error of the 
optimal model of each category in the external validation set.



Translational Pediatrics, Vol 12, No 11 November 2023 2039

© Translational Pediatrics. All rights reserved.   Transl Pediatr 2023;12(11):2030-2043 | https://dx.doi.org/10.21037/tp-23-58

model, and the optimal model for the other three categories 
was the GBDT model. The training algorithm for RF 
applied the technique of bagging in which a random sample 
was repeatedly selected, with replacement of the training 
set and the fitting of trees to these samples. Although the 
predictions of a single tree were highly sensitive to noise in 
its training set, the average of many trees was not as long 
as the trees were not correlated. Therefore, the bagging 
technique reduced the influences of outliers and noise on 
the model, thereby reducing the variance. Simply training 
many trees on a single training set would give strongly 
correlated trees, but bagging has a way of decorrelating 
the trees by showing them different training sets. Internal 
Medicine Department I involved only one department, 
and there was the certain linear relationship between the 
independent variables and the dependent variable (Figure 3).  
Therefore, the RF algorithm had the best performance 
in this category because it decreased the variance without 
increasing the bias. 

In the other three categories, there were two small 
departments, and there was no obvious linear relationship 
between the independent variables and the dependent 
variable. Therefore, in this study, we needed to train the 
model to reduce the bias between the training value and true 
value. Gradient boosting combined weak “learners” into a 
single strong learner in an iterative fashion, with the aim 
of reducing the residual between the predicted value and 
the observed value in each iteration. As a result, the GBDT 
algorithm yielded a smaller bias than did the RF algorithm. 
The optimal models for Internal Medicine Department II, 
Surgery Department I, and Surgery Department II were the 
GBDT models. 

The prediction performance for Internal Medicine 
Department I was the best among all kinds according to 
our findings after training and verification. The R2 of these 
four AI methods were all more than 0.9. It was possible to 
deduce the causes for this discrepancy from the following 
observations. First, the data volume of the internal 
medicine clinic was comparatively broad, and then there 
were more training samples, resulting in high accuracy. 
Second, Internal Medicine Department I only included a 
single department, general internal medicine, while the 
other categories consisted of multiple departments. The 
heterogeneity between departments might also be one 
of the reasons for the low accuracy (24). In our earlier 
understanding, merging and modeling different departments 
might adequately expand the sample size and reduce the 
working time. However, it would have a negative impact on 

the accuracy of the results (25). Therefore, each department 
should be represented independently in the subsequent 
phase. However, departments must first determine if they 
need AI to estimate wait times before proceeding. If the 
waiting time in the department is unusually short or the 
patient’s willingness for use AI is low, then there is no 
urgent need to predict the waiting time (26). 

In the future, we plan to embed the models into a mobile 
social media app, the WeChat mini-program, allowing 
patients to access the predicted and potential wait time on 
mobile phone. This will enable outpatients to plan their 
own schedule and participate in other activities during the 
waiting period. Moreover, this would allow hospitals to 
allocate doctors according to the different waiting times 
of each department, improving the hospital management 
process. We also plan to develop a patient feedback program 
to assess patients’ satisfaction with the prediction system, 
thereby improving the AI system for predicting patient 
waiting time (27).

Comparison with the average method

At present, Chinese hospitals only provide patients with 
the number of patients waiting in line ahead of them. 
Therefore, the most intuitive way to estimate waiting time 
is to multiply the average waiting time of each patient by 
the number of patients waiting ahead in line. The average 
method predicts the waiting time of patients by calculating 
the average waiting time of patients in each department 
in the dataset and then multiplying it by the number of 
patients waiting ahead in line. The average of the absolute 
values of the difference between the predicted value and 
the true value are the MAE of the average method. The 
comparison of the optimal prediction model and the 
average method prediction capability for each category is 
shown in Table 7. The MAE of the optimal model in each 
category was increased over 35% compared to the MAE of 
the average method.

Strengths and limitations

The advantage of this study is that departments with a 
large number of outpatient visits were selected based on 
real-world data, the possibility of using four algorithms to 
predict postepidemic waiting time was explored, and the 
performance of different models was compared (28,29). 
The use of AI in predicting patient wait times holds 
significant clinical implications, providing valuable insights 
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Figure 3 Actual waiting time and predicting waiting time of four algorithms for four types of departments. Internal Medicine Department 
I included the general internal medicine department. Internal Medicine Department II included the endocrinology and pneumology 
departments. Surgery Department I included the orthopedics and general surgery departments. Surgery Department II included the 
otolaryngology and cardiothoracic surgery departments. LR, linear regression; KNN, K-nearest neighbor; GBDT, gradient boosting 
decision tree; RF, random forest.

for healthcare providers. By accurately estimating waiting 
durations, hospitals managing staff can optimize workflows 
and enhance the overall patient experience. The primary 

clinical significance of this predictive model lies in its ability 
to proactively manage resources and allocate staff effectively. 
By leveraging precise waiting time predictions, healthcare 
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facilities can effectively ensure available personnel and 
facilities, minimizing overcrowding and reducing delays. 
Furthermore, patients can benefit from the transparency 
and predictability offered by this model. Access to estimated 
waiting times through a user-friendly interface, such as a 
mobile application, empowers individuals in planning their 
schedules accordingly. This informed decision-making not 
only reduces frustration and anxiety related to uncertain 
wait times but also improves patient satisfaction.

The main limitation to this study was that due to the 
single-center design, validation using data from other 
external sources is needed. Second, in order to expand the 
sample size, some departments were combined, which might 
have led to insufficient accuracy of prediction. Finally, the 
outpatient procedure of the hospital changed before and 
after the epidemic, and a massive amount of pre-epidemic 
data were not used.

Conclusions

Machine learning can predict the outpatient waiting time 
of pediatric hospitals and ease patient anxiety when queuing 
without medical appointments.
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conducted in accordance with the Declaration of Helsinki (as 
revised in 2013). This study was approved by the institute 
review board of Shanghai Children’s Medical Center (No. 
SCMCIRB-K2019020-2). This retrospective study did not 
require informed consent since it was not practicable.
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