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A B S T R A C T   

At present, most methods to improve the accuracy of emotion recognition based on electroen
cephalogram (EEG) are achieved by means of increasing the number of channels and feature 
types. This is to use the big data to train the classification model but it also increases the code 
complexity and consumes a large amount of computer time. We propose a method of Ant Colony 
Optimization with Convolutional Neural Networks and Long Short-Term Memory 
(ACO–CNN–LSTM) which can attain the dynamic optimal channels for lightweight data. First, 
transform the time-domain EEG signal to the frequency domain by Fast Fourier Transform (FFT), 
and the Differential Entropy (DE) of the three frequency bands (α, β and γ) are extracted as the 
feature data; Then, based on the DE feature dataset, ACO is employed to plan the path where the 
electrodes are located in the brain map. The classification accuracy of CNN-LSTM is used as the 
objective function for path determination, and the electrodes on the optimal path are used as the 
optimal channels; Next, the initial learning rate and batchsize parameters are exactly matched the 
data characteristics, which can obtain the best initial learning rate and batchsize; Finally, the 
SJTU Emotion EEG Dataset (SEED) dataset is used for emotion recognition based on the 
ACO–CNN–LSTM. From the experimental results, it can be seen that: the average accuracy of 
three-classification (positive, neutral, negative) can achieve 96.59 %, which is based on the 
lightweight data by means of ACO–CNN–LSTM proposed in the paper. Meanwhile, the computer 
time consumed is reduced. The computational efficiency is increased by 15.85 % compared with 
the traditional CNN-LSTM method. The accuracy can achieve more than 90 % when the data 
volume is reduced to 50 %. In summary, the proposed method of ACO–CNN–LSTM in the paper 
can get higher efficiency and accuracy.   

1. Introduction 

The urgent demand for artificial intelligence in various domains has spurred the emergence of interdisciplinary approaches [1,2]. 
Specifically, there has been significant focus on utilizing computer technology and mathematical methods to process human biological 
signals [3,4]. EEG-based emotion recognition is one of the hot spots research topics that have received continuous attention [5–7]. EEG 
characterizes voltage fluctuations from the cerebral cortex and has been shown to reveal important information about the true 
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emotional state of human [8–10]. EEG-based emotion recognition has been rapidly developed in the fields of artificial intelligence, 
medical care, and education [11–13]. 

Early EEG-based emotion recognition algorithms were mainly based on traditional machine learning methods, including support 
vector machines (SVM), K-nearest neighbors, random forests, naive Bayes, etc [14–16]. Yang F et al. [17]proposed an effective 
cross-subject sentiment recognition method that integrated significance testing, sequential backward selection and support vector 
machine (ST-SBSSVM). It ultimately achieved 89 % accuracy on the SEED dataset. Wagh K P et al. [18]used wavelet transform and 
extracted features such as Power Spectral density (PSD), Energy, Standard Deviation, and Variance, to classify the emotional states. 
Using three classifiers and the final decision tree had the highest accuracy of 71.52 %. 

With the development of technology, deep learning techniques were also heavily applied to EEG signal emotion recognition 
[19–21]. Zhong P et al. [22] proposed a method based on regularized graph neural networks (RGNN) for emotion recognition of EEG, 
which accuracy was 94.24 % on the SEED dataset. Liu et al. [23] performed empirical mode decomposition and differential entropy 
feature extraction on the data, designed the optimal placement of electrodes. They finally fed the processed data into a 
two-dimensional CNN, which achieved the highest accuracy of 97.56 % on the SEED dataset. Yin et al. [24] calibrated and segmented 
the EEG signal and used the differential entropy feature as input to a deep learning model fusing model of graph convolutional neural 
networks and a long and short-term memory. The final average classification accuracies in arousal and valence were: 90.45 % and 
90.60 %. Li et al. [25] designed a Bi-hemisphere domain adversarial neural network model (BiDANN) to reduce the possible domain 
differences between the source and target domains in the left and right hemispheres, which achieved an average accuracy of 92.38 %. 
Bao G et al. [26] proposed a data augmentation model of VAE-D2GAN, to generate an adversarial network model for emotion 
recognition on the SEED dataset with 92.5 % accuracy. Iyer A et al. [27] used differential entropy features of five frequency bands, 
combined with CNN and LSTM models, and finally achieved 97.16 % accuracy on the SEED dataset. 

In addition, the scholars researched in the optimization of classification models [28–31]. Zg A et al. [32] optimized the CNN 
parameters and implemented sentiment recognition using an improved Particle Swarm Optimization (PSO). The experimental results 
showed that the average accuracy was 92.44 %, which had increased by 0.79 %. Lokesh, S. et al. [33]proposed Fractional Chimpanzee 
Optimization Algorithm (FrChOA) which combined the Chimpanzee Optimization Algorithm (COA) with fractional order calculus, and 
its classification accuracy was 88.48 % with 20 channels selected. Kannadasan K et al. [34] proposed a differential-evolution-based 
feature selection algorithm (DEFS) to obtain an optimal feature set for effective subject-independent for emotion recognition with 
SVM (DEFS-SVM). It got the classification accuracies of 73.60 % and 74.23 % to detect valence arousal and valence on the DEAP 
dataset, and they were higher than the Particle Swarm Optimization(PSO) feature selection algorithm by 9.55 % and 9.3 %, 
respectively. 

In summary, most of the above studies used the data of all bands and channels. Although there was a selection of channels, the 
recognition accuracies were not well. In addition, more features were added beyond DE to improve classification accuracy. Although it 
can get higher classification accuracies, the more data needed to be processed which consumed more time and reduced the compu
tational efficiency. In this paper, an ACO–CNN–LSTM algorithm was proposed with the goal of efficient and high-precision recognition, 
which can achieve higher-precision classification accuracy with a lightweight data of a single feature. 

2. Method 

In this paper, FFT was used to transform the EEG signal from time domain to frequency domain, so as to obtain five frequency 
bands: δ (<4Hz), θ (4–7Hz), α (8–13Hz), β (14–30Hz), γ (>30Hz), and the data of three frequency bands(α, β and γ) were used highly 
associated with emotion [35]. For feature extraction, only DE was used as the feature. 

2.1. Differential entropy (DE) 

DE is an extension of Shannon’s information entropy on continuous variables, which can reflect the vigilance changes of continuous 
variables. EEG is the high-dimensional nonlinear data, and DE can provide dynamic and time-series information of EEG [36,37]. 
Meanwhile, DE has better robustness to noise and signal variation for EEG signals. Due to EEG’s susceptibility to interference and 
information mutation, using DE as the feature can better cope with the above problems [38–40]. It can quantify some uncertainty in 
the probability distribution of continuous random variables, it is often used to analyze the complexity and uncertainty of EEG signals. 
DE is defined in Eq. (1): 

DE = −

∫ b

a
p(x)log(p(x))dx (1)  

in which, p(x) is the probability density function of the information, [a,b] is the integral interval. 
If the signal obeys or approximately obeys a Gaussian distribution N(μ, σ2), its DE can be approximated to obtain a more easily 

calculated formula [41]. For the pre-processed EEG signals in each frequency band, they all approximately obey the Gaussian dis
tribution. Thus DE of the ith frequency band is shown as Eq. (2). 
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in which, σi
2 denotes the signal variance of the ith frequency band. 

2.2. Convolutional neural network and Long Short-term memory (CNN-LSTM) 

2.2.1. Convolutional neural network (CNN) 
CNN is a feedforward neural networks that include convolutional computation with the deep structure. CNN is initially widely used 

in the image field, and with the development of deep learning, more and more scholars are applying CNNs to the other fields such as 
EEG signal emotion recognition [42]. CNN is consisted of convolutional layer, activation function, pooling layer, fully connected layer 
and output layer. Fig. 1 shows the structure of the classical CNN model. 

2.2.2. Long Short-term memory (LSTM) 
LSTM is a temporal recurrent memory network, which is one of the best known recurrent neural networks, and widely used in 

natural language processing, time series analysis and other serial data modeling tasks [43]. The memory unit in LSTM can be viewed as 
a state vector that retains important information in the input sequence and updates over time. LSTM also includes three gating units: 
forget gate, input gate and output gate. These gates can read, write, and clear memory cells based on the input sequence and the state 
from the previous moment. LSTM is highly capable of managing long-term dependencies. Fig. 2 shows the structure of the classical 
LSTM model. 

2.2.3. CNN-LSTM 
LSTM is utilized with CNN (CNN-LSTM), which can overcome the problem of CNN ignoring time information because EEG signal is 

a kind of time-series data [43]. Based on literature review, it has been observed that most network models consist of an input layer, 
convolutional layers, pooling layers, LSTM layers, dropout layers, fully connected layers, and a classification layer. For the number of 
CNN and LSTM layers, an overfitting model with 10 CNN layers and 4 LSTM layers was initially developed. Then the number of layers 
were reduced gradually to mitigate overfitting. Finally, a model with 4 CNN layers and 3 LSTM layers was chosen. Among them, each 
CNN hidden layer consists of one convolutional layer, one normalization layer and one maximum pooling layer. The model structure of 
CNN-LSTM is shown in Fig. 3. 

For the convolutional layers, the Relu function is used in the model as the activation function for all four layers, and the con
volutional kernel size is 3 × 1. The number of convolutional kernels in the first layer is 16, and the step size is 2 × 1, while the number 
of convolutional kernels in the next three layers is 32, and the step size is 1 × 1; For the pooling layer, this paper uses maximum pooling 
with a pool size of 2 × 1 and a step size of 1 × 1; The LSTM has three hidden layers and the number of hidden layers in each layer is 200, 
100, 50 respectively. The output of the fully connected layer is three; For the dropout layer, the parameter is set to 0.2, which means 
that 20 % of the samples are randomly discarded in each training epoch, which serves to prevent over fitting. The set parameters of the 
CNN-LSTM are shown in Table 1. 

2.3. ACO–CNN–LSTM 

ACO is a heuristic path optimization algorithm based on the foraging behavior of ants in nature. The ants can release a special 
secretion (pheromone) on the path in search of food. Over time, the probability that later ants will choose that path is proportional to 
the concentration of pheromone on the path [44–46]. In the field of emotion recognition based on the EEG, there is a close relationship 
between emotion and channel, because the emotional states cause neural activity in different areas of the brain, and the electrical 
signals of these neural activities are acquired by the electrodes. The electrode positions are the fixed points of the paths, and 
ACO–CNN–LSTM can search the optimal channel of the optimal path and obtain the classification results. Table 2 shows the pseudo 
code of searching optimal channels by ACO–CNN–LSTM. 

ACO–CNN–LSTM takes the classification accuracy of the CNN-LSTM as the objective function, continuously calculates the prob
ability transfer matrix for each ant, and updates the pheromone to obtain the subset of historical optimal channels with the highest 
classification accuracy. Fig. 4 shows the recognition process of ACO–CNN–LSTM. 

Fig. 1. Classical CNN model structure.  
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2.4. Dataset 

SEED dataset was employed for emotion recognition in this paper. The dataset consisted of 15 subjects (7 males and 8 females), 
which the average age was 23.27 and 15 experiments of each subject. Fifteen Chinese film clips (positive, neutral and negative 
emotions) were chosen from the pool of materials as stimuli used in the experiments and the experiments were repeated three times at 

Fig. 2. Classical LSTM model structure diagram.  

Fig. 3. CNN-LSTM structure diagram.  

Table 1 
The parameters of CNN-LSTM.  

Layer Type Filter size Filter number Stride size Activation Function Padding 

Conv 1 3 × 1 16 2 × 1 RELU Same 
Pool 1 2 × 1 – 1 × 1 – – 
Conv 2 3 × 1 32 1 × 1 RELU Same 
Pool 2 2 × 1 – 1 × 1 – – 
Conv 3 3 × 1 32 1 × 1 RELU Same 
Pool 3 2 × 1 – 1 × 1 – – 
Conv 4 3 × 1 32 1 × 1 RELU Same 
Pool 4 2 × 1 – 1 × 1 – – 
LSTM 1 – 200 – – – 
LSTM 2 – 100 – – – 
LSTM 3 – 50 – – – 
Dense – 3 – – – 
Dropout 0.2 – – – – 
Softmax – – – – –  
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sequential intervals of one week. The duration of each film clip is approximately 4 min. Each film clip is well edited to create coherent 
emotion eliciting and maximize emotional meanings. The details of the film clips used in the experiments were listed in Table 3. There 
were a total of 675 samples, each of which contains 62 channels. The ratio of training set to test set was 4:1, the data size of training set 
was 540 × 62 × 3 and the data size of test set was 135 × 62 × 3. 

Table 2 
Search optimal channels by ACO–CNN–LSTM.  

Algorithm: ACO–CNN–LSTM 

Input: D: All EEG Data 
G: Number of iterations 
m: Number of ants 
ch: Number of channels 
P0: Transfer probability constant 
Output: A subset of historical optimal channels with ch channels. 
1: Set the initial subset of channels randomly 
2: Initialize pheromone matrix ξ 
3: while iter < G do 
4: for i = 1 to m do 
5: Calculate CNN-LSTM-baesd classification accuracy of the channels constructed by the ith ant 
6: Calculate the state transfer probability P of the ith ant 
7: if P ≤ P0 then 
8: Selecting a new channel using roulette wheel algorithm 
9: end if 
10: end for 
11: Select the channel with the highest classification accuracy in the iter to update the pheromone ξ 
12: end while 
13: Select the channels corresponding to the highest pheromone ξ as the best channels  

Fig. 4. The recognition process of ACO–CNN–LSTM.  
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3. Experimental results and analysis 

3.1. Feature experiments and analysis 

Using a single feature as the feature data for classification implied that the feature exhibits strong EEG emotion characteristics. 
Emotion classification experiments were conducted on seven features, as shown in Table 4. The classification results were shown in 
Fig. 5, which was to illustrate the reason for choosing DE as the single feature. 

As can be seen from Fig. 5, the classification accuracy of each feature increased with the increase of the number of iterations. 
Among them, the recognition accuracy of the DE used in this paper was significantly higher than the others, and its accuracy rate can 
reach 100 % in the 60th iterations. It can be seen that DE can capture the nonlinear dynamic characteristics of EEG signals. Therefore, 
DE was selected as the feature data for EEG emotion recognition in this paper. 

People has different psychological perceptions and emotional expression because of their different life trajectories, and there may 
be some significant differences in the performance of the same and different sex in response to the same stimulus. Figs. 6 and 7 showed 
DE head distribution of 15 subjects on the frequency bands of α、 β and γ, which stimulus were the same of positive. Fig. 6 showed DE 
head distribution of 7 male subjects and Fig. 7 showed DE head distribution of 8 female subjects. 

From Figs. 6 and 7, it can be seen that the concentrated regions of the low DE were basically consistent both males and females, and 
the electrode regions of males are larger than females. But among the males, S01 and S06 showed specificity with high DE. The 
electrodes with high DE of S01 were located at PO6 and P1, and the electrodes with high DE of S06 were located at AF4 and P1. It 
indicated that the above two male subjects were different from the other subjects, and also indicated the individual differences because 
they showed different responses to the same stimulus. Among the females, S15 subject showed the individual differences. The high DE 
electrodes of S15 were located at FC5, PO3, AF4, F2, FC2 and P5. It indicated that S15 showed many differences to the others, stimuli, 
and this subject should be put into the training set to strengthen the generalization ability of the classification model. 

Table 3 
The details of the film clips [47].  

No. Emotion label film clips sources 

1 negative Tangshan Earthquake 
2 negative Back to 1942 
3 positive Lost in Thailand 
4 positive Flirting Scholar 
5 positive Just Another Pandora’s Box 
6 negative World Heritage in China  

Table 4 
The seven features.  

Feature Expression Explanation 

Average (ave) 
ave =

∑N
i=1xi

N 
(3) 

xi and x(t) represents the set of EEG signals corresponding to one of the 
channels after pre-processing. 
σ2

n represents variance of the EEG signal. 
N is the sequence length of this EEG signal. 

Standard Deviation (std) 
std =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑N

i=1(xi − ave)2

N

√

(4) 

Hjorth Activity = σ2
n =

1
N
∑N

i=1
[xi − ave]2 (5) 

Mobility =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

Activity
(d(x(t))

dt

)

Activity(x(t))

√
√
√
√
√

(6) 

Complexity =

Mobility
(d(x(t))

dt

)

Mobility(x(t))
(7) 

DE DE(i) =
1
2

log(2πeσ2
i ) (8) σi

2 denotes the signal variance of the ith frequency band. 

Power Spectral Density (PSD) 
PSD =

1
2πN

⃒
⃒
⃒
⃒
⃒

∑N− 1
n=0

x(n)e− jωn

⃒
⃒
⃒
⃒
⃒

2 

(9) 
N is the sequence length of the segment of discrete EEG signals. x(n)
represents the set of EEG signals corresponding to one of the channels after 
pre-processing. 

Fractal dimension (FD) 

FD =
log(L)
log(d)

=

log
( L
a

)

log
( d
a

) =
log(N)

log(N) + log
( d
L

)

(10) 

N is the number of time samples in the EEG epoch. d is the distance between 
the two consecutive points (curve diameter) and L denotes the curve. length. 

Mean and Standard Deviation of 
wavelet coefficients (MS- 
DWT) 

wf (a, b) =
1̅
̅̅
a

√

∫

R
f(t)φ

(
t − b

a

)

dt(a> 0) (11) 
φ(t) is called wavelet function or wavelet mother function. a is the scale factor 
and b is the translation factor.  
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3.2. Initial learning rate and batchsize analysis 

The ratio of training set to test set was 4:1, the data size of training set was 540 × 62 × 3 and the data size of test set was 135 × 62 ×
3. The initial learning rate and batchsize had a great impact on the classification of CNN-LSTM model. The learning rate had a hold on 
the step size of each parameter update, and the batchsize had a hold on the number of samples used in each iteration. It is necessary to 
choose the appropriate initial learning rate and batchsize while ensuring the stability and generalization ability of the model. 

Fig. 5. Single feature classification results.  

Fig. 6. DE head distribution of 7 male subjects.  

Fig. 7. DE head distribution of 8 female subjects.  
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(1) Initial learning rate analysis 

The initial learning rate (η) is one of the key hyper-parameters for optimizing algorithm. A smaller initial learning rate will make 
the more stable of training, but more time to converge and may even trapped in a local optimum solution in the early training; A larger 
initial learning rate may cause to oscillate or fail to converge in the early training. Based on the value interval of initial learning rate 
[0.0001,0.01] [48], five initial learning rates (η = e − 2, η = 5e − 3, η = e − 3, η = 5e − 4 and η = e − 4) were tested in this paper for 
better performance, and the accuracies of the training and test sets were shown in Fig. 8. 

In Fig. 8 it can be seen that the accuracy rates of the training and test sets were both close to 100 % with 50 iterations, and the 
accuracy rates of the training was slightly higher than test. The accuracy rate of the training and test sets both reached the highest when 
η = 5e − 4 (red line). In Fig. 8(a), the accuracy rate was the lowest when η = e − 2, and after 45 iterations, they all tended to stabilize 
and were relatively close, but it can be seen clearly that the red line was the highest in the enlarged image of details. In Fig. 8(b), the 
accuracy rate was the lowest when η = e − 2, which was the same as training set. When η = e − 2, η = 5e − 3, η = e − 3,which were 
larger than η = 5e − 4, they would lead to the insufficient learning of the model and failed to converge or oscillating across the optimal 
solution, and resulted in a lower accuracy rate; And when η = e − 4,which is smaller than η = 5e − 4, it trained and converged slowly, 
possibly converging at local extremes. 

Therefore, η = 5e − 4 was employed as the initial learning rate, using the Adam as the gradient descent method. As the number of 
iterations increased, the learning rate was gradually reduced in the process of approaching the optimal solution, and the reduction rate 
was 10 % of the previous rate for every 10 epochs of training.  

(2) Batchsize analysis 

The batchsize has a hold on the number of samples in each training round. If the batchsize is set too small, the randomness of the 
model is too high to learn the overall pattern of the dataset; If the batchsize is set too large, it may consume too much memory and 
computational resources, which is not conducive to convergence to the global optimal solution. The classification accuracy of the 
training and test sets with different batchsize were shown in Table 5. 

It can be seen from Table 1 that the batchsize didn’t have much effect on the training set, the accuracy could reach more than 99 %. 
However, in the test set, the influence of the batchsize on the classification accuracy was obviously. The classification accuracy of the 
test set showed that the mean highest accuracy (96.99 %) appeared while batchsize = 16 with 60 epochs. It was because the smaller 
batchsize for model may lead to sticking a local optimal solution and overfitting; And the larger batchsize for model led to, decreasing 
the number of iterations and unable to converge. Therefore, batchsize = 16 was chosen for ACO–CNN–LSTM in the paper. 

3.3. Optimal channels dynamically selection 

ACO–CNN–LSTM was used on optimal channel selection of SEED dataset which contained 62 channels. In the finding path using 
ACO–CNN–LSTM, it was started by 3 channels randomly which was shown in the first one in Fig. 9, and the training set and the test set 
were randomly too, and ACO–CNN–LSTM can dynamically select the optimal channels for those, the method can select the optimal 
channels for different training set and test set, so the optimal channels were dynamic. 30 times were experimented for different training 
set and test set, and the highest accuracy and efficiency can be achieved with 31 optimal channels. 

The process of optimal channels selection was shown in Fig. 9, and the line in it indicated the optimal channel path passed. As can 
be seen from Fig. 8, the accuracy kept improving as the number of channels increasing, and the accuracy was highest when the number 
of channels was 31, and the red color of the points of 32 channels were obviously lighter than 31 channels, which meant that the 
accuracy decreased; the red color of the points of 33 channels and 34 channels were almost the same as 31 channels, but the average 
accuracy of them were lower than 31channels. Table 4 showed the accuracy and computer time using ACO–CNN–LSTM by selecting 

Fig. 8. The impact of learning rate η on accuracy.  
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16, 31, 48 and 62 channels, respectively. 
As can be seen from Table 6, the time cost increased as the number of channels increases. When the number of channels was 31, the 

average accuracy of the training and test sets were 99.44 % and 96.99 %, both higher than the 16, 48 and 62 channels, but in only 
54.15s, there was 15.85 % improvement in computational efficiency. The 31 optimal channels were C5, PO5, FC4, O2, PO6, PO3, FC2, 
CP4 CB1, F5, FP2, FT7, PZ, FC5, AF4, T8, F1, PO4, AF3, FT8, P1, FPZ, F2, P7, FP1, PO7, CP5, FC3, P8, FZ, F4, they were shown in 
Fig. 10, and the red points were the 31 optimal channels for this time. And the next time may not be these 31 optimal channels, 
ACO–CNN–LSTM could dynamically select the optimal channel based on different inputs and the initial subset of channels. Based on 
the experiments, using 31 channels can achieve the better accuracy and less computer time. 

3.4. Experimental results and analysis of ACO–CNN–LSTM 

ACO–CNN–LSTM was employed on SEED dataset, which training set: test set = 4:1. Fig. 11 showed the variation curves of 3-clas
sification accuracy, recall, F1 score and AUC of the area under the ROC curve for 60 iterations. As seen from the curves in Fig. 10, each 
evaluation parameter in both the training and test sets increased with the number of iterations, and after 40 epochs the rise was slow, 
the accuracy of the training set stabilized and remained around 99 %, while the accuracy of the test set was rising with small fluc
tuations. Until 60 epochs, the test set’s average classification accuracy can reach up to 96.99 %, the recall can reach 99.35 %, the F1 
score can reach 99.31 %, and the AUC can reach 98.54 %. 

Fig. 12 showed the confusion matrix for the test set with three classifications (positive, neutral and negative) based on the 
ACO–CNN–LSTM. As seen from Fig. 10, the positive and neutral states were correctly predicted, and only one error was found in the 
negative state out of 135 test samples, and the classification accuracy reached 99.26 %. 

To analyze the misjudgment subjects, 45 samples were extracted from three experiments of each subject for misjudgment analysis. 
Fig. 13 showed the Sankey diagram of the flow of classification results for the above 45 samples. 

In Fig. 13, the left number was the subject number, and the middle number was the experiment number corresponding to each 
subject. For example, the 7th subject number was 7, and its 2nd experiment number was E072. The three classification (positive, 
neutral, and negative) was shown on the right. From Fig. 13, it can be seen that E012 was misclassified as negative emotion, which was 
originally neutral emotion. E012 was the 2nd experiment of the 1st male subject. He had already shown his differences in the 1st 
experiment which can been seen from Fig. 5. To provide a more detailed analysis of DE features for misclassified, the DE values of 15 
subjects in the 2nd experiment of three bands (α, β and γ) were shown in Fig. 14. 

From Fig. 14, it can be seen that the DE values of S01 and S15 exhibited significant differences from other subjects, which DE values 
were much bigger than the others. However, the classification of S15 was correct, so we analyzed the training set. It found that the S15 
subject had been in the training set for training, so S15 was classified correctly, and S01 was outside the training set, so S01was 
misclassified. Then the S01 was put to training set and obtained classification accuracy of 100 %. 

4. Discussions 

ACO–CNN–LSTM for EEG signal emotion recognition proposed in this paper could select the optimal channels, make the data 
lighter, improve the algorithm accuracy and efficiency, and obtain better results through the experiments in this paper. In the 
following, the effectiveness of ACO–CNN–LSTM proposed was discussed in terms of both comparison with traditional CNN-LSTM and 
existing references. 

4.1. Comparison with traditional CNN-LSTM 

The box plots of the classification accuracy of the two methods obtained using ACO–CNN–LSTM and CNN-LSTM for emotion 
classification based on SEED dataset were shown in Fig. 15. 

From Fig. 15(a), it can be seen that the median classification accuracy of the training set based on the CNN-LSTM was 99.07 %. 
Meanwhile, the average was 99.10 %, and the standard deviation was 0.4512; The median classification accuracy of the test set was 
96.67 %. Meanwhile, the average was 96.37 % and the standard deviation was 2.3533. From Fig. 15(b), it can be seen that the median 
accuracy of the training set based on the ACO–CNN–LSTM method was 99.44 %. Meanwhile, the average was 99.32 % and the standard 

Table 5 
The mean classification accuracy of different batchsize with different epoch.  

Batchsize 
Dataset Epoch 

4(%) 8(%) 16(%) 32(%) 

Training Test Training Test Training Test Training Test 

10 88.77 82.72 92.99 88.79 93.59 88.54 93.25 87.60 
20 96.98 94.22 97.09 93.83 96.72 94.67 95.73 94.52 
30 98.99 94.57 98.63 94.72 99.14 94.97 99.14 94.86 
40 99.15 95.51 99.17 95.99 99.25 96.45 99.19 95.60 
50 99.22 95.85 99.21 96.15 99.28 96.74 99.20 96.19 
60 99.22 95.95 99.23 96.59 99.44 96.99 99.31 96.25 
Average 97.06 93.14 97.72 94.35 97.90 94.73 97.64 94.17  
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Fig. 9. Optimal channel selection path base on ACO–CNN–LSTM.  
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deviation was 0.3346; The median classification accuracy of the test set was 97.04 %. Meanwhile, the average was 96.99 % and the 
standard deviation was 1.5554. From the comparison of the boxes in Fig. 15(a) and (b), it can be observed that the performance on the 
training set was not significantly improved after incorporating the ACO algorithm. However, on the test set, there was a noticeable 
enhancement in both recognition accuracy and its stability after integrating the ACO algorithm. 

Table 6 
Results of optimization of channels.  

Channel number Dataset and time cost 16 channels 31 channels 48 channels 62 channels 

Training set(%) 98.49 99.44 99.22 99.08 
Test set(%) 92.32 96.99 96.47 96.37 
Time cost(s) 48.75 54.15 59.54 64.35  

Fig. 10. 31 optimal channels.  

Fig. 11. Four-class evaluation parameter curves based on ACO–CNN–LSTM.  

Fig. 12. Confusion matrix for test set.  
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The comparison of the classification accuracy was shown in Fig. 16, which showed that the accuracy of the training set was almost 
based on CNN-LSTM and ACO–CNN–LSTM, but the average accuracy of the test set was improved. 

Fig. 16 also showed that ACO–CNN–LSTM was able to select the effective optimal channels and eliminate the channels that have 
little impact on classification or play a negative role. On the other hand, as can be seen from Fig. 15, the positive emotion recognition 
accuracies of ACO–CNN–LSTM and CNN-LSTM were both better than the other emotions, which may be because the EEG of positive 
emotion was more obvious in terms of emotion expression and stronger signal intensity. From Fig. 16(a), it can be seen that in the test 
set, the average classification accuracy of CNN-LSTM for positive emotions reached 98.14 %, neutral emotions reached 95.8 %, and 
negative emotions reached 93.81 %; As can be seen in Fig. 16(b), in the test set, the average classification accuracy of ACO–CNN–LSTM 
also reached 98.48 % for positive emotions, 95.8 % for neutral emotions, and 95.65 % for negative emotions. The comparison showed 
that the recognition accuracy for all three emotions on the test set had improved after integrating the ACO algorithm, especially for 
negative emotion. It illustrated the effectiveness of the ACO–CNN–LSTM proposed in this paper. 

4.2. Data segmentation 

Data segmentation can expand the sample size and achieve data augmentation. According to Ref. [26], Bao G and colleagues 
divided the data into non-overlapping 1-s segments, with each segment treated as a sample. To further investigate the algorithm 
proposed in our paper and improve recognition accuracy, data segmentation experiments were conducted. The principle of data 
segmentation experiments is illustrated in Fig. 17. 

From Fig. 17, in the data segmentation experiments of our paper, 20 % of each segment’s samples were used as new samples, with a 
50 % overlap between consecutive new samples. By this way, the total sample size for the experiment can be increased tenfold. 
Meanwhile, the same segmentation method for emotion recognition was also used as Bao G et al. The experimental results were shown 
in Table 7. 

As shown in Table 7, when using the same segmentation approach as reference [26], the classification accuracy in our study was 
higher than it. It evidently showed that our data segmentation approach had higher accuracy, recall, F1 score, and AUC compared to 
the results without data segmentation. However, the time cost is significantly higher of the segmented data, showing an increase of 
834.55 % compared to the non-segmented data. Analyzing the reasons, data segmentation aimed to improve recognition rates by 
increasing the sample size entering the model. However, the increase in the number of samples also lead to a larger time cost. It is not 
applicable in situations with high real-time requirements. 

4.3. Ablation study 

To further validate the effectiveness of the module proposed in this paper, ablation experiments for ACO, CNN, LSTM, and 
ACO–CNN–LSTM were conducted each for 30 epochs. The experimental results were shown in Table 8. 

From the experimental results in Table 8, compared to the algorithm proposed in this paper, when not using the ACO for channel 
optimization, the average accuracy was 96.37 %. It resulted in a decrease of 0.62 % in accuracy and an increase in runtime by 10.2 s. 
However, when the network structure was altered, whether using only CNN or only LSTM, the recognition accuracy was significantly 

Fig. 13. Sankey of classification results for 45 samples.  
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Fig. 14. The DE values of 15 subjects in the 2nd experiment of three bands (α, β and γ).  
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Fig. 15. The comparison of accuracy box plots between CNN-LSTM and ACO–CNN–LSTM.  

Fig. 16. The comparison of three classification accuracies between CNN-LSTM and ACO–CNN–LSTM.  

Fig. 17. The principle of data segmentation.  

Table 7 
Results of Data segmentation.  

Item Data segmentation Acc(%) Recall(%) F1 score(%) AUC(%) Time cost (s) 

Reference [26] 92.5 – – – – 
Without data segmentation 96.99 ± 3.35 96.91 ± 1.61 96.86 ± 1.54 96.52 ± 2.01 54.15 
Same data segmentation approach as Reference [26] 98.79 ± 0.10 98.79 ± 0.13 98.79 ± 0.11 98.89 ± 0.09 12932.54 
Ours data segmentation approach 99.72 ± 0.19 99.62 ± 0.14 99.73 ± 0.23 99.74 ± 0.19 506.06  
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lower than the recognition accuracy achieved by the CNN-LSTM model. Thus, it could be observed that all the modules implemented in 
our study were indispensable. The ACO algorithm not only reduced the processing time but also eliminated channels with lower 
relevance to emotions, thereby improving recognition accuracy. Although the time cost decreased when not using CNN or LSTM 
individually, the accuracy also dropped. The optimal performance was achieved only when both the CNN and LSTM modules were 
used simultaneously. 

4.4. Comparison with existing references 

ACO–CNN–LSTM proposed in this paper was compared with the existing references, and the results of the comparison were shown 
in Table 9. As shown in Table 9, when both extracted DE as feature data for classification, the average accuracy of emotion classifi
cation of the proposed ACO–CNN–LSTM method in this paper was higher than references [22,26,49,52,53]; When multiple features 
were used as classification data, the average accuracy of emotion classification by ACO–CNN–LSTM was still higher than references 
[18,54,55]. In terms of channels, the proposed ACO–CNN–LSTM was advanced in channel selection, and obtained the effective 
channels and the higher classification accuracy. 

5. Conclusions and future work 

The research has demonstrated that there was a close relationship between emotions and channels. ACO–CNN–LSTM proposed in 
the paper can dynamically select the optimal channels based on inputs and the initial subset of channels, which were high correlation 
with emotion. It can also reduce the data volume by 50 %, only using DE as the feature for recognition. In addition, the layers, initial 
learning rate and batchsize were designed of CNN-LSTM. The results showed that ACO–CNN–LSTM proposed in this paper used half of 
the data and obtained the higher accuracy to use all the data. ACO–CNN–LSTM was good in terms of accuracy and efficiency of 
lightweight data emotion recognition. 

It is worth noting that ACO–CNN–LSTM proposed had been proven to be better for emotion recognition based on SEED dataset, it 
demonstrated higher classification accuracy and efficiency. So far, no scholars have used ACO optimized CNN-LSTM to apply in the 
field of channel optimization for EEG-based emotional recognition, and it is a dynamic selection process which can suitable for 
different input data and fields. 

Our study also has some limitations. Research was only conducted on the SEED dataset. Due to different emotional reactions for the 
same stimulus among different ethnicities, gender, age, mentality and so on, and the subjects of SEED dataset are all Chinese, there may 
be limitations in generalizing the findings to populations in Europe, America, Africa, and other regions. In the future, large-scale 
datasets could be created. In addition, techniques such as transfer learning could be utilized to create an integrated framework for 
emotion recognition, aiming to enhance generalization capabilities. 

Informed Consent Statement 

The data used in this research is SEED dataset which is the public dataset. 

Table 8 
Ablation experiments.  

Item Acc(%) Recall(%) F1 score(%) AUC(%) Time cost (s) 

-ACO 96.37 ± 2.35 95.88 ± 2.09 96.17 ± 2.14 94.17 ± 3.50 64.35 
-CNN 75.23 ± 4.5 75.1 ± 4.24 74.86 ± 4.24 66.85 ± 5.21 37.54 
-LSTM 92.27 ± 3.76 92.36 ± 3.67 92.25 ± 3.68 90.79 ± 4.95 48.88 
ACO–CNN–LSTM 96.99 ± 3.35 96.91 ± 1.61 96.86 ± 1.54 96.52 ± 2.01 54.15  

Table 9 
Comparison with the existing references.  

References (Year) Model Feature Number of channels Average acc(%) 

Song T [49] (2018) DGCNN DE 62 90.40 
Wang, Z. M [50]. (2019) P-GCNN RASM 62 84.35 
Zhong P [22] (2020) RGNN DE 62 94.24 
Hwang S [51] (2020) CNN TP-DE 62 90.41 
Rahman M A [54] (2020) ANN MaxNorm,L2Norm, Fractional Dimension.etc 62 86.57 
Bao G [26] (2021) GAN DE 62 92.50 
Li Y [25] (2021) BiDANN-S DE 62 92.38 
Wagh K P [18] (2022) RF PSD, Energy, Standard Deviation, and Variance 10 71.52 
Samavat A [52] (2022) CNN-BiLSTM DE 62 84.35 
Xu T [53] (2022) DAGAM DE 62 92.59 
Yuvaraj R [55] (2023) CART statistical features,FD,Hjorth, HOS 62 84.49 
Proposed method ACO–CNN–LSTM DE 31 96.99  
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