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Summary

Background Alzheimer’s disease (AD) is a heterogeneously progressive neurodegeneration disorder with varied rates
of deterioration, either between subjects or within different stages of a certain subject. Estimating the course of AD at
early stages has treatment implications. We aimed to analyze disease progression to identify distinct patterns in AD
trajectory.

Methods We proposed a deep learning model to identify underlying patterns in the trajectory from cognitively normal
(CN) to a state of mild cognitive impairment (MCI) to AD dementia, by jointly predicting time-to-conversion and
clustering out distinct subgroups characterized by comprehensive features as well as varied progression rates. We
designed and validated our model on the ADNI dataset (1370 participants). Prediction of time-to-conversion in
AD trajectory was used to validate the expression of the identified patterns. Causality between patterns and time-
to-conversion was further inferred using Mendelian randomization (MR) analysis. External validation was
performed on the AIBL dataset (233 participants).

Findings The proposed model clustered out patterns characterized by significantly different biomarkers and varied
progression rates. The discovered patterns also showed a strong prediction ability, as indicated by hazard ratio
(CN—MCI, HR = 3.51, p < 0.001; MCI-AD, HR = 8.11, p < 0.001), C-Index (CN—MCI, 0.618; MCI—-AD, 0.718), and
AUC (CN-MCI, 3 years 0.802, 5 years 0.876; MCI—AD, 3 years 0.914, 5 years 0.957). In the external validation
cohort, our model demonstrated competitive performance on conversion time prediction (CN—MCI, C-In-
dex = 0.693; MCI—>AD, C-Index = 0.752). Moreover, suggestive associations between CN—MCI/MCI—AD patterns
with four/three SNPs were mediated and MR analysis indicated a causal link between MCI—AD patterns and time-to-
conversion in the first three years.

Interpretation Our proposed model identifies biologically and clinically meaningful patterns from real-world data and
provides promising performance on time-to-conversion prediction in AD trajectory, which could promote the
understanding of disease progression, facilitate clinical trial design, and provide potential for decision-making.
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Research in context

Evidence before this study

Alzheimer’s disease (AD), as the most common
neurodegenerative disorder, is essentially heterogenous in its
underlying progression trajectory. Deep learning-based
methods have recently been proposed to unravel the
heterogeneous mechanisms of AD by identifying distinct
patterns in AD trajectory. We searched PubMed for articles
published until December 31, 2022, using the search terms
[“deep learning” OR “machine learning” OR “artificial
intelligence”] AND [“Alzheimer’s disease” OR “AD"] AND
[“progression” OR “trajectory”] AND [“pattern” OR
“subtype”]. We found that several studies had sought to
uncover the phenotypic heterogeneity by using deep learning
approaches to infer the disease subtypes and/or stages.
However, a critical limitation of existing models is that they
neglected the individualized differences of time-to-conversion
to mild cognitive impairment (MCI)/AD dementia. In clinical
reality, heterogeneous patients with AD may have varied rates
of disease progression and may exhibit distinct patterns in
their clinical biomarkers and neuroimaging features.

Added value of this study
This study aims to address the limitations of existing studies
by simultaneously modeling clinical biomarkers,

Introduction

Alzheimer’s disease (AD) is a neurodegenerative disor-
der with an insidious onset and progressive impairment
of behavioral and cognitive functions, eventually leading
to dementia.! Understanding AD progression is of great
clinical significance.? While the clinical syndromic
classification framework defined AD as the transition
from a cognitively normal (CN) to a state of mild
cognitive impairment (MCI) to AD dementia, the pro-
gression of between these stages is highly variable, with
some patients showing stable cognitive function over
time, whereas others progress rapidly. Over the past
decades, a diversity of studies using mathematical
functions attempted to portray the roadmap of disease
progression in order to provide a personalized approach
for disease management.** However, these works make
a hard assumption that the rate of deterioration was
homogeneous, either between subjects or within
different stages of a certain subject, which is a funda-
mental problem.® To address the heterogeneity of AD,
various deep learning methods, have been developed to
try to reveal the underlying characteristics and patterns
of AD”" or provide time-to-conversion prediction for
the progression of AD,"*° offering a great potential for
early detection and prognosis of AD.

Understanding of heterogeneous disease progres-
sion should not only stand on cross-sectional modeling,
but rather also recognize, analyze, and classify trajec-
tories of patients with AD; however, this task is often

neuroimaging features and their temporal differences in
trajectories of individualized patients with AD, using a deep
learning-based survival clustering model. We trained and
validated our model using clinical and T1-weighted MRI data
of 1370 participants from the ADNI cohort, and externally
validated our model in the AIBL cohort (233 participants). We
showed the effectiveness of our model in identifying
biologically and clinically meaningful patterns in AD
trajectories. Time-to-conversion prediction was also
conducted to demonstrate the prognostic power of the
identified patterns. Moreover, potential causal link between
the identified patterns and progression of AD was revealed by
using Mendelian randomization analysis.

Implications of all the available evidence

The proposed model shows its effectiveness and
generalizability in disentangling the underlying heterogeneity
in AD trajectory, and clinical utility in predicting individual
patient’s time-to-conversion to MCI/AD dementia. Our study
provides an effective tool for patient stratification and early
prognosis of AD dementia, and to potentially facilitate subject
screening in clinical trials.

hampered by lacking longitudinal data. Although ma-
chine learning algorithms, particularly deep learning
tactics, can address the heterogeneous progression of
AD and alleviate this problem by either concatenating
multiple sectional data of different patients” or gener-
ating synthetic data assumed to have the same distri-
bution with real data® to train machine learning
algorithms, these efforts essentially operated as an
imputation tool of longitudinal data, but due to unstable
training and unsupervised learning, these models were
hard to train to generate complex outputs.”” Missing
data remains an issue for evaluation of disease pro-
gression.”””' Another limitation of existing models is
that they focused on the disease deteriorating per se
rather than on the progressive hazard of an individual
patient being converted to AD dementia, such that the
censored data could not be statistically accounted for,
and inevitably the discovered patterns neglected the
individualized temporal difference of conversion to AD
dementia.”>** Considering that trajectories are heterog-
enous with varied disease progression rates, it is
necessary to incorporate the conversion time into model
learning, identify underlying patterns in AD trajectory,
and explore their putative causal roles in disease pro-
gression to lead to a better understanding of the disease
development.

In this study, we aim to address the challenge of
identifying underlying patterns in the trajectory of Alz-
heimer’s disease (AD). We view this as a survival
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analysis problem and propose a novel deep learning
model to tackle it effectively. Unlike traditional ap-
proaches that rely on longitudinal data, which can be
sparse and irregular in practical settings, we have inte-
grated a deep survival clustering module into our model,
allowing us to predictively analyze the progression of
AD. The key advantage of our model is the capability to
detect the temporal differences in disease progression
between individuals. This enables the model to cluster
patients into distinct subgroups with unique neuro-
imaging features as well as varying rates of disease
progression. This approach is justifiable because the
deep learning model retains temporal information in
the representations of patient features through the
backpropagation learning process. Consequently, pat-
terns with different progression rates can be reliably
identified and leveraged in our analysis.

We hypothesized that, by training our model on AD
enriched samples, it would not only explicitly identify
essential patterns with different progression rates, but
also provide predictions on conversion time to AD
dementia for individual participants. First, we exten-
sively validated our model using one simulated and two
real-world datasets, ADNI and AIBL. We demonstrated
that the progression of AD is a heterogeneous process
with varied progression rates in both clinical variables
and neuroimaging features. Second, we showed the
prediction performance of the derived patterns and our
model in time-to-conversion prediction. Additionally,
we conducted a Mendelian randomization (MR) anal-
ysis to clarify the potential causal link between the
discovered patterns and time-to-conversion to AD de-
mentia. An overview of our study design is illustrated
in Fig. 1.

Methods

Datasets

We collected demographics, cognitive function score, as
well as (longitudinal relaxation time) T1-structured
magnetic resonance imaging (MRI) scans from a well-
known AD cohort—Alzheimer’s Disease Neuro-
imaging Initiative (ADNI)—for model development and
evaluation. Patients recruited in this study were from
four cohorts of the ADNI database: ADNI 1, 2, GO, and
ADNI 3. Details about the ADNI study can be found in
previous publications.** To study the progression rate
between subjects and within different stages of a certain
subject, we extracted two datasets from the four ADNI
cohorts, corresponding to the transition between
sequential stages of AD progression: patients labelled as
CN at baseline who were converted to MCI (CN—-MCI
dataset), and patients labelled as MCI at baseline who
were converted to AD (MCI—>AD dataset). Patients were
labeled according to their clinical diagnosis provided by
ADNI. The CN—MCI dataset included 587 patients (315
[53.66%] female, mean age 75 years [Interquartile range
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(IQR): 71-80]). Among them, 119 (20.27%) were con-
verted from CN to MCI and the other 468 (79.73%) were
right censored. Regarding the MCI—AD dataset, there
were 783 patients (306 [39.08%] female, mean age 75
years [IQR, 70-81]), of which 348 (44.44%) samples
were converted from MCI to AD dementia while the
others (55.56%) were right censored. Details of the de-
mographics and clinical variables of the two datasets are
summarized in Supplementary Table S3.

Data inclusion criterion

Patients from each dataset were eligible for study in-
clusion if they had at least two T1-weighted volumetric
MRI scans. For patients who had conversion from CN to
MCI or from MCI to AD dementia, we selected clinical
and MRI data at baseline and at the time of trans-
formation. For censored patients, we selected data at
baseline and the last observation time. To ensure that
informative clinical variables were selected and the
correlation between variables could be diluted, we only
included clinical variables with a missing rate smaller
than 30% in each dataset.

MRI data acquisition and processing

We extracted both 1.5 T or 3 T MRI data for the selected
patients from the ADNI dataset. Then the MRI data was
preprocessed using FreeSurfer” (version 6.0) through a
fully automated pipeline. This process mainly include
skull stripping, radiofrequency field (B1) error correc-
tion, volume data registration, gray and white matter
segmentation, Nonlinear registration of the cortical
surface, etc. In this study, we labeled and segmented
brain regions according to the Destrieux* (2009) brain
template. Specifically, each selected T1 structural MRI
scan was first registered in the brain template and
segmented into 74 brain regions. For each brain region,
we extracted cortical surface area, gray matter volume,
and average cortical thickness as neuroimaging features
from both hemispheres.

Model development

We propose a deep learning model for identifying un-
derlying patterns in AD trajectory, namely, Deep-AD
(Fig. 2). The pattern for an individual patient is
formalized as a latent representation z which can be
derived given the baseline clinical and neuroimaging
characteristics x of the patient as well as the patient’s
progression time t. To this end, we concatenated the
baseline clinical features and neuroimaging features
extracted from the MRI scans, embedded with ¢ through
a transformer encoder, to map to z. Here, z = {zl, 225 een
,zj} was a latent random vector with dimension J (the
predefined number of dimensions which is equivalent
to the number of clusters K), which specified different
clusters of patients. Hereby, we hypothesized that the
captured clusters correspond to distinct patterns of AD
trajectories. Specifically, z was sampled through the
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Fig. 1: An overview of the study design. Clinical data, including demographics, cognitive assessments, gene expression, etc., and T1-weighted
MRI scans were extracted from the ADNI/AIBL datasets. MRI scans were segmented into discrete brain regions to obtain neuroimaging features:
cortical surface area, gray matter volumes and cortical average thickness. Clinical and neuroimaging features were then concatenated and fed
into our model to obtain patient representations for clustering. Furthermore, we utilized genome-wide association studies and performed
Mendelian randomization analysis to investigate the potential causal links between the discovered patterns and AD progression.
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Fig. 2: The overall structure for the proposed model: Deep-AD.

deep variational inference process. We assumed that the
prior distribution of z follows a Gaussian mixture dis-
tribution,” p(z, k) = Zlenk/\/' (ug» 01), where K is the
number of clusters, 7}, is the prior probability for cluster
k, and Zf:l”k =1, y;, oy are mean and standard devi-
ation for the Gaussian distribution of cluster k. Then we
used the transformer encoder f, to model the mean and
standard deviation, (uy, 09) of the estimated posterior
qo (z|x, t), respectively, thus the reparameterization
trick*® can be used to sample the posterior z by z =
Ug+og-e.Here € is an auxiliary noise variable sampled
from a standard Gaussian distribution e~N(0, I), where
I is the identity matrix. By training our model such that
the estimated posterior g(z, k|x, t) = q(z|x, t)q(k|x, t) can
approximate the prior p(z, k). Thereafter, we estimated

the probability that a patient with x and t belongs to
cluster k by:

k)p(z|k
(k1 1) = pklz) = — LEPER)

Y, p(k)p(zlk)

k=1

Additionally, we learned a transformation function f,
through a decoder which transforms x to y by the
sampled z, which benefits z containing potential infor-
mation of the disease progression.

We emphasize that we only used the data collected at
two time points to train our model, and hereby y is only
needed in the training process to build the model. In the
inference stage, we only used data x at the starting point
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to predictively analyze the disease progression of an
individual patient. Furthermore, we hypothesized that
patients belong to different patterns have varied pro-
gression rates, and used a survival analysis module S to
estimate the uncensored progression time given the
latent representation z for a target patient.

The objective of the proposed Deep-AD is to maxi-
mize the likelihood of each unit in the dataset, which
mainly consists of three parts: the reconstruction loss
for y, log-likelihood loss for survival analysis and the
Kullback-Leibler-divergence (KLD) of the posterior and
the Gaussian Mixture prior. First, the reconstruction
loss for y aims at encouraging the model to reconstruct
the data well, which can be written as:

1 K L
L(y) = - Egzixpy =— I z ZP(Y

k=11=1

X, 2i)

where L is the sample size by Mento Carol (MC) sam-
pling. p(y|x, z;) is the decoder g that maps x to y by the
latent representation z. The decoder g enables the model
to learn the progression from x to y. Second, the log-
likelihood loss for survival analysis drives the model to
learn the distribution of progression time for a target
patient, which is defined as:

L

L(t) =% 12[ — 1(8=1)log p: + 1(5=0)(1 - CIF(1]2))]
=0

where [(-) is the indicator function, [(true) = 1,
0 otherwise. § = 1 indicates that an event occurs (in our
case having a progression) for a patient before time t,
while § = 0 indicates censoring. p(t) is the probability of
having an event at time t. The first term of L(t) captures
the information that a patient has a progression at time
t. And the second term follows the knowledge provided
by the censored patients who have not yet progressed to
the next stage at the censoring time. We use the cu-
mulative incidence function (CIF)*' to express the cu-
mulative risk of progression for a patient at time t,
which is defined as the probability of experience the
observed event before t. By this definition, the CIF for
an individual patient with the latent representation z
and at time t can be estimated as: CIF(T = z|z) =
P(T <t2) = X1

Moreover, the KLD measuring the distance between
the estimated posterior ¢(z k|x,t) with the prior
Gaussian Mixture model p(z, k), regularizes z to the
Gaussian Mixture distribution:

L(KLD) = Dya(4(z k|, 1) | p( 1)
Then the full objective can be written as L = L(y)+

L(t)+L(KLD). We trained our model for 100 epochs
with a batch size of 32 and an initial learning rate of
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2 x 107*. For optimization, we applied gradient descent
to Minimize the total loss L with an Adam optimizer*
and decreased the learning rate by 20% after every 20
epochs. To better avoid overfitting, we added a dropout
layer to each RELU-activated fully connected layer with a
ratio of 0.2 and applied weight decay by using L2 reg-
ularization to each layer. In terms of number of clusters
K, we evaluated our model with K = 2, 3 and 4,
respectively. As a result, the 2-cluster model was most
preferable, showing the largest temporal difference in
the survival curves, whereas the 3- and 4-cluster models
did not show significant difference in their progression
pathways. Thus, we choose the 2-cluster model as the
best fit and interpret the results of the 2-cluster solution.
The survival curves for K = 3, 4 and are shown in
Supplementary Figs. S2 and S3. More implementation
details of the proposed model, including technical and
theoretical details of the proposed model and network
architecture are presented in Supplementary Method
1.1 and Supplementary Table S2.

For evaluation, we applied five-fold cross validation,
and evaluated the differences between the obtained
patterns and measured the performance of time-to-
conversion predictions by using hazard ratio (HR),
concordance index (C-Index), area under receiver oper-
ating characteristic curve (AUC), calibration curves, and
decision curve analysis (DCA).

Mendelian randomization analysis

Mendelian randomization (MR)* is a method that uses
the single-nucleotide polymorphisms (SNPs) from
genome-wide association study (GWAS) as an instru-
mental variable (IV) to study the causal effect of an
exposure on an outcome. We conducted MR analysis
to investigate the causal connection between the
identified patterns and AD progression. Before per-
forming MR analysis, we ran GWAS* to find potential
genetic variants that associate with the discovered
patterns. To increase the power of our study, we
relaxed the threshold of genome-wide significance
(p < 1.0 x 107°) for instrument selection. We used
linkage disequilibrium (LD) clumping (r? > 0.001) to
obtain independent SNPs associated with patterns.”
Thereafter, we harmonized the exposure and
outcome data according to the same effect alleles and
removed the palindromic SNPs. Inverse-variance
weighted (IVW) method*® was implemented as the
primary method for MR analysis. However, if the ge-
netic variants influence the outcome through a
pathway other than through the identified patterns
(horizontal pleiotropy), the estimation from the IVW
method can be biased.”** To remedy this problem,
MR-Egger regression’® was performed as sensitive
analysis to identify the presence of horizontal pleiot-
ropy, where an intercept close to 0 indicated no sig-
nificant horizontal pleiotropy for the selected SNPs.
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Statistical analysis

The proposed Deep-AD is implemented using the py-
thon packages “PyTorch” (version 1.8.2) and Scikit-
learn (version 1.0.1). We summarized demographical
and clinical variables for the experimental cohorts us-
ing mean and IQR (interquartile range) for continuous
variables, and the frequency of each category of cate-
gorical variables. We compared groups stratified by
different patterns using student t-test for continuous
variables and chi-square test for categorical variables.
p-values of less than 0.050 indicates statistical signifi-
cance. All statistical analyses were done using R
(version 4.2.1). We adopted multivariate imputation by
chained equation (MICE) to impute the missing data
using R package “MICE” (version 3.14). Random forest
is implemented as the main method for imputation.
The imputation is performed 5 times, with 5 iterations
for each imputation, then the average of the 5 times of
imputation is taken as the final imputation result.
GWAS on the subtypes was implemented by using the
Plink software (version 1.9). The Mendelian randomi-
zation analysis was performed using R-package “Two-
SampleMR” (version 0.5.6).

External model validation

External validation of the proposed model was per-
formed by using the data extracted from the Australian
Imaging Biomarkers and Lifestyle Study of Ageing
(AIBL) cohort. In total, there were 203 CN patients (108
[53.20%)] female, mean age 73 years [IQR, 68-78], 23
[11.33%] converted to MCI, 180 [88.67%] right
censored) and 30 MCI patients (12 [40.0%] female,
mean age 77 years [IQR, 71-83], 12 [40.0%] converted
to AD dementia, 18 [60.0%)] right censored) extracted
from the AIBL cohort as the external validation data-
sets. The data preprocessing procedure was the same
as that of ADNI. In comparison with ADNI, several
essential covariates (including APOE4, ADAS-cog, etc.)
were not available in the AIBL cohort. To remedy it, we
assumed that samples in ADNI and AIBL followed the
identically independent data distribution, merged data
of ADNI and AIBL, and then imputed the missing data
of AIBL by using multiple regression algorithm. After
that, we assigned participants in AIBL to the patterns
learned from ADNI data, and used the model learned
from ADNI data to predict the conversion time of AIBL
patients.

Ethics

The use of clinical information, and data collection
protocols were approved by the ethical committee of
College of Biomedical Engineering and Instrument
Science, Zhejiang University (number: Zheda Shengyi
2022-3). The study protocol for ADNI was approved by
local ethical committees of all participating in-
stitutions and all participants signed informed
consent.

Role of the funding source

We declare that the funder has no role in study design,
data collection, data analysis, data interpretation, writing
of the report, and decision to submit the paper for
publication.

Results

Validation in a synthetic dataset

We conducted extensive experiments on a synthetic
dataset (Supplementary Method 1.2) to verify the capa-
bility of our model to (1) capture distinct patterns in AD
trajectory, and (2) provide accurate predictions on con-
version times to MCI/AD dementia. Specifically, we
designed a mapping function to simulate brain atrophy
with varied deterioration rates on 40 synthetic MRI re-
gions of interest (ROIs) (Supplementary Method 1.2).
Our model not only identified simulated patterns with
varied atrophy rates (Supplementary Table S1), but also
achieved superior performance than other state-of-the-
art models on time-to-conversion prediction in AD
trajectory.

Validation in the ADNI cohort

CN-MCI: Deep-AD clustered patients into two inde-
pendent subgroups (a.k.a. patterns) corresponding to
distinct progression patterns: specifically, 403 patients
were automatically assigned into the subgroup of
pattern 1, of whom 59 [14.64%)] patients converted from
CN to MCI and 344 were censored; 184 patients were
assigned into the subgroup of pattern 2, of whom 60
[32.61%)] patients converted from CN to MCI and 124
were censored. MCI—-AD dementia: Deep-AD clustered
patients into two subgroups with distinct progression
patterns for MCI—-AD: 328 patients were automatically
assigned into the subgroup of pattern 1, of whom 53
[16.16%] patients converted from MCI to AD and 275
were censored; 455 patients were assigned into the
subgroup of pattern 2, of whom 295 [64.84%)] patients
converted from MCI to AD and 160 were censored.
Additionally, we validated whether field strength, and
other factors such as manufacturers would introduce
any bias into the results. We treated these factors as
fixed effects within the model. Remarkably, our findings
remained highly consistent after adjusting for these
factors, as demonstrated in Supplementary Fig. S4. This
finding indicates the robustness and reliability of our
model. Fig. 3 visualizes the discovered patterns on the
2D t-SNE (t-distributed Stochastic Neighbor embed-
dings). We observed indistinct clusters based on the
baseline covariates x in both CN—MCI and MCI-AD
datasets (Fig. 3(A) and (B)). By contrast, based on the
learned latent representation from the hidden layer of
our model, which contains both baseline covariates x
and the predicted conversion time information, our
model effectively distinguished these two patterns on
both datasets.
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Fig. 3: t-SNE for the distribution of the identified patterns on the CN—MCI dataset and MCl—AD dataset. (A), (B) Two-dimensional (2D)
t-distributed stochastic neighbor embeddings (t-SNE) of the baseline features x of the patients with two patterns on the (A) CN—MCl and (B)
MCI—AD datasets. (C), (D) 2D t-SNE of by the hidden-layer activations of the model for the two patterns on the (C) CN—MCl and (D) MCI—AD
datasets. The hidden-layer features contain the representation of baseline features x and the temporal representation from the conversion time

prediction.

The survival curves in Fig. 4 visually indicate the
difference in the progression rate of the discovered
patterns. Fig. 4(A) illustrates that patients with pattern 2
of CN—>MCI exhibited a significantly faster progression
rate compared to those with pattern 1 of CN—MCI
(p < 0.0001). Moreover, Fig. 4(B) reveals that patients
with pattern 2 of MCI—-AD exhibited a significantly
faster progression rate compared to those with pattern 1
of MCI—AD (p < 0.0001), and the discrepancy between
these two patterns is much larger than that of CN—
MCI. Specifically, patients with MCI—-AD pattern 2
reached a 50% conversion in less than 30 months, 4
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times faster than that of pattern 1 (average of 120
months for conversion).

Evidence has shown that Amyloid § (Abeta) and
phosphorylated Tau (pTau) are well-established bio-
markers and pathological hallmarks for AD.* Survival
curves in Fig. 4 demonstrated that patients with pos-
itive Abeta (A+) or pTau (T+) status were at higher risk
of progression to MCI or AD. Particularly, for patients
in the progression of CN to MCI, Abeta/pTau status
enriched pattern 1 with significant discrimination
power, whereas no significant changes were made by
combing pattern 2 with Abeta/pTau status in terms of
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CN-MCI (Fig. 4(C) and (E)). In addition, we observed
that Abeta and pTau status added value in differenti-
ating the risk of progression from MCI to AD de-
mentia for patients with both patterns (Fig. 4(D) and
(F)), and positive Abeta (A+) or pTau (T+) status
significantly increased the risk of conversion to AD
dementia.

Table 1 shows several essential clinical covariates and
neuroimaging features associated with the identified
patterns. In both CN—-MCI and MCI-AD dementia
cases, patients with pattern 2 (the cluster with higher
progression rate), were associated with a larger female
population (41.69% vs 79.89% and 24.70% vs 49.45%),
lower brain volumes (e.g., hippocampus, entorhinal
cortex, and middle temporal gyrus, etc.), and poorer
cognitive assessment scores (MMSE, ADAS-cog, etc.).
In addition, Apolipoprotein E4 (APOE4), as a significant
risk factor for developing AD, was found significantly
expressed in the group of patients with pattern 2 of
MCI—-AD (p < 0.0001). However, this difference was
not observed in the CN—-MCI (p = 0.89) cohort
(Table 2).

Pattern interpretation

We interpreted the discovered patterns by identifying
the most influential clinical covariates and neuro-
imaging signatures in determining the pattern assign-
ment for an individual patient at baseline. To this end,
we measured the shapely value of each covariate, as an
indicator of its importance in pattern assignment.
Fig. 5(A and B) presents Shapley values of the ten most
important predictors, mainly including volumes of brain
regions, cognitive and functional assessments, age, and
sex. Additionally, we present five commonly used
cognitive measurements together with their pattern-
wise temporal changes (Fig. 5(C and D)). By analyzing
the cluster-wise distribution, we noticed that pattern 2 of
CN—->MCI/MCI—-AD was characterized by faster dete-
riorating cognitive functions (e.g., CDRSB - Clinical
Dementia Rating Scale Sum of Boxes, FAQ-Functional
Assessment Questionnaire). Differences in the pro-
gression of the two patterns of CN-MCI were relatively
mild, especially in the first three years, indicating the
challenge of only using cognitive assessments for early
prognosis for CN-MCI. In contrast, the progression
rates in the two patterns of MCI-AD were dramatically
different along the timeline. However, for both
CN—-MCI/MCI—AD, the two patterns were similar if

only considering the baseline cognitive scores, indi-
cating the necessity to take other important features and
temporal progression information into account.”
Supplementary Figs. S10-S13 show the detailed inter-
pretation with all covariates.

Fig. 6 shows that patients with distinct patterns of
MCI-AD had distinguished atrophy signatures and
progression rates at different time points. From Fig. 6,
we observed that patients with pattern 2 of MCI-AD
had much faster atrophy rates than those with pattern 1.
After one year of progression (Fig. 6(A)), patients with
pattern 1 had few signs of atrophy compared to their
baselines. On the contrary, patients with pattern 2 had
significant atrophy in parts of the frontal and temporal
lobes. When progressed to three years (Fig. 6(B)), pa-
tients with pattern 1 had slight atrophy in the left tem-
poral pole, left hippocampus and middle frontal gyrus.
In contrast, patients with pattern 2 progressed to left
fusiform, orbitofrontal cortex and middle temporal gy-
rus involvement and extended to more frontal and
temporal lobes. After five years of progression
(Fig. 6(C)), patients with pattern 1 had more atrophy in
the cuneus and temporal pole regions. Regarding pa-
tients with pattern 2, the atrophic regions gradually
progressed from the middle temporal gyrus and the
temporal pole to the whole brain. Furthermore, the
atrophic regions of patients with pattern 1 were mainly
concentrated in cuneus and postcentral gyrus. In
contrast, patients with pattern 2 exhibited more atrophy
in the regions of medial orbitofrontal cortex, amygdala,
and lateral geniculate body.

Time-to-conversion prediction

We used Cox proportion hazard model (CPH)* to
evaluate the prediction performance of the discovered
patterns compared with other clinical covariates.
Fig. 7(A) illustrates a significant effect on different pat-
terns in the risk of progression. Specifically, we found
that patients with pattern 2 of CN—-MCI had a 3.51
(HR=3.51, p<0.0001) times greater risk of progressing
from CN to MCI than those with CN—MCI pattern 1.
Similar findings were observed on the MCI—-AD cohort
(HR = 8.11, p < 0.0001).

Additionally, we evaluated the time-to-conversion
prediction performance of using the identified pattern
as independent variable, in comparison with clinical
well-recognized risk factors of AD (including MMSE,
APOE4, etc.).” For the identified pattern and each

Fig. 4: Survival curves in AD trajectory. (A), (B). Survival curves for the (A) CN—MCI and (B) MCI—AD datasets. (C), (D) Survival curves
stratified by both patterns and Abeta status (A+/A-) on the (C) CN—MCI dataset and (D) MCl—AD datasets. (E), (F) Survival curves stratified by
both patterns and pTau status (T+/T-) on the (E) C(N—MCI dataset and (F) MCI—AD datasets. Survival curves are estimated using Kaplan-
Meier's (KM) method and stratified by different patterns. The p-value derived by log-rank test indicates a statistically significant difference
between the two patterns on each dataset. Survival tables below the survival curves show the number of patients currently at risk, censored, or
having an event (event representing progression from CN to MCl or from MCI to AD dementia) at each time point corresponding to the x-axis.
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Features

Pattern 1 (N = 403) Pattern 2 (N = 184) p-value

Sex <0.0001

Female 168 (41.69%) 147 (79.89%)

Male 235 (58.31%) 37 (20.11%)
No. Ml 59 (14.64%) 60 (32.61%) <0.0001
progression/censoring time (month) 51.99 (25.00-75.00) 48.64 (24.75-72.00) 0.29
Age at baseline 74.81 (69.93-79.07) 76.91 (72.18-81.60) <0.0001
APOE4 0.89

0 278 (69.98%) 125 (67.93%)

1 114 (28.28%) 55 (29.89%)

2 11 (2.73%) 4 (2.17%)
CDRSB 0.15 (0.00-0.00) 0.26 (0.00-0.50) 0.0025
ADAS11 5.77 (3.33-8.00) 6.39 (4.33-8.00) 0.0014
MMSE 28.96 (28.00-30.00) 28.68 (28.00-30.00) 0.0019
Ventricles (mm?) 36,777.11 (21,977.10-46306.03) 34,552.27 (20,778.70-43928.00) 0.0058
Hippocampus (mm?) 7527.89 (6986.50-8104.20) 6793.69 (6221.75-7379.45) <0.0001
WholeBrain (mm?3) 1,066,547.96 (1,004,525.00-1121,875.00) 940,013.73 (895,673.25-982,180.50) <0.0001
Entorhinal (mm?3) 4069.55 (3626.00-4461.50) 3569.15 (3140.75-4043.50) <0.0001
Fusiform (mm3) 18,610.71 (17,187.50-20117.00) 16,539.32 (15,158.50-17802.50) <0.0001
MidTemp (mm3) 21,195.97 (19,434.25-22698.50) 18,263.00 (16,888.50-19635.00) <0.0001
ICV (mm3) 1,539,166.12 (1,448,545.00-1634,107.50) 1,383,899.33 (1,295,902.50-1454,727.50) <0.0001

Abbreviations: No. MCI/AD, Number of patients converted to MCI/AD; APOE4- Number of Apolipoprotein E4 alleles; CDRSB, Clinical Dementia Rating Scale Sum of Boxes
(boxes are the six domains for evaluating dementia); ADAS-cog, Alzheimer’s Disease Assessment Scale-Cognitive Subscale; MMSE, Mini-Mental State Examination;
MidTemp, Middle Temporal Gyrus; ICV: Intracerebral Volume. p-value was calculated by the chi-square test for discrete and t-test for continuous variables. Mean and
variance were provided for numerical variables. p < 0.05 are indicated in bold.

Table 1: Statistical comparisons of clinical and neuroimaging features of the discovered patterns on the (A) CN—MCl.

features Pattern 1 (N = 328) Pattern 2 (N = 455) p-value
Sex <0.0001

Female 81 (24.70%) 225 (49.45%)

Male 247 (75.30%) 230 (50.55%)
No. AD 53 (16.16%) 295 (64.84%) <0.0001
progression/censoring time (month) 48.28 (25.00-64.25) 27.19 (12.50-36.00) <0.0001
Age at baseline 74.19 (69.20-79.40) 75.59 (70.60-81.10) 0.00030
APOE4 <0.0001

0 191 (58.23%) 181 (39.78%)

1 108 (32.92%) 205 (45.05%)

2 29 (8.84%) 9 (15.16%)
CDRSB 1.58 (0.50-2.00) 2.70 (1.50-3.88) <0.0001
ADAS11 9.64 (6.00-12.00) 14.11 (10.00-17.59) <0.0001
MMSE 27.54 (26.00-29.00) 25.76 (24.00-28.00) <0.0001
Ventricles (mm3) 44,424.04 (27,762.25-56771.32) 46,684.13 (30,217.50-59022.32) 0.059
Hippocampus (mm?3) 7077.91 (6402.98-7744.00) 6008.17 (5340.10-6677.00) <0.0001
WholeBrain (mmg) 1,077,291.53 (1,018,032.50-1137,240.00) 971,404.66 (904,813.25-1030,115.00) <0.0001
Entorhinal (mmg) 3790.83 (3310.00-4255.00) 3075.93 (2571.75-3577.25) <0.0001
Fusiform (mm3) 18,556.20 (17,052.75-20277.00) 15,927.66 (14,245.00-17523.75) <0.0001
MidTemp (mm?) 20,812.21 (18,969.00-22601.00) 17,771.77 (16,017.25-19364.50) <0.0001
ICV (mm?) 1,587,973.84 (1,497,325.00-1686,807.50) 1,507,146.51 (1,382,177.50-1604,485.00) <0.0001

Abbreviations: No. MCI/AD, Number of patients converted to MCI/AD; APOE4- Number of Apolipoprotein E4 alleles; CDRSB, Clinical Dementia Rating Scale Sum of Boxes
(boxes are the six domains for evaluating dementia); ADAS-cog, Alzheimer’s Disease Assessment Scale-Cognitive Subscale; MMSE, Mini-Mental State Examination;
MidTemp, Middle Temporal Gyrus; ICV: Intracerebral Volume. p-value was calculated by the chi-square test for discrete and t-test for continuous variables. Mean and
variance were provided for numerical variables. p < 0.05 are indicated in bold.

Table 2: Statistical comparisons of clinical and neuroimaging features of the discovered patterns on the (B) MCI-AD dataset.
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Fig. 5: The most important predictors for disease progression pattern assignments. (A), (B) Beeswarm plots of the ten most important
predictors on the (A) C(N—MCl and (B) MCl—AD datasets, respectively. The SHAP value of a predictor reflects its contribution to distinguish the
two patterns (a SHAP value > 0 indicates more pattern 2, and <0 more pattern 1). The color scale shows the value of the feature, where red
indicating a larger value and blue indicating a smaller value. (C), (D) The pattern-wise distribution of 5 cognitive assessment scores and their
changes over time on the (C) CN—MCI and (D) MCl—AD datasets, respectively. All available patients with 5 years of follow-up were selected to
show how these cognitive assessment scores change over time. Abbreviations: MidTemp: middle temporal gyrus, ICV: intracerebral volume,
mPACCtrailsB: Preclinical Alzheimer's Cognitive Composite Trails B, LDELTOTAL: logical memory delayed recall total, mPACCdigit: Preclinical
Alzheimer's Cognitive Composite Scores, CDRSB: Clinical Dementia Rating Scale Sum of Boxes, MMSE: Mini-Mental State examination, FAQ:

Functional Activities Questionnaire, ADAS11: Alzheimer’s Disease Assessment Scale-Cognitive Subscale (11 items).

baseline variable, we constructed a single-variable CPH
model and reported the concordance index (C-Index)
results by 5-fold cross-validation. As can be seen in
Fig. 7(B), the discovered patterns outperformed all the
selected variables and were able to achieve an average

www.thelancet.com Vol 64 October, 2023

cross-validated C-Index of 0.618 (95% CI 0.602-0.634)
for prediction of the progression from CN to MCI.
Similarly, we achieved an average C-Index of 0.718 (95%
CI 0.712-0.725) for predicting the conversion time from

MCI to AD dementia.
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Pattern 1

Pattern 2

Fig. 6: Atrophy of the identified patterns at different time points. MRI scans of available patients (including subsequently censored ones) at
the three time points, i.e., (A) 1-, (B) 3-, and (C) 5-year, were collected to compare the difference of brain atrophy between the discovered patterns
(left: Pattern 1, right: Pattern 2). The diagrams show the difference of atrophies of brain regions at each time point compared to the baseline. The
color scale illustrated the fraction of patients with atrophy in a certain brain region (red color: less atrophy, yellow color: more atrophy).

As illustrated in the ROC curves evaluated at 1, 3, 5
and 10 years (Fig. 7(C)), our model achieved consistently
impressive performance on predicting the progression
time of AD dementia/MCI onset with an AUC of
0.708-0.886 and 0.810-0.979 on the CN—MCI and
MCI—AD cohorts, respectively. It is worth noting that
our model is largely superior to the survival analysis
models using MMSE (0.537-0.600) or APOE4
(0.564-0.681) as predictors (ROC results for using MMSE
and APOE4 are shown in the Supplementary Fig. S6). In
addition, as shown by the DCA curves in Fig. 6 (D), the
proposed Deep-AD provided significantly larger net
benefits across the range of the threshold progression
risks than the survival analysis models using MMSE or
APOE4. Moreover, the performance of our model is
substantiated by the results from C-Index, ROC curves,
Calibration curves, and DCA (Supplementary Tables S6-
S8 and Supplementary Figs. S7-S9), consistently high-
lighting the exceptional predictive capability of our model
when compared to the conventional and state-of-the-art
machine learning models.

External validation in the AIBL cohort
We externally validated our model in a cohort of par-
ticipants from the AIBL database (203 CN—MCI; 30

MCI—AD) (details of the demographics and clinical
variables of the AIBL datasets are summarized in
Supplementary Table S4). The conversion rates were
11.3% (N = 23) and 40.0% (N = 12) for CN—MCI and
MCI—AD, respectively, indicating that most of CN pa-
tients were censored while over half of MCI patients
were transformed into AD dementia. Compared with
the ANDI cohort, more participants in the AIBL
CN—MCI dataset were cognitive normal; they were also
generally younger and had higher values of MMSE.
Supplementary Fig. S15 shows that the proposed model
clustered AIBL participants into distinct patterns with
statistically different survival curves.

Regarding the conversion time prediction, the pro-
posed Deep-AD demonstrated competitive prediction
performance (C-Index: CN—MCI 0.693 [95% CI,
0.667-0.717]; MCI>AD 0.752 [95% CI, 0.698-0.807)),
in comparison with clinical widely used risk factors of
AD, ie., age (C-Index: CN-MCI 0.516 [95% CI,
0.474-0.558]; MCI—AD 0.409 [95% CI, 0.337-0.482]),
sex (C-Index: CN—MCI 0.581 [95% CI, 0.552-0.611];
MCI—AD 0.545 [95% CI, 0.513-0.578]) and MMSE (C-
Index: CN—>MCI 0.672 [95% CI, 0.632-712]; MCI->AD
0.730 [95% CI, 0.682-0.778]) (Supplementary
Fig. S15(B)) (Different from ADNI, APOE4 was not
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Fig. 7: Evaluations of time-to-conversion prediction. (A) Time-to-conversion predictions comparison of Hazard ratio (HR) for derived patterns
with other clinical features on the CN—MCl and MCI—AD datasets. HR estimates how the risk of progression for each unit increase of a
particular variable. An HR of 1 means no modification of the risk, HR > 1 means there is an increase in the risk, and an HR < 1 means there is a
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available in the AIBL cohort). A similar pattern of results
in terms of AUC and DCA was observed on 3- and
5-year predictions, with consistently comparative per-
formance with MMSE (Supplementary Fig. S15(D)).

Causal link estimation

We conducted GWAS on the discovered patterns as
phenotypic outcome, i.e., pattern 2 as outcome and
pattern 1 as normal control. Genetic variants were
available on 252 subjects (163 pattern 1, 89 pattern 2) in
the CN—MCI cohort, and on 380 subjects (183 pattern
1, 197 pattern 2) in the MCI—>AD cohort. As can be seen
in Fig. 8, no genetic variant was found higher than the
predetermined threshold 5.0 x 1078, Due to the small
sample size for the GWAS analysis, a high threshold
may easily lead to false negatives. To alleviate it, we
lowered the significant threshold for the p-value to
1.0 x 107 *, and observed that four SNPs (rs6679625 at
chrl [p = 3.5e-06], 1s7540920 at chrl [p = 8.1e-06],
rs4839882 at chr6 in KLHL32 [p = 2.4e-06] and
rs10898826 at chrll in ANO1 [p = 9.77e-06]) were sta-
tistically significantly associated with patterns in the
progression of CN to MCI, and three SNPs at chr18 in
DSEL-AS1 (rs176004 [p = 6.1e-06], 1s393881 [p = 6.1e-
06], rs281552 [p = 8.2e-06]) were associated with patterns
in the progression of MCI to AD dementia. Summary
information of SNPs found by GWAS is presented in
Supplementary Table S9.

To investigate the causal relationships between
the identified patterns and AD, we conducted MR
analysis to examine if there is a causal effect between
patterns and two potential outcomes, i.e., AD onset
and the conversion time to AD dementia. While
Table 3 shows that no significant causal effect was
detected between the identified patterns and AD
onset, a suggestive causal association between the
identified patterns of MCI—-AD and the conversion
to AD dementia in 1- and 3-years was observed (IVW
p = 0.00010 for one-year progression and p = 2.8e-07
for three years progression) (Table 4). The MR-Egger
intercepts of the 1- and 3-years of progression were
close to zero and the p-value >0.050, indicating no
evidence of horizontal pleiotropy were detected.
Additionally, we found that the identified patterns
showed a positive effect (Beta >0) with the 1- and
3-years progression of MCI to AD, indicating that
patients with MCI—-AD pattern 2 were causally

associated with a higher risk of progression within 1-
or 3-years than those patients with pattern 1.

Discussion

In this study, we developed, validated, and evaluated a
novel deep learning model for identifying underlying
patterns in AD trajectory. By capitalizing on the rich
real-world data from the ADNI and AIBL cohorts and a
deep survival clustering technique, we were able to
overcome the challenges associated with lacking longi-
tudinal data and deficiency in individualized time-to-
conversion prediction. Note that our model learned
nonlinear transformation from real-world complex data
rather than generated/concatenated data, thereby pro-
vided a realistic representation of clinical biomarkers
and neuroimaging signatures for an individual patient.
We emphasize that, instead of modeling the disease
progression on the longitudinal data, we only used the
data collected at two time points to train our model, and
the data at baseline (i.e., starting time point) for infer-
ence to predictively analyze the trajectory of an indi-
vidual patient. This learning strategy alleviates the
problem of lacking longitudinal data.

The findings on real-world ADNI and AIBL data
highlighted the value of our model to effectively identify
biologically and clinically distinct patterns in AD tra-
jectory. Extensive experimental results demonstrated
that there existed robust differences between the iden-
tified patterns in biomarker compositions, cognitive
scores, brain regional atrophies, and genetic back-
grounds. Model interpretation through SHAP values
revealed the crucial role played by whole brain, ento-
rhinal cortex, and fusiform gyrus in distinct patterns of
both CN—MCI and MCI—AD progression (Fig. 5(A and
B)), indicating these regions emerges as a pivotal neural
signature for distinguishing the progression patterns of
AD.*= Notably, our analysis also highlighted that the
hippocampus is associated with the progression pat-
terns of CN—MCI (Fig. 5(A)), suggesting that it is an
essential marker in the initial stage of AD progression.*
Evidence has shown that hippocampus is vulnerable to
deterioration during early-stage Alzheimer’s disease
(AD), leading to memory and cognitive impairment.**
In addition, our results also confirmed that patients with
pattern 2 of MCI-AD progressed more rapidly and
were highly associated with females (Fig. 5(A and B)).

reduction of the risk. (B) Predictive ability of the identified patterns on the CN—MCI and MCl—AD datasets. We evaluated the performance of
time-to-conversion prediction by C-Index and compared the performance of the discovered patterns of other 4 clinical variables: age, sex,
APOE4 and MMSE. The violin plots showed the 5-fold cross-validated C-Index results for each variable. (C) ROC curves for prediction of
conversion time on the C(N—MCI and MCI—AD datasets. We accessed the ROC curves for 1, 3, 5 and 10 years of progression from CN to MCI
and from MCl to AD dementia. (D) Decision Curve Analysis (DCA) for prediction of conversion time on the C(N—MCI and MCI—AD datasets.
DCA graphically shows the clinical usefulness of a survival analysis model based on a continuum of potential thresholds of conversion risks (x
axis) and the net benefits to time-to-conversion prediction (y axis). The two baseline curves in black and gray stand for the assumption that all
patients (ALL) and no patient (None) will progress to the next stage, i.e.,, CN to MCl and MCl to AD dementia.

www.thelancet.com Vol 64 October, 2023


www.thelancet.com/digital-health

Articles

A . Genome-wide association study for the identified patterns (CN—MCI)
¥
O eeT0625 /r54839882
~

— rs10898826
L5 \ I
o rs7540920
>
£
i

3

1

1 2 3 4 5 6 ; 8 9 10 1 12 13 14 15 16 17 18 19 20 2122
B Chromosome
Genome-wide association study for the identified patterns (MCI—AD)

9

7
— v8176004vr5393881
Ls Nrsn1552
S
S
i

1 2 3 4 5 6 7

8 9 10 1 12 13 14 15 16 17 18 19 202122

Chromosome

Fig. 8: Manhattan plots of genome-wide association study (GWAS) on the (A) CN—MCl and (B) MCI—AD datasets. Manhattan plots show
the strength of the association between each SNP and phenotype (pattern) on each chromosome. Each point in the Manhattan plot represents
the location of a SNP on the chromosome (x-axis) and the strength of its association (y-axis). The Red lines represent the threshold of p-value

for genome-wide significance, i.e, p = 1.0 x 10™.

As pointed out by Payami et al.,”* women have a higher
risk of developing AD compared with men. Further-
more, our results revealed the heterogeneity of brain
atrophy in trajectories of AD patients. Intuitively, pa-
tients with pattern 1 of MCI—AD had mild atrophy in
their occipital lobe and posterior frontal lobe, mainly
including cuneus and postcentral gyrus. On the con-
trary, patients with pattern 2 of MCI—-AD were associ-
ated with faster degeneration rate in their medial
orbitofrontal cortex, amygdala, and lateral geniculate
body, implicitly indicating that it is a group of early-
onset AD patients with a fast brain atrophy rate across
multiple pathologies.'”'®*" Moreover, a significant

Dataset Outcome Method Beta SE p-value (IVW)
CN—-MCI AD VW 0.012 0.009 0.18
MCl—-AD AD VW -0.005 0.015 0.74

Table 3: Mendelian randomization tests for the discovered patterns
with AD onset.

www.thelancet.com Vol 64 October, 2023

difference in the expression of APOE4 was observed in
the discovered patterns of MCI—AD, but there was no
statistically difference in APOE4 observed in the pro-
gression of CN—-MCI. We hypothesized that APOE4
allele is rarely expressed in the early stages of AD, such
that it is not critical/essential to distinguish the pro-
gression rate of CN transformation into MCI. Without
doubt, the interpretability of the discovered patterns
would make them more amenable to medical
practitioners.

It is worth mentioning that our model did not
explicitly model disease stages, but preserved the tem-
poral semantics of individual patients along the timeline
of their disease development through the time-to-
conversion analysis. This is critical since patients may
have individual characteristics at enrollment, and varied
progression rates due to the heterogenous trajectory of
AD.*> As indicated in Fig. 3(A and B), using baseline
patient covariates may cluster out indistinct patterns. In
contrast, our model developed a deep survival clustering
approach to adjust for patients’ baseline time and align
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Outcome Beta SE p-value (IVW) MR-Egger intercept horizontal pleiotropy (p-value)
CN—>MCI 1-year progression 0.211 0.254 0.36 -4.260 0.37
3-year progression -0.061 0.206 0.77 -1.995 0.52
S-years progression -0.033 0.151 0.82 0.454 0.84
10-years progression 0.034 0.121 0.78 0.031 0.99
MCl—AD 1-year progression 0.789 0.205 0.00010 0.310 0.99
3-year progression 0.685 0.133 2.8e-07 0.097 0.99
S-years progression 0.808 0.126 1.5e-10 1.660 0.92
10-years progression 0.604 0.122 7.0e-07 1.280 0.93
We used the inverse-variance weighted (IVW) method to access the causal relationship between exposure and outcome, and a p-value <0.050 indicates a significant causal
relationship. For sensitive analysis, we used MR-Egger to test the horizontal pleiotropy for the selected SNPs. The MR-Egger intercept was used to assess the horizontal
pleiotropy, where an intercept close to zero indicates no horizontal pleiotropy was detected.
Table 4: Mendelian randomization tests for patterns with the conversion time to AD in 1, 3, 5 and 10 years.

them on the time axis, such that the latent representa-
tions of distinct patterns containing both patient cova-
riates at baseline and the estimated conversion times
can be well extracted (Fig. 3(C and D)). In this sense, the
identified patterns were inherently linked to disease
progression with HR up to 3.51 and 8.11 in CN—-MCI
and MCI-AD cohorts, respectively, and thus would
have better predictive power than the conventional
clinical features and cognitive measurements. Particu-
larly, the prognostic model built on the identified
pattern performed significantly better than those built
on the conventional demographics and clinical bio-
markers (e.g., age, sex, MMSE, APOE4, etc.) in pre-
dicting an individual patient’s time-to-conversion to
MCI/AD dementia, in terms of different quantitative
evaluation measures, as summarized in Fig. 7 and
Supplementary Fig. S15. These findings demonstrate
that the identified pattern could act as a surrogate for
prognosis, if APOE4 or cognitive measurements is not
available.

The growing utilization of the Amyloid Tau Neu-
rodegeneration (ATN) biomarkers®** provides an op-
portunity for accurate diagnosis and precision therapy
for AD patients. Previous findings demonstrated that
positive amyloid/tau status is related to cognitive
decline and future progression to dementia.” Our re-
sults substantially confirmed these findings, showing
that patients who were amyloid positive (A+) or tau
positive (T+) were linked to an increased risk for AD
progression (Fig. 4). Specifically, patients with A+ and
T+ were significantly represented in pattern 2 of
MCI—AD (Supplementary Fig. S5), where 80.36% pa-
tients were present with A+ and 67.14% patients with
T+. In contrast, only 53.05% and 38.03% patients with
pattern 1 of MCI—-AD were present with A+ and T+,
leading to a slow rate for progression to AD dementia.
Moreover, we found that the two patterns exhibited
significantly different progression rates for patients
with A+/T+ (Fig. 4(C)—(F)). These findings indicate that
the identified patterns could offer complementary

performance to an AT (N)-based solution for disease
progression prediction.

We conducted GWAS and MR analysis to investigate
the causal relationship between the identified patterns
and the progression rates in AD trajectory. Analysis
results suggested that the discovered patterns were
causally associated with the varied progression rates of
MCI transformation into AD dementia (Table 4).
Although an abundance of genetic studies has provided
plentiful evidence that late-onset AD has heritability
estimates of 58-79%,* few of existing studies clearly
elucidated the genetic backgrounds associated with the
rate of deterioration of AD. On the contrary, our study
revealed three potential genetic variants at chromosome
18 in DESL-AS1, suggestively associated with the pro-
gression of AD. Despite the disclosed genetic variants
were not causally associated with the occurrence of AD,
as indicated in previous GWAS studies of AD,* they
were causally associated with the discovered patterns of
MCI transformation into AD dementia, indicating that
these genetic variants lead to the faster progression
speed for patients with pattern 2 of MCI—-AD than
those with pattern 1. These findings demonstrated that
the identified MCI—AD patterns revealed distinct un-
derlying subtypes of neurodegeneration, differing not
only in their biomarker composition, cognitive scores
and imaging signatures, but also in genetic back-
grounds. DSEL-AS1 was previously found to be associ-
ated with several psychiatric disorders, such as unipolar
depression,” and bipolar disorder,” indicating that
faster progression of AD may share genetic risks with
these psychiatric disorders. It deserves further in-
vestigations on this potential genetic connection.
Moreover, no causal link was found between the iden-
tified patterns and the progression rate of CN—MCIL.
However, it does not necessarily mean that there is no
causal link between them. Since the progression from
CN transformation into MCI is often modest and hard
to track, it may increase the imperceptibility for identi-
fying the changes in their clinical features and worth
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further careful investigation. Hence, the causal rela-
tionship between the identified patterns and progres-
sion rate of CN—MCI may not be well captured. Overall,
our findings highlighted the utility of MR analyses to
draw on potentially causal links between patterns and
the progression rates of AD.

Despite promising findings, some limitations of our
study should be addressed. First, we trained and eval-
uated our model on ADNI data, with an external vali-
dation in the AIBL cohort. We argue that the proposed
model is generalizable and can be applied to any long-
term disease progression analysis. To further increase
the generalizability of our model, external validation
could be performed on other large datasets to verify
whether the discovered patterns are consistent across
diverse populations. This is left for future work. Sec-
ond, we trained our model by using data extracted from
two time points to analyze the disease progression in a
predictive manner. Although this learning strategy
relaxed the problem of longitudinal data restriction, the
progression information between the two time points
should be appropriately collected and well exploited to
analyze the disease development in a fine-grained
manner.®**> Another limitation is the insufficient
sample size for GWAS analysis which may lack sta-
tistical power. However, we still find evidence for as-
sociations between the identified patterns and the
progression of AD in the MR analysis, which may
require further validation using a large-scale sample of
data. Lastly, only retrospective data was used in this
study, highlighting the need for a standardized pipe-
line for long-term prospective data collection in the
future.

In summary, we presented a novel deep learning
model to identify underlying patterns in AD trajectory.
The obtained experimental results on a range of syn-
thetic and real-world datasets highlighted the effective-
ness of our model in identifying biologically and
clinically meaningful patterns regulated by different
progression rates while remaining competitive at time-
to-conversion prediction. External validation also
demonstrated the generalization ability and clinical
utility of our model, particularly by providing clinicians
with a cost-effective manner in stratifying patients about
the likelihood of progression to MCI/AD dementia
within a specific time period, and therefore potentially
facilitating enrollment in clinical trials. Our approach
has the potential to serve as a tool for precision medi-
cine and could be applied to any long-term progressive
diseases, including but not limited to AD or other
neurodegenerative disorders.
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