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ABSTRACT: Automatic search of cavities and binding mode
analysis between a ligand and a 3D protein receptor are challenging
problems in drug design or repositioning. We propose a solution
based on a shape theory theorem for an invariant coupled system of
ligand−protein. The theorem provides a matrix representation with
the exact formulas to be implemented in an algorithm. The method
involves the following results: (1) exact formulae for the shape
coordinates of a located-rotated invariant coupled system; (2) a
parameterized search based on a suitable domain of van der Waals
radii; (3) a scoring function for the discrimination of sites by
measuring the distance between two invariant coupled systems
including the atomic mass; (4) a matrix representation of the Lennard-Jones potential type 6−12 and 6−10 as the punctuation
function of the algorithm for a molecular docking; and (5) the optimal molecular docking as a solution of an optimization problem
based on the exploration of an exhaustive set of rotations. We apply the method in the xanthine oxidase protein with the following
ligands: hypoxanthine, febuxostat, and chlorogenic acid. The results show automatic cavity detection and molecular docking not
assisted by experts with meaningful amino acid interactions. The method finds better affinities than the expert software for known
published cavities.

1. INTRODUCTION
There is currently a growing interest in the search for
therapeutic targets and the development of different computa-
tional techniques that support research in the field of pure and
applied sciences, such as the area of pharmaceutical chemistry.
There is also a marked advance in machine learning
techniques, where the shape theory has emerged as a powerful
tool in this area.1−3 The union between a molecule and a
receptor is the starting point for the design of drugs and their
subsequent synthesis.4

The 3D ligand-based models analyze the structure−activity
relationship. Namely, the molecular docking explores the
conformational space and uses a scoring function to classify the
poses of the ligand in the active site of the protein.5,6

Additionally, it is based on the geometric complementarity
between the ligand and the receptor.7−10 For this reason, the
positions of atoms are essential for detecting a protein region
characterized by favorable ligand−receptor interactions.11

The literature reports several studies on the detection and
descriptions of protein cavities. These works include geometric
methods,8,12 energy field methods,10,13−15 molecular dynamics
calculations,16,17 residues of conserved sequences,18−20 and
physicochemical characteristics of the system.12

Another approach considers the evaluation of molecular
similarity based on equivalent structures and properties. These
methods are based on the interatomic distance, atom-centered
Gaussian overlay-based representations, Zernike descriptors,

and spherical harmonics surfaces9,11,21−26 Additionally, these
approaches have been combined with molecular docking,
generating successful results in discovering inhibitors.27,28 The
classical methods explore the chemical and biological spaces;
however, there is an interest in developing alternative methods
centered on the geometric invariances in non-Euclidean spaces.
The shape complementarity can be seen as the Riemann space
information after filtering some Euclidean noise.29,30

A shape theory technique can score the interaction between
molecules by equivalence classes. They can be seen as
partitions of a quotient space quoting the differences by
some Riemannian geometric descriptors.29,31 Some automatic
scanning methods use the Lennard-Jones (L-J) potential32,33 to
score the receptor−ligand complex’s geometry. It allows the
conformational space exploration without limitations in the
number of atoms of the interacting molecules. The
incorporation of the shape theory29,31,34 in the context of
molecular docking appeared for the first time in a recent work.2
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have been reported. For example, ref 3 applied the shape
theory for spectroscopic analysis and ref 35 studied rocking
curves, both in the context of experimental physics; in
engineering, ref 36 implemented a remote sensing analysis of
burning satellite products; finally, in the area that concerns us,
ref 37 set the shape theory for the automatic search of large
clusters not assisted by experts.

In general, the shape theory is a broad branch of statistics.
Initially, models based on the normal distribution received
wide diffusion, for example, refs 3038, and 39. Then, robust
models were included in several numerical fields: real
normalized division algebras (real, complex, quaternion, and
octonion); multiple transformations such as SVD, QR, pseudo-
Wishart, polar, and so forth.40−43

Some tools such as those defined in refs 1044, and 45 were
used to perform an automatic search for cavities based on
multiple classification criteria. However, they require a priori
energy calculations or physicochemical information of the
studied system. With the correct parameters, the Riemannian
geometry can perform automatic exploration of cavities in large
proteins, avoiding the usual manual intervention of an expert.
In particular, we can search cavities and perform molecular
docking by finding new shape coordinates of a coupled
ligand−protein system. The invariance property means that
only the significantly different scenarios are studied. The shape
theory usually deals with separated clusters, but in this case, the
required ligand−protein complementarity claims the setting of
an invariant couple system. For doing so, this paper establishes
a new theorem with the exact formulas in a matrix form
describing the automatic search and the molecular docking.
The proposed method involves the following parts:

1. Exact expressions with the shape’s coordinates of the
invariant coupled ligand−protein.

2. A parametric search based on the exploration of a
suitable domain of van der Waals radii.

3. A shape and atomic mass descriptor for similarity or
dissimilarity between two any coupled systems.

4. An interaction energy score criterion based on the L-J
6−12 and 6−10 type potentials.33

5. Geometry optimization routine for reaching the optimal
molecular docking (OMD) via the L-J potential.

Once the OMDs are obtained, profuse interaction studies
can be performed using expert molecular docking software.45

We organize the document as follows: In Section 2, we
present the case study. Section 3 describes the methods and
algorithms. Section 4 gives the results and discussion. The
following applications of the algorithm are fully detailed:

Application 1. A known system: XO−HPA.
Application 2. A forbidden pocket (an apparently narrow

cavity for the ligand): XO−chlorogenic Acid.
Application 3. A new cavity: XO−FBX.
Application 4. A new cavity: XO−chlorogenic Acid.
Application 5. A new cavity: XO−HPA and complementary

analysis using AUTODOCK VINA.

2. CASE STUDY
In a previous work,2 we used the enzyme xanthine oxidase
(XO), which is distributed in various species, from bacteria to
humans, and is present in mammalian tissues. XO contains the
cofactor FAD (flavin adenine dinucleotide), a molybdenum
cofactor, and [2Fe−2S] centers. Mammalian enzymes may
have xanthine dehydrogenase (XDH) activity. They exist
primarily in the cell, but they are readily converted to the XO
form by oxidation of sulfhydryl residues. XO uses dioxygen as a
substrate, leading to the formation of a superoxide anion,
hydrogen peroxide, and urate.46,47 The inhibition of its activity
is the objective in treating diseases such as gout caused by
hyperuricemia and vascular inflammation, among others. For
this reason, the importance of XO lies in its affinity for
producing reactive oxygen species (ROS), a situation
implicated in several pathological states.48−51 Consequently,
other investigations seek to minimize ROS formation through
various approaches, including molecular docking with the XO
enzyme. XO hydroxylates HPA, and then, the xanthine is
obtained, which is then converted into uric acid, generating
ROS.47 The inhibition of XO is relevant in treatments to
prevent the accumulation of uric acid and, therefore, ROS.52,53

In our case, we selected the XO enzyme in complex with
hypoxanthine (HPA) and the ligands febuxostat (FBX) and
chlorogenic acid,54 which are XO inhibitors.

3. METHODS AND ALGORITHMS
In this section, we propose and prove the paper’s main result
about the automatic search of cavities in large proteins and
molecular docking via the L-J potential.

The algorithm is based on the following result:
Theorem. Consider a protein of n atoms and a ligand with

m ≪ n atoms. =p (p , p , p )j j jj ,1 ,2 ,3 , j = 1, ..., n, denotes the
original Euclidean coordinates of the atoms in the protein

=P p( )j . Also let =l (l , l , l ),i i i i,1 ,2 ,3 , i = 1, ..., m, be the original

location of the atoms in the ligand =L l( )i . Assume that 2b
(eq 2) is the largest Euclidean distance in the ligand, which is
reached between the points =l (l , l , l )u u,1 u,2 u,3 and

=l (l , l , l ).v v,1 v,2 v,3 In some symmetric clusters, there could
exist more than one pair of points associated to such a maximal
distance, in that case, we just take any of them. In the same
way, consider that the pair =p (p , p , p )w w,1 w,2 w,3 and

=p (p , p , p )t t,1 t,2 t,3 of the protein attain the maximal distance
2d, (eq 3).

Then:
Part (1): A located−rotated invariant coupled system of

shape coordinates for ligand−protein is given by = i
k
jjj y

{
zzzC L

P
(3) (3)

(3) .

The invariant ligand is the m × 3 matrix =L l( )i
(3) (3) , where

=l (l , l , l ),i i i i
(3)

,1
(3)

,2
(3)

,3
(3) , i = 1, ..., m; with
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2
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,3 u,3 v,3 u,3 v,3
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2

,2
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2
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2
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2

,1 u,2 v,2
2

u,3 v,3
2
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2

u,2 v,2
2

u,3 v,3
2

u,1 v,1
2

u,2 v,2
2

u,3 v,3
2

,3
(3) ,3 u,2 v,2 u,3 ,2 v,2 ,2 u,2 v,3

u,2 v,2
2

u,3 v,3
2

(1)

Also, the invariant protein is the n × 3 matrix
=P (p , p , p )j j j

(3)
,1

(3)
,2

(3)
,3

(3) , j = 1, ...., n, where the formulae for
pj,1

(3), pj,2
(3), and pj,3

(3) are just the expressions of li,1
(3), li,2

(3), and li,3
(3),

respectively, substituting l → p, i → j, m → n, u → w, and v →
t.

Part (2): When i = u, the above rigid transformations send
atom lu to lu(3)=(b,0,0), with

= + + >b 1
2

(l l ) (l l ) (l l ) 0u,1 v,1
2

u,2 v,2
2

u,3 v,3
2

(2)

Meanwhile, atom lv is placed at lv(3) = (−b,0,0). For the other
values of i, the remaining m − 2 atoms li, i = 1, ...,m; i ≠ u,v in
the original ligand are sent to the given expressions (1) in the
three Euclidean space. For the protein, the original atoms at
pw,pt are, respectively, sent to pw

(3) = (d,0,0) and pt
(3) =

(−d,0,0), where

= + + >d 1
2

(p p ) (p p ) (p p ) 0w,1 t,1
2

w,2 t,2
2

w,3 t,3
2

(3)

and the remaining n − 2 atoms are rigidly translated to the
addressed coordinates pj

(3), j = 1, ..., n; j ≠ w,t from (1).
Part (3): For a more meaningful docking along the segment

of atoms pw
(3) and pt

(3), (3) is restricted such that

= +d b r (4)

with b > 0 (eq 2). r > 0 is a real parameter in a certain
appropriate interval, (g,h), varying in a suitable domain of the
van der Waals radius, according to the atoms located at
lu(3),lv(3),pw

(3),pt
(3). The q possible ligand−protein invariant

coupled system = =
i
k
jjjjj

y
{
zzzzz k qC L

P
, 1, ...,k

k

k

(3)
(3)

(3) is considered,

satisfying the restriction for d. The atomic mass of the system
is added in a fourth column, and the new coupled system is

denoted by =
i
k
jjjjj

y
{
zzzzzM L z

P z
,k

k k

k k

(3)
(3) (L)

(3) (P) where zk
(L) is a m × 1 vector

containing the atomic mass of the k-th ligand Lk
(3). Similarly,

zk
(P) is a n × 1 vector with the atomic mass of the k-th protein
Pk

(3).
A shape and atomic mass descriptor for similarity or

dissimilarity between any two coupled systems Me
(3) and Mf

(3) is
given by the following distance

= + +T T T T RM Mdist( , ) 2 cose
(3)

f
(3)

e
2

f
2

e f (5)

where

= {[ ] } =

=
++ + +

i
k
jjj y

{
zzz

T

m n

DM DM

D I 1 1

trace , o e, f,

1
m n m n m n

o o
(3)

o
(3)

I is the identity matrix, 1 is a vector of ones, and ′ denotes the
transpose. Finally, R is the Riemannian distance of Me

(3) and
Mf

(3), namely,

= =
=

R M MRiemaniann distance( , ) cose
(3)

f
(3) 1

s 1

4

s

where 0 ≤ R ≤ π/2 and αs are the square roots of the
eigenvalues of Ae′AfAf′Ae. Here, =A BM ,

To
1

o
(3)

o
o = e,f;

=B b( ),i is (m + n −1) × (m + n) matrix such that

=
+ + +

Ö́ÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖ ÆÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖ

i

k

jjjjjjjjjjjjjj
y

{

zzzzzzzzzzzzzz

i i i i
i

i i
b

1
( 1)

, ...,
1

( 1)
,

( 1)
, 0,

..., 0

i

i

For details about the Riemannian geometry, see, for example,
Kendall (1984).29

Part (4): Instead of studying the complete protein, consider
the subset of atoms inside a sphere of radius 2d, eq 4 centered
at the origin. It is possible that the sphere cuts some amino
acids of the protein; thus, we must include the necessary atoms
outside the sphere. Let n be the number of such confined
a t o m s w i t h c o m p l e t e a m i n o a c i d s . L e t

= = =( ), ( ), , 1, ..., ;, , the matrices of in-
teractions among the total ω classes of elements present in the
system ligand−protein Mk

(3), k = 1, ..., q. The (mn) × 2 matrix
is defined as = =( ), 1,2, . The index β recovers all the
interactions of the indexes i = 1, ..., m in the ligand and the
indexes j = 1,..., n of the protein. It is listed as follows: β =
((1,1),(1,2),...,(1,n),(2,1),(2,2),.,(2,n),...,(m,1),(m,2),...,(m,n)).

Then, the entries of ϑ are given by

= +
4 4i j i j i j i j

i j

i j i j i j i j

i j
,1

( , ), ( , ) ( , ), ( , )
6

,
6

( , ), ( , ) ( , ), ( , )
12

,
12

and

= +i j i j i j i j

i j

i j i j i j i j

i j
,2

( , ), ( , ) ( , ), ( , )
10

,
10

( , ), ( , ) ( , ), ( , )
12

,
12

Here, τ(i,j) and φ(i,j) correspond to the entries ετ,φ, στ,φ of
matrices ε,σ according to the i-th atom of the ligand and the j-
th atom of the protein. Thus, the L-J energy of the k-th
invariant coupled system is given by
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= +MJ( ) mn( )k
(3)

.,1 .,2 (6)

where ,.,1 .,2 are the means of the corresponding columns of
the matrix ϵ.

Part (5): The rotation matrix is defined about the y-axis

= i
k
jjj y

{
zzza

a a
a a

U( )
cos 0 sin

0 1 0
sin 0 cos

and the rotation matrices S(a),T(a) are considered with
respect to the x and z axes, given in eqs 7 and 8 of the
Supporting Information. A sequence of ax, ay, az angles are set
such tha t <0 2x ,ix

, =i 1, ..., ax x; <0 2y i, y
,

=i 1, ..., ay y; <0 2z i, z
, =i 1, . . . , az z. The OMD via

the L-J potential of eq 6 in a certain cavity k = 1, , q can be seen
as the coupled ligand−protein

=
i
k
jjjjjj

y
{
zzzzzzO

L S U T z
P z

( ) ( ) ( )
:k

k x k

k k

(3)
(3)

,opt y,opt z,opt
(L)

(3) (P)

satisfying the following optimization problem

= OOMD argmin J( )k
,

(3)

x x x,i y,iy, z,i (9)

where ix = 1, ..., ax, iy = 1, ..., ay, iz = 1, ..., az.
Proof: See the Supporting Information.
Remark: The distance (see eq 5) can be seen as a new

punctuation function in molecular docking because it involves
an atomic mass feature to the classical geometrical invariant
Riemannian distances. We have used it here only to avoid a
repetition of searching the same cavity with different
symmetrical atoms associated to the same maximal distance
2d. An explicit relation of eqs 5 and 6 could lead a more robust
optimization solution, eq 9. This problem will be part of a
future research.
Algorithm. In the following steps, we use the notations and

the context given in the Theorem subsection.
Section A: Steps 1 to 13.

1. Set the original protein = =P p j n( ), 1, ...,j .

2. Set the original ligand = =L l i m( ), 1, ...,i .
3. Find lu and lv with the largest Euclidean distance 2b, (eq

2).
4. Set g and h explained in part (3),= and provide a

sequence rk,k = 1, ..., q such that g ≤ r1 < r2 < ... < rq ≤ h.
5. Set k = 1.
6. Find pw and pt with the largest Euclidean distance 2d =

2b + 2rk, (eq 4).
7. Instead of studying the complete protein, consider the

subset of atoms inside a sphere of radius 2d, eq 4,
centered at the origin. It is possible that the sphere cuts
some amino acids of the protein; thus, the necessary
atoms outside the sphere are included. Let n be the
number of such confined atoms with complete amino
acids. Update the new protein = =j nP p( ), 1, ...,k j ,
under this restriction.

8. Compute the Riemannian invar iant system

=
i
k
jjjjj

y
{
zzzzzM L z

P zk
k k

k k

(3)
(3) (L)

(3) (P) with the exact formulae of eq 1.

9. Repeat steps 5 to 8 for k = 2, ..., q.

10. Compute the Riemannian distance of eq 5 between all
possible pairs indexed by e, f ∈ {1, ..., q} of coupled
systems Me

(3) and Mf
(3).

11. Order the systems according to the largest distances
found in step 10. Assume that the resulting order is
indexed by k1, k2, ..., kq. Delete from the list those
systems that are similar according to a near zero distance
in eq 5. Let k1, k2, ..., kQ the new updated list with the Q
≤ q most discrepant systems =i QM , 1, ...,k

(3)
i

.

12. Find the L-J energies = =MJ i QLJ ( ), 1, ...,k k
(3)

i i
of eq

6.
13. Select the minimum L-J energy of step 12.
Section B: Steps 14 to 16.
14. Set the required parameters in part (5) in order to refine

the system of step 13.
15. Finally, the OMD of eq 9 provides an optimal cavity and

ligand in the context of the theory level given in the
Theorem subsection.

16. For further applications in molecular biology, complete
the amino acids of the OMD in step 15 by adding the
atoms out of the corresponding sphere in step 7.

The algorithm can be divided in two sections: steps 1 to 13,
the search for the best invariant coupled ligand−protein, and
steps 14 to 16, giving rise to the OMD suitable for expert
analysis in AutoDock Vina or similar software.
Getting Started. We use the free software R55 to

implement the cavity search, optimization, and classification
algorithms under the potential criteria of L-J 6−10 and 6−12
potentials. We downloaded the HPA−XO complex (PDB ID:
3NRZ) from the Protein Data Bank (http://www.rcsb.org/
pdb), and the compounds FBX (Pubchem CID: 134018) and
chlorogenic acid (Pubchem CID: 1794427) from the
PubChem repository (https://pubchem.ncbi.nlm.nih.gov).
We prepare the files via AutoDockTools version 1.5.6.45 We
then apply the method to the search and optimization process
in a known XO region52 to obtain the new coordinates of the
protein and ligand pockets. Molecular docking is calculated for
the protein and ligands in the new coordinate system using the
Vina AutoDock tool.56 A search of the entire receptor
conformational space was then performed for each of the
compounds. For the analyses, we used the VMD�Visual
Molecular Dynamics software.57 Finally, we apply molecular
docking to the original coordinates to compare these results
with those obtained in the previous step.

4. RESULTS AND DISCUSSION
In this section, we applied the proposed algorithm in the XO
protein with three different ligands: HPA, FBX, and
chlorogenic acid. The challenge of the method consists of
finding three non-reported cavities for the ligands and showing
that the L-J potential behaves well in the corresponding
molecular docking. The source code used in the applications of
this paper is provided in the Supporting Information.

The examples work well for the case study; however, we do
not provide a generalization about the performance of the
method for any protein. The most important result is the
algorithm’s OMD output (eq 9), which is based on the
proposed theorem contextualized in the L-J formulation.

Each protein deserves a detailed study, involving a number
of issues about computation and molecular docking. The
Supporting Information provides an additional complete
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example (user guide) with a low computational time

application by using a segment of the Aldose Reductase.

For a complete validation of the method, we will consider a

data base with hundreds of proteins and an updated version of

the theorem. This topic is under research.

Figure 1. (a) Ligand (HPA) atoms in gray and XO protein pocket atoms in other colors. (b) Interactions of our method obtained by using a
visualization software and without any assistance of an expert docking software.

Table 1. Parameterization in Terms of the Pocket Radius, the Number of Atoms, and the L-J Potential

position radius (Å) no. atoms L-J(kcal/mol) position radius (Å) no. atoms L-J(kcal/mol)

1 0.70 24 −8.21 16 0.91 42 −10.54
2 0.71 26 −8.62 17 0.92 42 −10.54
3 0.73 29 −9.82 18 0.93 43 −10.60
4 0.74 30 −10.52 19 0.95 44 −10.75
5 0.76 32 −11.90 20 0.96 46 −8.53
6 0.77 34 −13.04 21 0.98 49 −8.92
7 0.78 34 −13.04 22 0.99 50 −9.08
8 0.80 35 −13.30 23 1.02 50 −9.08
9 0.81 36 −13.52 24 1.03 53 −9.14
10 0.82 37 −10.20 25 1.03 54 −9.17
11 0.84 39 −10.25 26 1.04 54 −9.17
12 0.85 41 −10.40 27 1.06 54 −9.17
13 0.87 41 −10.40 28 1.07 54 −9.17
14 0.88 42 −10.54 29 1.09 54 −9.17
15 0.89 42 −10.54 30 1.10 54 −9.17

Figure 2. (a) Relationship between the energy and the radius of the pocket and (b) relationship between the energy and the number of atoms in
the pocket.
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Application 1. A Known Cavity: XO−HPA.We start with
a simple application of docking for the correctness of our
method. We take a cavity reported in the literature by an
expert. In this case, the input consists of the Euclidean
coordinates of the pocket and the ligand. Then, the algorithm
will find the invariant coupled system and perform the
corresponding docking via the L-J potential.

We start with the crystal structure of the bovine XO enzyme
in a complex with HPA at a 1.8 Å resolution. Figure 1 presents
two groups, the ligand atoms and the protein pocket, according
to ref 47, see the coordinates in Tables S1 and S2. Note that
the theorem accepts isolated reference systems for the ligand
and the protein, but in this trivial case, the reported
coordinates correspond to the optimized docking given by
ref 47. In any case, our algorithm considers the worst situation,

and the components are separated in matrices assuming that
they are located initially in any Euclidean region.

Figure 1a shows the atoms that make up each amino acid in
the active site differentiated by colors, and Figure 1b represents
the interactions of the ligand with the amino acids of the
protein pocket. The performance of steps 1 to 13 of our
algorithm is summarized in Table 1. The method’s
convergence depends on the cavity radius, the number of
atoms in the pocket, and the corresponding L-J potential.

Figure 2a shows the relationship between the energy and the
radius of the pocket. Figure 2b shows the energy and the
number of atoms in the pocket.

Figure 2 shows a similar energy behavior between the radii
and the number of atoms in the spheres.

Thus, the first part of the algorithm (Section 3.2.1) provides
an invariant coupled system with 36 atoms in the pocket and

Figure 3. (a) Representation of active sites of the XO−HPA complex found using the new method (Section A of the algorithm). (b) Interactions of
our method obtained by using a visualization software and without any assistance of an expert docking software.

Figure 4. (a) Representation of active sites of the XO−HPA complex found using the new method (Section B of the Algorithm section). (b)
Interactions of our method obtained by using a visualization software and without any assistance of an expert docking software.
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an optimal energy of −13.52 kcal/mol. Figure 3 shows this
system.

The second part of the algorithm involves steps 14 to 16. In
this case, we consider step 14. Finally, eq 9 reaches an energy
of −14.59 kcal/mol with the angles 177.31, 176.29, and
184.72°. Similar neighborhoods cannot improve the addressed
energy. Figure 4a depicts the amino acids surrounding the
ligand, and Figure 4b shows the interactions between HPA and
protein residues. The distance between interacting atoms is
measured in angstroms. HPA exhibits hydrogen bonding with
ARG880 (3.28 and 2.94 Å) and GLU802 (2.69 Å) and
hydrophobic interactions with PHE914 (3.14 and 3.39 Å),
PHE1009 (4.78 and 5.20 Å), ALA1078 (4.57 Å), and
ALA1079 (4.02 and 4.84 Å). The results are in the same
line as those consulted in refs 47, 54, and 58.

Investigations that include molecular docking of XO with
other small molecules59,60 have shown interactions of the
ligands with the amino acids that we report here.
Application 2. A Forbidden Pocket: XO−Chlorogenic

Acid. In this application, we check the performance of the
theorem with a larger ligand that cannot be docked in a small
cavity. We test a narrow cavity that does not achieve significant
energy at the end of step 13, but the final step 16 reaches a
satisfactory reduction. We set the same pocket with 65 atoms
of Application 1 (Table S1) and consider a new ligand. In this
case, we select the 43 atoms of chlorogenic acid (Table S3), a
ligand reported as an antioxidant in ref 54. Steps 1−13 register
a very high energy of 230,403,762,231 kcal/mol. However, the
energy drops substantially to 1581.62 kcal/mol when we
perform the geometry optimization in a small neighborhood
(steps 14−16). The interaction is still repulsive but
accommodates the ligand in a forbidden cavity as well as

Figure 5. (a) Representation of active sites of the XO−chlorogenic acid complex found using the new method in a prohibited cavity. (b)
Interactions of our method obtained by using a visualization software and without any assistance of an expert docking software.

Figure 6. (a) XO−FBX complex corresponding to the best local optimum found for a new cavity. (b) Representation of the interactions between
the ligand and pocket residues. (b) shows the interactions of our method obtained by using a visualization software and without any assistance of an
expert docking software.
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possible; in this case, the minimum value is obtained with the
corresponding rotations 196.01, 248.12, and 257.18°. Figure 5
shows the complex, although it does not present favorable
interactions energetically because the ligand cannot enter in
such a small and narrow cavity.

Figure 5a shows the ligand surrounded by amino acids, and
in Figure 5b, we can observe the interaction between the ligand
and the pocket residues in more detail. Thus, hydrogen bonds
ARG880(2.39 Å), ALA1079 (2.69 Å), and SER1008 (3.01 Å,
2.34 Å) and unfavorable bonds ALA79 and ARG880 affected
the value of the interaction energy between the ligand and the
pocket.
Application 3. A New Cavity: XO−FBX. We consider the

most difficult challenge for the method: to find a new possible
cavity automatically by exploring a large protein. We tested the
method on the XO (C chain) in a complex with FBX. This
chain has 5832 atoms and has been motivated by the previous
section, “Case Study.”

We search for a new cavity in XO for a possible docking with
FBX, a ligand with 38 atoms. In this case, the resulting cavity
reaches a high energy of 5484.73 kcal/mol in a concave pocket
of 60 atoms. Nevertheless, step 14, through the subspace
associated with y-axis rotation, finds the minimum of −9.64
kcal/mol with a rotation of 0, 138, and 0°. Then, we apply step
15, and a search around this local minimum results in the
OMD with the angles −49.45, 213.56, and 171.83° and a
potential of −17.49 kcal/mol.

The coordinates of the ligand and the cavity are given in
Tables S4 and S5, respectively. Figure 6 shows the
corresponding OMD.

In Figure 6a, the ligand is enveloped by amino acid atoms.
Figure 6b shows the amino acids interacting with the ligand
(distances in Å).
Application 4. A New Cavity: XO−Chlorogenic Acid.

We study other cavities in the C chain by a larger ligand. Steps
1−13 find a possible cavity for docking with chlorogenic acid.
As before, step 13 gives a high energy of 59,735.92 kcal/mol.
Optimization of step 14 with 360 x-axis rotations of 1° results
in the energy of −7.07 kcal/mol. Taking this result as a seed of
a specific application of step 15, we obtain the OMD with
angles 170.03, 126.33, and 110.37° and an energy of −27.81
kcal/mol.

We remark that our OMD is not reported in the literature; it
guides interesting future work for the associated biological
activity.

The positions of the OMD are in given in Tables S6 and S7
(see Figure 7a). Figure 7b shows the interactions.

In Figure 7 a, the XO−chlorogenic acid complex is
surrounded by specific amino acids.

The interactions present distances between 2.04 and 5.47 Å
and hydrogen bonds such as SER1080 (2.32 Å), ARG912
(2.04 Å), and GLN1194 (2.97 Å). They also show van der
Waals interactions at MET1038 (5.47 Å).
Application 5. A New Cavity: XO−HPA and Comple-

mentary Analysis Using AUTODOCK VINA. In this
example, we provide a complementary analysis using
AutoDock Vina. Our method gives the automatic docking
with the L-J potential.

First, we consider the automatic search of a cavity in OX for
HPA.

Steps 1−13 select a cavity with 206 atoms. In the following
lines, we describe step 14 (see also Part 5) of the theorem.
Figure 8a shows the energy versus 360 ligand rotations of 1°
around the invariant axis given in step 13. The minimum
energy is reached at 358°. A neighborhood exploration by
subspaces of rotations is shown in Figure 8b−d.

The local minima in the three previous subspaces suggest
the starting point for a more robust optimization. Finally, step
15 reaches the energy of −13.27 kcal/mol and occurs in the x,
y, and z rotations of 4.48, 64.47, and 31.67°, respectively.
Figure 9a,b represents the OMD with the best local optimum
(see Tables S8 and S9).

This new cavity presents hydrophobic interactions with
LEU1243 (3.70 Å), PRO1188 (5.23 Å), and ARG575 (5.12 Å)
and other interactions with LEU1243 (2.11 Å and 1.48 Å).
Complementary Analysis Using the Expert Software

in Molecular Docking. Once the OMD was obtained, a
further analysis can be implemented using expert software in
molecular docking.

To carry out the docking simulations, we use Autodock
Vina.56 We provide the original coordinates of the suggested
site (step 1) and the isolated coordinates of the ligand taken
from a database. Furthermore, we compare the results of
AutoDock with the OMD of the theorem (step 16).

Figure 7. (a) XO−chlorogenic acid complex corresponding to the best local optimum found for a new cavity. (b) Representation of the complex
considering with the amino acids. (b) shows the interactions of our method obtained by using a visualization software and without any assistance of
an expert docking software.
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In Table 2, we report the results for the XO−HPA complex.
The original repository coordinates are indexed by the
superscript 2, and the OMDs are indexed by 1.

The order of the results agrees with our expectations: (1)
The best system is the OMD(pocket)−OMD(ligand) of our
method, with an affinity of −4.4 kcal/mol. (2) The second
system is the OMD(pocket)−repository(ligand), with an
affinity of −4.3 kcal/mol. Both results explain that our OMD
cavity performs better than the repository pocket. (3) In the
third place, the repository(pocket)−OMD (ligand) appears
with an affinity of −4.2 kcal/mol. (4) Finally, the worst system
(−4.0 kcal/mol) is repository(pocket)−repository(ligand).

Figure 9 shows a number of amino acids not reported
before; thus, a new possibility for applications is still to come.

5. CONCLUSIONS AND FUTURE WORK
In this work, we set the automatic search for cavities and
docking in large protein in the mathematical framework of the
shape theory.

The method is summarized in the formulation and
demonstration of a theorem involving five main parts:

(1) The exact formulas for the shape coordinates of the
docking protein−ligand are provided; the coupled
system is invariant under location and rotation.

(2) An automatic search for cavities in a large protein is
parameterized by a sequence of possible radii in a
suitable van der Waals interval.

Figure 8. (a) Energy in kilocalories per mole vs 1° rotations for the ligand around the invariant axis of symmetry. In this figure, we show only the
wide range of energy in terms of the angle exploration. A local minimum is explored in the remaining figures. (b) Path with a local minimum
potential of around 357.61° with respect to the z-axis. The x-axis cannot provide a higher resolution because the differences require a large number
of decimals. This figure shows the zoomed-in view of the local minimum not observed in Figure 8a. (c) Path with a local minimum potential of
around 60° with respect to the y-axis. (d) Path with a local minimum potential of around 21° with respect to the x-axis.
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(3) A four-dimensional space for the invariant coupled
system is proposed in terms of the atom shape
coordinates and the atomic mass. Then a non-scaled
Riemannian distance between coupled systems can be
included in the geometry optimization process via the L-
J potential types 6−12 and 6−10.

(4) A matrix representation of the algorithm in terms of the
potential scoring function.

(5) Geometry optimization routine for reaching the OMD
via the L-J potential.

The theorem leads to the algorithm written in a matrix form,
which can be easily programed on a personal computer. The
method contains two sections: (A) Steps 1 to 13. They find a
plausible cavity and the best docking via the L-J potential in
the corresponding invariant coupled system.

The algorithm was applied in three different ligands (FBX,
HPA, and chlorogenic acid), and three unpublished receptors
were found.

The method is self-contained, and the expert analysis using
AutoDock Vina is not necessary. However, we included the
analysis for a comparison of our OMDs and the public
database repositories. The interactions in the receptor can be
shown using a visualization software, without requiring an
additional expert optimization.

The algorithm can be applied in any virus chain with
unknown active site. Then, docking with a plausible drug can
be proposed by the method. The OMDs of different cavities
can be used for comparisons of vaccines via the Riemannian

distance of eq 5. In a future work, we will apply the method in
the SARS-CoV-2 virus and Monkeypox virus.

■ ASSOCIATED CONTENT
*sı Supporting Information
The Supporting Information is available free of charge at
https://pubs.acs.org/doi/10.1021/acsomega.2c02227.

Methods and algorithms: proof of the theorem (parts 1
and 2); Application 1: a known cavity: XO−HPA,
coordinates of the ligand; Application 1: a known cavity:
XO−HPA, coordinates of the cavity; Application 2: a
forbidden pocket: XO−chlorogenic acid, coordinates of
the ligand; Application 3: a new cavity: XO−FBX,
coordinates of the ligand; Application 3: a new cavity:
XO−FBX, coordinates of the cavity; Application 4: a
new cavity: XO−chlorogenic acid, coordinates of the
ligand; Application 4: a new cavity: XO−chlorogenic
acid, coordinates of the cavity; Application 5: a new
cavity: XO−HPA, coordinates of the ligand; application
5: a new cavity: XO−HPA, coordinates of the cavity;
and a complete example with the source code in R
software (licensed in Colombia): user competences,
general procedure of the example, and the required
sources files in R for the example (PDF)

■ AUTHOR INFORMATION
Corresponding Authors
Iliana Ramírez-Velásquez − Faculty of Exact and Applied

Sciences, Instituto Tecnológico Metropolitano ITM, Medellín
050034, Colombia; Doctorate in Modeling and Scientific
Computing, Faculty of Basic Sciences, University of Medellin,
Medellin 050026, Colombia; orcid.org/0000-0001-9779-
4019; Email: ilianaramirez@itm.edu.co

Francisco J. Caro-Lopera − Faculty of Basic Sciences,
University of Medellin, Medellín 050026, Colombia;

orcid.org/0000-0002-4295-3120; Email: fjcaro@
udemedellin.edu.co

Authors
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Table 2. Affinity of the XO−HPA Complex

affinity (kcal/mol)

XO1−HPA1 XO1−HPA2 XO2−HPA1 XO2−HPA2

−4.4 −4.3 −4.2 −4.0
−4.4 −4.3 −4.2 −3.9
−4.4 −4.2 −4.1 −3.9
−4.0 −4.1 −3.8 −3.8
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−3.9 −3.9 −3.8 −3.8
−3.9 −3.9 −3.7 −3.5
−3.9 −3.9 −3.7 −3.5
−3.8 −3.9 −3.6 −3.5
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