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Background: Missed or delayed diagnosis of occult fractures of tibial plateau may cause adverse effects on 
patients. The objective of this study was to evaluate the diagnostic performance of texture analysis (TA) of 
knee joint radiographs combined with machine learning (ML) in identifying patients at risk of tibial plateau 
occult fractures. 
Methods: A total of 169 patients with negative fracture on knee X-ray films from 2018 to 2022 who were 
diagnosed with occult tibial plateau fractures or no fractures by subsequent magnetic resonance imaging 
(MRI) examination were retrospectively enrolled. The X-ray images of the patient’s knee joint were used for 
texture feature extraction. A total of 9 ML feature selection methods (including 6 mainstream methods and 
3 methods provided by MaZda software) combined with 3 classification methods were used to build the best 
diagnostic model. The performance of each model was evaluated by accuracy, F1-value, and area under the 
curve (AUC).
Results: The least absolute shrinkage and selection operator (LASSO) method had the best performance of 
the 6 mainstream methods, with an accuracy of 0.81, an F1 value of 0.80, and an AUC of 0.920, all of which 
were higher than those of the other five methods (accuracy range: 0.65–0.80, F1 score range: 0.61–0.79, 
AUC range: 0.722–0.895). Among the three feature selection models in MaZda software, the most ideal 
method for accuracy measurement was the MI method, reaching 0.77. In the measurement of the F1 value 
and AUC, MaZda’s best method was Fisher, reaching 0.78 and 0.888, respectively. All indicators were lower 
than those of the LASSO method. The combination of LASSO and support vector machine (SVM) yielded 
the best classification performance, while the performance of the combination of LASSO and logistic 
regression was slightly inferior, but the difference was not statistically significant.
Conclusions: TA of knee joint radiography combined with ML has achieved high performance in 
identifying patients at risk of occult fractures of the tibial plateau. Considering both the model performance 
and computational complexity, the LASSO feature selection method combined with the logistic regression 
classifier yielded the best classification performance in this process.
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Introduction

As an important weight-bearing joint of the human body, 
the knee joint has a high likelihood of trauma. Among them, 
the incidence of tibial plateau fracture accounts for about 1% 
of all fractures and 8% of fractures in the elderly (1). Occult 
fracture is a type of fracture characterized by a trabecular 
fracture of the phalanx, also known as hidden fracture, 
subchondral bone contusion, and hidden intraosseous 
fracture (2,3). X-ray examination is a convenient and 
economical imaging method, especially preferred in 
clinical work, particularly in the examination of emergency 
orthopedic patients. When an occult fracture occurs, due 
to subtle changes in bones, routine X-ray examination 
often fails to detect changes in bone structure, except for 
indirect signs such as soft tissue swelling and joint capsule 
effusion, which can easily lead to missed diagnoses, delaying 
patient treatment and even exacerbating the condition (4). 
Magnetic resonance imaging (MRI) has great advantages 
in detecting hidden fractures (2). However, due to the 
time-consuming and many contraindications of MRI, it 
is rarely used in the emergency examination of patients 
with bone trauma. Patients diagnosed with occult fractures 
through MRI often have a period of time since the first 
examination. During this period, incorrect treatment by 
doctors or patient negligence may lead to deterioration of 
the condition. Therefore, improving the early diagnosis rate 
of occult fractures has a positive effect on improving the 
prognosis of patients.

Texture analys is  (TA) can extract  many image 
features that are not visible to the naked eye and reflect 
heterogeneity within the lesion (5). Due to the large amount 
of data involved in TA, the corresponding algorithm is 
applied for feature extraction and model construction. 
Once trained, these features can lead to strong inferences 
known as machine learning (ML) (6). By learning from past 
calculations and extracting the rules from massive databases, 
it can help humans generate reliable and repeatable 
decisions (7). By using the ML method to filter out key 
information for diagnosing diseases from a large number of 
texture features, auxiliary diagnosis, classification, or grading 
of diseases can be facilitated. In recent years, radiomics has 
been widely studied and used in the differential diagnosis 
of tumors with multiple systems, pathological grading, 
prognosis prediction and efficacy evaluation (8-15). In 
musculoskeletal imaging, most studies have mainly focused 
on the diagnosis of diseases such as osteoporosis, fractures 
and osteoarthritis and have achieved many results (16-22). 

However, there are currently few studies using X-ray images 
for TA to predict occult fractures, and it is particularly 
necessary to explore ML models for predicting the risk of 
occult fractures based on plain films.

This study had two primary objectives: One is to extract 
texture features from knee X-ray images and compare the 
performance of various ML methods in classifying occult 
tibial plateau fractures. The other is to select the best feature 
selection method to identify key features for diagnosing 
occult tibial plateau fractures, ultimately establishing the 
most effective prediction model for assessing the risk of these 
fractures. We present this article  in accordance with the 
TRIPOD+AI reporting checklist (available at https://qims.
amegroups.com/article/view/10.21037/qims-24-799/rc).

Methods

Patient selection

This retrospective study was conducted in accordance 
with the Declaration of Helsinki (as revised in 2013) and 
approved by the local institutional review board of Sichuan 
Orthopedic Hospital (No. KY-2024-039-01). Due to the 
retrospective nature of the study, the requirement for 
written informed consent was waived.

Figure 1 shows the flow chart of the inclusion and 
exclusion of case-control studies. From 2018 to 2022, 
patients underwent emergency X-ray examination in 
Sichuan Orthopedic Hospital due to knee joint trauma and 
showed negative fractures but subsequent MRI confirmed 
occult fractures of the tibial plateau or no fractures were 
included in the study. The interval between X-ray and MRI 
examination was not more than one week. Exclusion criteria 
included nonstandard position of the radiographs, obvious 
osteoporosis and hyperostosis of the knee joint or other 
conditions, such as tumor, postoperative, and unclosed 
epiphyseal plate, that affect the density of the tibial plateau. 
All imaging labels were jointly marked by two radiologists 
with more than ten years of experience in musculoskeletal 
imaging diagnosis. In cases of disagreement between the 
two radiologists during image interpretation, a consensus 
was reached after consulting a third physician with similar 
qualifications.

Our study collected 195 patients with negative knee 
X-ray fractures but MRI showing occult fractures or no 
fractures of the tibial plateau. Eight patients were excluded 
due to severe osteoarthritis, 6 patients were excluded due 
to obvious osteoporosis, 6 patients were excluded due to an 

https://qims.amegroups.com/article/view/10.21037/qims-24-799/rc
https://qims.amegroups.com/article/view/10.21037/qims-24-799/rc
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abnormal lateral position, 3 patients were excluded due to 
an unclosed epiphyseal plate of the tibial plateau, 2 patients 
were excluded due to a growth obstacle line of the tibial 
plateau, and 1 patient was excluded due to an intramedullary 
bone island of the tibial plateau. Finally, 169 patients were 
enrolled in the study, including 88 patients in the occult 
fracture group (case group) and 81 patients in the non-
fracture group (control group).

Imaging devices and procedures

The X-ray examinations were conducted on two different 
devices (Aristos FX-Plus, Siemens Healthineers; or 
SONIALVISION safire, Shimadzu Medical Systems). 
When anteroposterior position examination was being 
performed, the patient lay on their back on the photography 
bed, with their lower limbs extended and their toes facing 
upwards. The centerline was perpendicular to the midpoint 
of the lower edge of the patella, with an irradiation field of 
24 cm × 18 cm, tube voltage of 60±3 kV, and tube current 
of 5–6 mAs. When lateral position examination of the 
knee joint was being performed, the patient lay on their 
side on the photography bed, and the opposite knee was 
bent forward and placed in front of the subject side. The 
outer side of the tested knee was closely attached to the bed 

surface, with knee joint flexion of approximately 135°. The 
centerline was tilted 5° to 7° toward the head side, shooting 
directed through the anterior 1/3 of the junction of the 
lower edge of the patella and the popliteal fossa, with an 
irradiation field of 24 cm × 18 cm, tube voltage of 60±3 kV, 
and tube current of 5–6 mAs.

MRI examinations were performed with a 1.5T scanner 
(Signa Exploere, GE Healthcare) using a specialized coil for 
the knee joint. The patient was placed in a supine position 
with advanced feet, and the knee joint was rotated outward 
by 10–15°. The scanning center was the lower edge of the 
patella, and the scanning range included the complete knee 
joint. The MRI protocol included five sequences: sagittal 
fast spin echo (FSE) sequence fat-saturation T2-weighted 
imaging (T2WI) [repetition time/time to echo (TR/TE) 
=4,111 ms/84 ms], sagittal FSE fat-suppressed proton density 
weighted imaging (PDWI) (TR/TE =2,640 ms/36 ms), 
coronal FSE fat-saturation T1-weighted imaging (T1WI) 
(TR/TE =654 ms/11 ms), coronal FSE fat-suppressed 
PDWI (TR/TE =2,500 ms/37 ms), and transverse FSE 
fat-suppressed PDWI (TR/TE =2,450 ms/33 ms). The 
thickness/spacing of the sagittal, coronal and transverse slices 
were 3.5 mm/0.8 mm, 3.0 mm/0.6 mm and 4 mm/1 mm, 
respectively; the scanning field of view was 160 mm × 160 mm; 
the matrix was 320×256.

Patients with X-ray and MRI examinations
(from 2018 to 2022)

Inclusion
• X-ray film was negative for fracture
• MRI examination within one week

N=195

Exclusion
• Obvious overlapping interference
• Abnormal bone density

N=26

Tibial plateau occult fracture
(detection in MRI)

Yes
N=88

No
N=81

Case 
N=88

Control 
N=81

Figure 1 Design and inclusion flow chart of the case-control study. MRI, magnetic resonance imaging.

https://www.siemens-healthineers.cn/
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Texture parameter extraction

A total of 169 patients’ knee radiographs were imported 
into the Radiant DICOM Viewer (version 2020.2.3), and 
the images were set to uniform size and exported in BMP 
format. Then, the image was imported into MaZda software 
(version 4.6). Before extracting texture features, all images 
were normalized at the grayscale level in the range of [m-3s,  
m+3s] (m is the average grayscale value of the image, s is 
the standard deviation) to reduce the impact of differences 
in image contrast and brightness on the results. Region 
of interest (ROI) delineation was performed along the 
proximal tibial cortex on anteroposterior and lateral X-ray 
images, with the upper boundary being the tibial plateau 
joint surface and the lower boundary being 2 cm below the 
epiphyseal line. In the process of the depiction, hyperplastic 
osteophytes should be avoided, and a substantially 
thickened cortex should be delineated along its inner edge. 
Two radiologists with more than 10 years of experience in 
musculoskeletal imaging diagnosis manually delineated the 
ROI on each case and took the average value of the two as 
the final result.

A total of 291 quantitative parameters were extracted for 
each ROI using six feature calculation methods, including 
gray level histogram (GLH), gray-level run-length matrix 
(GLRLM), absolute gradient (GRA), gray-level co-
occurrence matrix (GLCOM), autoregressive model (ARM), 
and wavelet transform (WAV). Samples with missing 
features were removed during data cleaning, resulting in 
a final dataset of 82 case samples and 78 control samples. 
Each sample contained a total of 582 texture features, 291 
from anteroposterior views and 291 from lateral views. To 
distinguish between anteroposterior and lateral features, 
we attached “(C)” to the name of each lateral X-ray texture 
feature, such as WavEnHH_S-5 (C).

Feature selection and model construction

Feature engineering was performed in the Jupyter notebook 
(version 5.7.4). We applied six methods for feature selection, 
which were divided into three categories, including F_
classif in filtered analysis of variance, wrapped least absolute 
shrinkage and selection operator (LASSO) and recursive 
feature elimination (RFE), as well as embedded random 
forest (RF), gradient boosting decision tree (GBDT) and 
eXtreme gradient boosting (XGBoost). The results of 
these six methods were compared with the feature selection 
methods [mutual information (MI), Fisher, probability of 

classification error + average correction coefficient (POE 
+ACC)] of MaZda software. It is worth mentioning that 
we only focused on specific hyperparameters that had been 
identified as crucial and could significantly impact the 
model performance (23). The F_classif method utilized the 
SelectPercentile() function, with the percentile threshold 
set to 5, to select the top 5% of features that had the highest 
correlation with the target variable. Other settings remained 
at their default values. The LASSO model used the cross-
validated version LassoCV. The regularization parameter 
alpha was selected as the best value in a geometric sequence 
with a length of 50 and ranging from 10−3 to 10, which 
was uniformly distributed in logarithmic space. The cross-
validation parameter (cv) was set to 10, and the maximum 
number of iterations (max_iter) was set to 100,000. For 
the RFE model, the optimal number of features was set 
to 40 using the parameter “n_features_to_select”, and a 
grid search was performed to optimize the parameters of 
the random forest basic model. The maximum number of 
iterations named “n_estimators” of the weak classifier in the 
GBDT model was set to 30, while the other settings were 
kept as default. In the RF model, the parameter named “n_
estimators” was set to 10. For the XGBoost model, the 
default settings were used. For each model, we evaluated 
their effectiveness using three traditional classifiers: logistic 
regression, support vector machine (SVM) and Gaussian 
naive Bayes (GaussianNB). In the logistic regression model, 
default settings were used. For the SVM model, the kernel 
function was set to the Gaussian radial basis function (RBR), 
while other parameters were set to their default values. In 
the GaussianNB model, we assumed that the data follow 
a Gaussian distribution. In order to ensure the validation 
of the model, the ten-fold cross-validation method was 
used to conduct data analysis. Accuracy and F1-score were 
used to assess the predictive power of the models. We also 
plotted the receiver operating characteristic (ROC) curve 
and calculated the area under the curve (AUC) along with 
its 95% confidence interval (CI). The process of our study 
is schematically summarized in Figure 2.

Statistical analysis

The statistical analysis was performed in SPSS (version 22). 
Quantitative data that conformed to a normal distribution 
were described using the mean (± standard deviation), and 
the independent sample t-test was used for intergroup 
comparison. Quantitative data that did not conform to 
a normal distribution were represented by the median 
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(P25, P75), and the Mann-Whitney U test was used for 
comparison between groups. The comparison of the rates 
was conducted using the Chi-squared test. Differences were 
considered significant at the two-sided P<0.05.

Results

Clinical characteristics and imaging findings

A total of 169 patients were included in this study. There 
were 88 patients (55 males and 33 females) in the case group, 
with a mean age of 36.6±14.3 years, and 81 patients (41 
males and 40 females) in the control group, with an average 
age of 40.6±13.5 years. There was no significant difference 
in age or sex ratio between the case group and the control 
group (P=0.061 and 0.160, respectively). The X-ray images 
of the patients in the case group and the control group 
showed that the tibial plateau bone cortex was continuous, 
and the bone texture was clear, without distortion and 
interruption. In the subsequent MRI examinations, the case 
group exhibited linear or band shadows of T1 low signal, 
T2 low signal and PDWI high signal in the medullary 
cavity of the tibial plateau, accompanied by high signal 
bone marrow edema (Figure 3), including 66 (66/88, 75.0%) 
cases with cruciate ligament injury, 34 (34/88, 38.6%) cases 
with lateral collateral ligament injury and 30 (30/88, 34.1%) 
cases with meniscus injury. All cases were accompanied by 
joint capsule effusion to varying degrees. In the control 
group, there were 17 (17/81, 21.0%) patients with anterior 
cruciate ligament injury, 14 (14/81, 17.3%) patients with 
lateral collateral ligament injury, and 12 (12/81, 14.8%) 

patients with meniscus injury. As in the case group, all 
cases in the control group had different degrees of joint 
capsule effusion. The incidences of cruciate ligament injury, 
collateral ligament injury and meniscus injury in the case 
group were significantly higher than those in the control 
group (P=0.000, 0.002, and 0.004, respectively). The patient 
clinical characteristics and imaging findings in each group 
are summarized in Table 1.

Performance evaluation of ML models

Table 2 describes the classification accuracy, F1-score and 
AUC of six ML feature selection methods and three MaZda 
feature selection methods. From this table, we can see 
that LASSO yielded the finest outcome with an average 
accuracy rate and F1-score of 0.81 and 0.80, respectively, 
while GBDT followed closely with an average accuracy of 
0.80 and F1 score of 0.79. In the metric of accuracy, the 
most ideal method in MaZda was the MI method, which 
reached 0.77. In the metric of F1 value, the best method in 
MaZda was Fisher, with a value of 0.78, but both methods 
had lower values than the LASSO method. 

In the AUC metric, the LASSO model had the highest 
AUC of 0.920 (95% CI: 0.830–0.943) when the classification 
evaluation model was SVM. The combination of LASSO 
and logistic regression was second only to the former, with 
an AUC of 0.916 (95% CI: 0.776–0.927). Compared with 
the feature selection methods in MaZda, other ML feature 
selection models in this study also achieved improved model 
performance on the AUC evaluation metric. For example, 

Figure 2 The workflow used in this study. ROI, region of interest; AUC, area under the curve; RFE, recursive feature elimination.

Radiograph of knee joint ROI delineation Texture parameters extraction Feature selection and performance evaluation of different 
machine learning models

Multiple machine learning 
feature selection models 
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Figure 3 Examples of occult fracture of the tibial plateau in 2 patients. The figure displays a 23-year-old male with left knee trauma; no 
definite fracture was found on the anteroposterior and laterall X-ray films (A,B); subsequent MRI examination showed linear shadows of 
fat-saturated T1WI low signal, fat-saturated T2WI low signal and fat-suppressed PDWI high signal on the medial tibial plateau, and bone 
marrow edema was observed, with joint capsule effusion (C-E). Another case was a 28-year-old female with right knee trauma; no definite 
fracture was found on the anteroposterior and lateral X-ray films (F,G); subsequent MRI examination showed linear shadows of fat-saturated 
T1WI low signal, fat-saturated T2WI low signal and fat-suppressed PDWI high signal on the lateral tibial plateau, with joint capsule 
effusion (H-J). MRI, magnetic resonance imaging; TIWI, T1-weighted imaging; T2WI, T2-weighted imaging; PDWI, proton density 
weighted imaging.

Table 1 The patient clinical characteristics and imaging findings in each group

Variables Case group (n=88) Control group (n=81) t/χ2 P value

Age (years) 36.6±14.3 40.6±13.5 −1.887 0.061

Sex 1.979 0.160

Male 55 (62.5) 41 (50.6)

Female 33 (37.5) 40 (49.4)

Cruciate ligament injury 66 (75.0) 17 (21.0) 49.234 0.000

Collateral ligament injury 34 (38.6) 14 (17.3) 9.456 0.002

Meniscus injury 30 (34.1) 12 (14.8) 8.391 0.004

Joint capsule effusion 88 (100.0) 81 (100.0) – –

Data are presented as mean ± SD or n (%). SD, standard deviation.

in MaZda, when the classification model was GaussianNB, 
the Fisher method in MaZda had the highest AUC of 0.888 
(95% CI: 0.832–0.937), which was lower than that of the 
LASSO model. The ROC curve is depicted in Figure 4 to 
show how well each feature selection technique performs at 

various classification levels.
The logistic regression model and SVM model 

performed similarly in this classification task, but there 
were differences between the two models in terms of 
computational efficiency and interpretability. In this case, 
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the optimal classification model could not be directly 
distinguished by only comparing the numerical results of 
the three metrics. Therefore, we added the statistical test 
analysis of the logistic regression model and SVM model 
on the basis of the original experimental results to select 
the better model. To select the appropriate statistical 
test method, based on the original experimental data, we 
increased the number of experiments of three measures 
under each classification model to 16, which reduced 
the impact of random error and made the results more 
reliable. Then, we first performed a normality test on the 
experimental data, and the results are presented in Table 3. 
The normality test results for all six groups of data were 
within the lower limit of significance, indicating that all 
data could be considered as having an approximately normal 
distribution. Therefore, the independent samples t-test 
could be conducted.

Table 4 shows the results of the independent sample t-test 
for the performance comparison of the logistic regression 
and SVM classification models. The results showed that 
the accuracy, F1-score and AUC of SVM were higher 
than those of logistic regression, but the differences were 
not statistically significant (P=0.481, 0.059 and 0.326, 
respectively). There was no significant difference between 
the logistic regression model and SVM model in the 
metrics of accuracy, F1-score and AUC performance in this 
classification task.

Based on the results of the independent samples t-test 
for the logistic regression model and SVM model, it can 
be concluded that there was no significant difference 
in the performance between these two models in this 
classification task. Considering both the model performance 
and computational complexity, the logistic regression 
model was more suitable for the classification task in this 
study. When the feature selection model was LASSO 
and the classification model was logistic regression, this 
combination achieved the best classification performance.

The importance of the predicted features of the LASSO 
model is shown in Figure 5, and 29 features out of 582 
were chosen after several iterations of parameter tuning. 
We discovered that the model performed best in the 
optimization phase when there were 22 specified feature 
subsets. Consequently, only the top 22 features were left as 
follows: ‘Perc.90%(C)’, ‘GrKurtosis’, ‘S(0,5)SumAverg(C)’, 
‘Perc.50%’, ‘WavEnHL_s-7’, ‘S(0,1)AngScMom(C)’, 
‘WavEnLL_s-5(C)’,  ‘Teta4(C)’,  ‘S(2,2)SumAverg’, 
‘WavEnHL_s-6’, ‘Teta1’, ‘S(2, 2)InvDfMom’, ‘Skewness(C)’, 

Table 2 Comparison of classification accuracy, F1-score, and AUC of six 
machine learning methods and three MaZda feature selection methods

Models (FSM_CM)
Performance 

Accuracy F1-score AUC (95% CI)

Logistic

F_classif 0.74 0.72 0.874 (0.706–0.923)

LASSO 0.81†,‡ 0.79† 0.916 (0.776–0.927)†

RFE 0.74 0.72 0.790 (0.688–0.871)

GBDT 0.79 0.78 0.722 (0.633–0.883)

RF 0.79 0.79 0.755 (0.622–0.881)

XGBoost 0.77 0.75 0.797 (0.643–0.867)

Fisher 0.73 0.72 0.844 (0.679–0.879)

POE + ACC 0.66 0.67 0.778 (0.616–0.792)

MI 0.76 0.73 0.734 (0.664–0.860)

SVM

F_classif 0.78 0.76 0.844 (0.790–0.906)

LASSO 0.80† 0.80†,‡ 0.920 (0.830–0.943)†,‡

RFE 0.78 0.77 0.890 (0.817–0.910)

GBDT 0.80† 0.79† 0.887 (0.747–0.910)

RF 0.79 0.78 0.839 (0.706–0.909)

XGBoos 0.76 0.76 0.842 (0.678–0.872)

Fisher 0.76 0.76 0.818 (0.762–0.882)

POE + ACC 0.65 0.64 0.734 (0.591–0.804)

MI 0.77 0.77 0.839 (0.685–0.909)

GaussianNB

F_classif 0.76 0.78 0.895 (0.832–0.937)†

LASSO 0.79 0.75 0.880 (0.822–0.932)

RFE 0.78 0.78 0.847 (0.775–0.915)

GBDT 0.77 0.77 0.818 (0.615–0.888)

RF 0.65 0.61 0.860 (0.734–0.909)

XGBoost 0.75 0.73 0.769 (0.573–0.937)

Fisher 0.76 0.78 0.888 (0.832–0.937)

POE + ACC 0.71 0.73 0.818 (0.629–0.853)

MI 0.76 0.74 0.867 (0.6430–898)
†, the top three experimental results under each indicator; ‡,  the 
optimal outcomes. AUC, area under the curve; FSM, feature selection 
model; CM, classification model; CI, confidence interval; LASSO, least 
absolute shrinkage and selection operator; RFE, recursive feature 
elimination; RF, embedded random forest; GBDT, gradient boosting 
decision tree; XGBoost, eXtreme gradient boosting; POE + ACC, 
probability of classification error + average correction coefficient; 
MI, mutual information; SVM, support vector machine; GaussianNB, 
Gaussian naive Bayes.
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Figure 4 ROC curves analysis of nine feature selection methods combined with logistic regression classifier (A-C), SVM classifier (D-F), 
and GaussianNB (G-I). ROC, receiver operating characteristic; SVM, support vector machine; GaussianNB, Gaussian naive Bayes; LASSO, 
least absolute shrinkage and selection operator; RFE, recursive feature elimination; GBDT, gradient boosting decision tree; RF, embedded 
random forest; XGBoost, eXtreme gradient boosting; POE + ACC, probability of classification error + average correction coefficient; MI, 
mutual information.

‘WavEnLH_s-7’, ‘GrKurtosis(C)’, ‘WavEnLH_s-6’, 
‘WavEnHL_s-8’, ‘Perc.01%’, ‘Teta1(C)’, ‘GrSkewness(C)’, 
‘WavEnLL_s-4(C)’, and ‘WavEnHH_s-1’.

In the logistic regression classification task, the 

dependent variable y  was a binary variable, and its value 
was 1y =  (positive result: there is a risk of occult fracture) 
or 0y =  (negative result: there is no risk of occult fracture). 
The independent variables that affected the value of y  were 
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the 22 features finally selected by the LASSO model. To 
implement the logistic regression classifier, each feature was 
associated with a regression coefficient. Through training, 
the logistic regression coefficients and the intercept 
could be obtained. By combining the intercept with the 

regression coefficients of each feature, we could determine 
the probability P  of 1y =  via logistic regression equation as 
follows:

1

l

l

eP
e

=
+ 	 [1]

In Eq. [1], the expression of l is given as follows:

1 2 3 4 5

6 7 8 9 10 11

12 13 14 15 16 17

18 19 20 21 22

0.171 0.243 0.353 0.246 0.949 0.476
0.016 0.748 0.235 0.381 0.078 0.509
0.410 0.442 0.112 0.230 0.283 0.575
0.668 0.275 0.596 0.123 1.028

l x x x x x
x x x x x x
x x x x x x
x x x x x

= + + + − −
− − − + − −
+ − − + + +
+ − + − −

	 [2]

where 1x  to 22x  correspond to the 22 feature variables 
listed in Figure 5. By applying the regression equation to 
each record, a value ranging between 0 and 1 was obtained, 
which represented the probability of the sample belonging 
to the case group ( 1y = ). In this experiment, a threshold of 
0.5 was given. That is, if the value of Eq. [1] is greater than 
the threshold, it indicates that the sample belongs to the 
case group ( 1y = ). Otherwise, the sample belongs to the 
control group ( 0y = ).

Discussion

In the clinical work-up, we found that plain X-ray could 
hardly detect hidden fractures of the knee joint. On 
subsequent MR examination, we established the existence 
of the fracture. Almost all of the patients had other imaging 
abnormalities, such as ligament injury, meniscus injury, 
and joint capsule effusion. Delayed recognition of hidden 
fractures may aggravate the patient’s condition. In this 
study, we deeply investigated whether TA based on X-ray 
images cold identify hidden fractures of the knee joint and 
combined it with ML to explore and construct the best 
predictive model.

Table 3 Normality test of experimental results (one-sample Kolmogorov-Smirnov test)

CM  

metric

Logistic regression SVM

N

Normal 

parametersa,b
Most extreme differences Test 

statistic

Asymp.sig 

(2-tailed)

Normal 

parametersa,b
Most extreme differences Test 

statistic

Asymp.sig 

(2-tailed)
Mean Std Absolute Positive Negative Mean Std Absolute Positive Negative

Accuracy 16 0.793 0.049 0.160 0.160 −0.115 0.160 0.200c,d 0.805 0.051 0.119 0.119 −0.119 0.119 0.200c,d

F1-score 16 0.773 0.053 0.147 0.131 −0.147 0.147 0.200c,d 0.808 0.047 0.137 0.137 −0.130 0.137 0.200c,d

AUC 16 0.880 0.031 0.122 0.102 −0.122 0.122 0.200c,d 0.907 0.050 0.135 0.135 −0.113 0.135 0.200c,d

a, test distribution is normal; b, calculated from data; c, Lilliefors significance correction; d, this is a lower bound of the true significance. CM, classification 

model; AUC, area under the curve; SVM, support vector machine; Std, standard deviation.

Table 4 Comparison of classification model performance between 
logistic and SVM

Metric Logistic SVM t P value

Accuracy 0.793±0.049 0.805±0.051 −0.714 0.481

F1-score 0.773±0.053 0.808±0.047 −1.965 0.059

AUC 0.880±0.031 0.907±0.050 −0.999 0.326

Data are presented as mean ± SD. SVM, support vector 
machine; AUC, area under the curve; SD, standard deviation.
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Figure 5 LASSO model feature importance box plot (the top 
22 features left). The distribution of importance of 29 features 
selected by LASSO. The first 22 features on the left side of the 
high mean were kept by optimal parameter selection. LASSO, least 
absolute shrinkage and selection operator.
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We applied six feature selection methods, compared 
them with three methods of MaZda software, and selected 
the best one. In the accuracy measurement, the LASSO 
model showed the best performance, with a value of 0.81. It 
also achieved the best classification performance in F1-score 
and AUC measurements, with values of 0.80 and 0.920, 
respectively. This showed that LASSO had an excellent 
ability to identify cases with hidden fracture risk of the knee 
joint compared with the other five ML feature selection 
models (accuracy range, 0.65–0.80; F1 score range, 0.61–
0.79; AUC range, 0.722–0.895). Among the three feature 
selection models of MaZda software, in the accuracy 
metric, the most ideal method was the MI method, which 
reached 0.77. In the metrics of F1-score and AUC, the 
best method in MaZda was Fisher, reaching 0.78 and 0.888, 
respectively. All indicators were lower than those of the 
LASSO method. 

Combined with accuracy, F1-score, AUC and ROC 
curve analysis, it was observed that when the feature 
selection model was LASSO and the classification model 
was SVM, the combination of LASSO and SVM yielded 
the best classification performance. The performance of 
the combination of LASSO and logistic regression was 
slightly inferior. Careful comparison of the results of the 
two combinations on the three metrics showed that the 
performances of the two combinations were very similar. 
First, in terms of the accuracy metric, the logistic regression 
model was slightly superior to the SVM model. Second, 
in terms of the F1-score and AUC evaluation metrics, 
the SVM model was slightly superior to the logistic 
regression model, but the difference was no more than 0.01. 
Through subsequent statistical tests, we found that there 
was no significant difference in performance. The logistic 
regression model had strong interpretability. By calculating 
the coefficients of the logistic regression equation, we can 
directly interpret the impact of features on the results, 
which allows us to better understand the results of the 
model and explain them. In addition, logistic regression is a 
parametric model, while SVM needs to solve the quadratic 
optimization problem, which involves the selection of 
support vectors and the calculation of kernel functions, and 
the calculation complexity is relatively high. The logistic 
regression model was generally more efficient than the 
SVM model when dealing with large-scale data. Therefore, 
considering both the model performance and computational 
complexity, the logistic regression model was more suitable 
for the classification task in this study.

In existing research on artificial intelligence (AI)-

assisted diagnosis of fracture, many studies have focused 
on the application of deep learning methods to identify or 
diagnose fractures in hip joints, wrists, lumbar vertebrae 
and other structures (23-30). For example, a neural network 
was applied to the diagnosis and classification of knee joint 
fractures and achieved high accuracy (30). In a previous 
study, scholars believed that AI improved the sensitivity of 
radiologists and non-radiologists in detecting fractures in 
various parts and may even enhance their specificity (31). Kuo 
et al. (32) conducted a META analysis and found that the 
performance of AI in diagnosing fractures was comparable 
to that of clinicians. In the realm of diagnosing occult 
fractures, some scholars have found that the convolutional 
neural network model can detect occult fractures of the 
scaphoid (27). However, there is a lack of research on an 
intelligent auxiliary diagnostic model for occult fractures of 
the knee joint. Deep learning is a subset of AI that differs 
from traditional ML in that the former does not require 
manual feature extraction but instead uses neural networks 
to automatically perform high-dimensional abstract 
learning on data (7,33). Feature engineering is considered 
time-consuming, labor-intensive, and inflexible, but it is 
an important part of medical image analysis (34). In the 
past decade, the improvement of computing power in ML 
models and the development of new models have brought 
new solutions to problems in various fields of radiology (35). 
To the best of our knowledge, only a few studies, such as 
ours, have investigated and compared different feature 
selection and ML modeling methods based on radiomics. 
For example, in one study, the prediction performance of 14 
feature selection methods and 12 classifiers was evaluated in 
two lung cancer cohorts (36).

This study utilized the Lasso feature selection method 
to select 22 texture features, including 4 parameters from 
GLH, 4 parameters from GLCOM, 3 parameters from 
GRA, 3 parameters from ARM, and 8 parameters from 
WAV. We further constructed logistic regression equations 
using the 22 selected key features, which can greatly 
improve recognition accuracy and reduce computational 
burden. The method proposed in this paper will be further 
used to support practical clinical work. Specifically, we 
use the classic waterfall model of software development as 
a guide, first identifying the specific requirements of the 
system, including user preferences, and thus determining 
the system design, followed by system development, 
testing, and finally the implementation and maintenance 
of the system. The key to the practical application of this 
method is system design and system implementation. How 
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to embed the algorithm into the existing system and ensure 
the operability of the system is the key issue. In terms of 
algorithm integration design, we will pay attention to the 
business process of the existing platform, and then consider 
the user’s preference to establish the design scheme. We 
will develop corresponding questionnaires to investigate 
and analyze this. At the same time, in addition to the 
development stage, the later implementation also pays 
attention to the preparation of explanatory documents and 
cases, and also strengthens the training of users. We will 
also further optimize the system based on user feedback. 

This study has several limitations. First, this is a 
retrospective case‒control study with a limited number 
of patients, which may introduce more selection bias and 
stochastic effects. Second, as the X-ray images are two-
dimensional overlapping images, we did not discuss and 
analyze occult fractures in other parts of the knee joint, such 
as the femoral condyle, patella, and proximal fibula. We 
only considered the tibial plateau, which was least affected 
by overlap. Third, this study focused solely on evaluating 
the predictive performance of the radiomics model and did 
not incorporate additional statistically significant clinical 
features. As a result, there is a lack of discussion regarding 
the integration of clinical and radiomics models. Fourth, the 
image segmentation in this study was performed manually, 
introducing a certain degree of subjectivity. Fifth, this study 
did not prove that the ML model can distinguish between 
occult tibial plateau fractures and simple bone marrow 
edema, which has certain limitations and needs to be further 
explored in the future. Finally, the application of reliable 
prediction models requires the support of a large number 
of data sets, and this study currently lacks prospective 
large-sample, multi-center data to verify the accuracy and 
universality of the research model.

Conclusions

In summary, this study used the texture features of X-ray 
images of the knee joint combined with ML to diagnose 
occult tibial plateau fractures. We first compared the 
performance of various ML methods and found that the 
LASSO feature selection method combined with the logistic 
classifier constructed the model with the best performance, 
the 22 key features screened out are then used to establish 
a logistic regression equation. This study is expected to 
provide a theoretical basis for clinical practice in developing 
automated software to help doctors identify patients at risk 
of occult tibial plateau fractures based on the first plain 

radiograph and formulate further diagnosis and treatment 
plans. The study is expected to significantly reduce the early 
missed diagnosis rate of occult tibial plateau fractures, lower 
patients’ medical costs, and enhance patient prognosis. It 
holds substantial clinical application value and warrants 
further research and application in the diagnosis of occult 
fractures in other regions, such as the spine and femoral 
neck. Based on the research results presented in this paper, 
in future theoretical studies, we will expand our research 
framework on multi-center and multimodal data. On the 
other hand, ML intelligent segmentation algorithms can be 
further explored. In clinical practice, we can further collect 
the feedback information from doctors to optimize our 
algorithms, while strengthening software development and 
application.
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